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Abstract—Recent developments in imaging cameras has
opened a new way of analyzing facial expression. We would
like to take advantage from this new technology and present
a method of imaging and processing images of human face
as a response to the particular stimuli. The response in this
case is represented by the facial expressions and the stimuli
are still images representing six basic emotions according to
Eckmann. Working hypothesis of presented research, states that
the new method of tracking facial expressions is more precise
and distinctive enough to give characteristic description of the
analyzed human face. The biggest advantage of the presented
method, in the opinion of research team, is the fact that it uses
remote sensing techniques and presents dynamics of the changes
happening on the human face. Therefore, FMRI might not be
required, which decreases the costs of experiments, additionally,
method is less stressful for the examined persons and provides
more natural reactions.

I. INTRODUCTION

S
CIENTISTS all over the world are looking for new

methods of tracking facial expressions to use in the field

of psychology, neuroscience and affective computing. Emo-

tion influence all modes of human activity, communication,

interpersonal relations, family and business life. There are lots

of empirical models of affect. Basically they are focused on

analysis of speech, visual and biophysiological signals (see for

example [1], [2], [3], [4], [5]. In this paper we would like to

focus attention on visual methods. Typically, these methods

are based on comprehensive description of the changes in

facial expressions, discernment of action units for all visually

distinguishable facial movements and mapping them with

basic emotion (based on Facial Action Coding Systems [6],

[7]). Characteristic points, located in specific segments of the

human face (mouth, eyebrow, eyes etc.) are tracked and their

movement is identified as a certain type of emotion [8], [9],

[10]. However in our opinion, emotions represents extremely

complicated states of the human’s brain and they have rather

fuzzy nature, thus tracking changes in the position of only few

characteristic points might not be effective. Due to the nature

of the observed phenomenon there is no simple method of

distinguishing certain type of emotion among diversity of emo-

tional states. Fig. 1 shows how complicated are representations

of emotional states when they are expressed by human beings.

Taking into account the movement of the lips or eyebrows

we are not able to distinguish in what emotional state the

tested person is. In addition, presenting on Fig. 1 images are

taken when the emotion is the most intensive (for example

the moment when the smile is the widest and brightest). We

have decided to create our own database of facial expressions

because we would like to investigate the process of creation

facial expression from the beginning to the end (when the face

comes to neutral state). Data gathered in the new database

let us track changes on the face throughout the period of

observation.

The caption of the Fig. 1 is a starting point for the further

investigations. Humans ability to recognize different emotions

is very difficult and complicated process to implement in

the machine like computer. Recognizing emotional states is

important for human-computer interaction or other form of

coexisting in an artificial environment. In the opinion of the

research team., dynamics of the facial expressions is the key

to find the efficient way of recognizing emotional states. The

main goal of presented experiment was to develop a new

method of tracking changes in facial expressions, because,

in the opinion of research group, it might be a promising

direction to develop fully automatic method of recognition

emotional states. Proposed method opens a long way to find

the solution of the problem how emotions are expressed and

how they arise.

Recent developments in imaging cameras has opened a

new way of analyzing facial expression of emotions [11]. We

would like to present a new method of imaging and processing

images of human face in order to quantify the response to

the particular stimuli [12]. This article presents a method of

processing images of human face recorded by a fast camera

Phantom MIRO 310. Method was applied on a collection of 65

persons (30 female students and 35 male students) expressing

happiness, sadness, anger, fear and disgust, as well as surprise.
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happiness

surprise

Fig. 1. 2 of 6 basic emotions expressed by research participant, it is noticeable
that there are no clear limits between emotional states.

Each emotion was expressed be the students for about 2

seconds. Resulting images represent series of frames recorded

at the speed of 1000 frames per second. Presented method

is based on the assumptions coming from Particle Image

Velocimetry (PIV) [13], [14]. The most important one is that

there are some objects on the human face, characteristic to the

certain type of skin (see Fig. 4) (as well as certain mechanical

and chemical properties of the skin), that are determined and

identified while processing series of images. Those objects

are of non-spherical shape (as it is presented on the Fig. 3).

Working hypothesis of presented research states that the facial

expressions are determined by the mechanical and chemical

properties of the human’s skin and the tension of the muscles,

however all those properties might influenced the motion of the

identified objects only in very limited range, as it is presented

on the Fig. 2.

The following sections are the attempt to the answer the

question whether the working hypothesis is true or false.

The main idea of proposed research comes from the meth-

ods of studies colloidal particle’s trajectories and particle im-

age velocimetry. While both image processing, photographic,

study of colloidal suspensions and particle image velocimetry

Fig. 2. Single object trajectory, Z − coord - represents brightness

Fig. 3. Objects on the human face, characteristic for the certain structure of
the skin

are well developed fields, applying them to the field of affec-

tive computing and psychology gives new view on the problem

of facial expressions what in consequence might constitute

new approach to the problem of automatic recognition of

human emotions [15], [2]. The methods described below are

generalized to the objects or areas of non-spherical shape

that can be identified on human face (see Fig. 3). Shape and

position of non-spherical objects located on the face plays

very important role in this method. Thanks to the speed of the

recording (1000/frames per second) collected positions of the

identified objects create trajectories of their movement.

In the following, section typical instrumentation required

for collecting digital video images of human face has been

described, and some details of the steps required to convert a

digital movie into an ensemble of single-object trajectories.

We stress those aspects of the analysis which allow us to

track particular objects on the human face. High-resolution

trajectory data makes possible a wide range of quantitative

measurements of the changes occurring on human face.
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oryginal image

processed image

Fig. 4. An example of recorded frames of human face

II. METHODS

Research was conducted in the Gdansk University of Tech-

nology, Remote Sensing Lab on 30 female and 35 male,

students of the Psychology at the Gdansk University. The study

was based on the assumption that students have to reproduce

emotion which was showed them on the laptop’s screen. Our

team has prepared PowerPoint presentation based on the set of

facial expression images proposed by Professor Eckman (see

Fig. 5). Each emotion was earlier presented to the examined

person and then on the mark he or she should reproduced

it straight to the camera. It seems necessary to stress that

the stimuli - picture of certain emotion wasn’t active when

examined person was asked to reproduced the image, because

the eyes of the research participant were directed straight at

the camera, not on the computer screen with the image of

emotion pattern. In fact, only the imagination of the image is

used to render the emotion.

Standard commercial video cameras produce 30 complete

images per second but in order to track changes on the human

face we need speed camera with ability to record at least 1000

complete images per second. Monochrome CCD cameras may

be preferable to color models not only because they are less

Fig. 5. Standard representations of the basic emotions

expensive but also because they tend to have superior noise

figures and greater sensitivity to subtle brightness variations.

Color information, furthermore, is not used in the techniques

we describe below. We use an Phantom Miro 310 camera

connected to the Dell m4700 mobile workstation. To apply

Particle Images Velocimetry method we have to transform an

image of human face in to map of small objects like it is

presented on Fig. 6

map of small objects

Fig. 6. Zoom of the ROI from Fig. 4
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At this stage of the processing the filtering methods are very

helpful, in this particular case Prewitt filter has been used,

which was implemented in the Phantom Miro 310 camera

software. The following parameters has been used in this

experiment:

• brightness of the image set to 7.44,

• gain factor set to 4.207,

• gamma factor set to 10.00.

By using camera software it was possible to collect series

of frames from the recorded movie already transformed into

a map of small objects, and represents them as a series of

tiff images directly from the camera without loosing the time

for additional computations and transformations, an example is

presented on the Fig. 6. After this operation a series of images,

about 2000 frames for each of 6 basic emotions, have been

created. Every image represents face as a map of small objects

that move while facial expression (typical for the certain type

of emotion) come out on the face (see Fig. 6).
Digital video analysis and methods of tracking and identify-

ing objects, enables extracting trajectories of individual micro-

objects from a series of images. The time evolution of the

distribution of interested objects (or areas) can be calculated

according to the following equation

θ(r, t) =

N
∑

i=1

δ(r − ri(t)), (1)

where:

• ri(t) is the location of the i-th object in a field of N

objects at time t,

• δ - distance.

III. RESULTS.

The process of extracting useful information from a se-

quence of digital images consists of five logical steps:

1) correcting imperfections in the individual images,

2) locating candidate particle positions,

3) refining these positions,

4) discriminating „false” objects,

5) and finally linking the time-resolved object locations into

trajectories.

In this case, the tracking algorithm has to deal with the

changing appearance of the interested areas as they move.

Furthermore, it has to distinguish marginally focused particles

from noise. In practice, the image A(x, y) must be cast from

an array of bytes to a higher precision data format, such as

a floating point array, before convolution. We have used an

object oriented method for identifying candidate object within

an image as a local brightness maxima’s. The pixel is assigned

as a candidate if no other pixel within a certain distance w

is brighter. Because only the brightest pixels correspond to

the location of interested us objects on the human face, we

further require candidates to be in the upper 50th percentile

of brightness for the entire image, see Fig. 7.
This operation is called, the gray-scale dilation [16], [17]

and provides an implementation of the regional maximum

Identified objects

Objects of the same brightness

Fig. 7. Non-spherical areas (objects or particles) on the human face after
processing. Objects represents the same spectral feature - brightness

selection criterion. Gray-scale dilation is an elementary mor-

phological operation which sets the value of pixel A(x, y) to

the maximum value within a distance w of coordinates (x, y).
A pixel in the original image which has the same value in the

dilated image is then a candidate particle location. We use the

same value of w as was used in the filtering step.

Having already found a locally brightest pixel at (x, y),
which presumably is near the geometric center of an interested

us object’s at the coordinates x0, y0 , we calculate the offset

from (x, y) to the brightness-weighted centroid of the pixels

in a region around (x, y) according to following equation:

(

ǫx

ǫy

)

=
1

m0

∑

i2+j2≤w2

(

i

j

)

A(x + i, y + j), (2)

where:

• moment m0 =
∑

i2+j2≤w2

(

i

j

)

A(x + i, y + j) is the

integrated brightness of the sphere’s image.
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Having located objects or particles in a sequence of images,

the next step is to match up locations in each image with corre-

sponding locations in later images to produce the trajectories.

This requires determining which particle in a given image most

likely corresponds to one in the next image. Tracking more

than one object is very difficult. Thus, it is necessary to seek

the most probable set of N identifications between N loca-

tions in two consecutive images. Linking particle distributions

into trajectories is only feasible if the typical single particle

displacement in one time step is sufficiently smaller than

the typical inter-particle spacing, otherwise, particle positions

will become inextricably confused between snapshots. In this

case the speed of recording (1000/frames per second) let us

discriminate very small displacement between objects, and

thus the trajectories are more accurate and precise. This

process is repeated for the particle locations in each frame

until is completely determined. The examples of calculated

trajectories are presented on Fig. 8.

One of the most important aspects of particle dynamics

in the fluid flow, which underlies the proposed method, is

the mean squared particle displacement while the time of

observation evolve. This quantity can be calculated according

to the Eq. 3. On the Fig. 9 we would like to present results of

calculating msd for the few members of the research group.

The Panel A represents MSD curves calculated for 6 basic

emotions reproduced by participant according to the images

showing on the laptop’s screen.

MSD(τ) =< △r(t)2 >=< [r(t + τ)− r(t)]2 > (3)

where:

• r(t) particle position at time t,

• τ lag time between two positions,

• operator <> designates a time-average over t and/or an

ensemble-average over several trajectories.

Figure 9 Panel B presents the examples of calculating

MSD curves for selected number of representatives of the

research group. Each curve for each person, is an average of

6 basic emotion presenting on the Panel A. In order to keep

the figure as readable as possible only 3 MSD-curves are

drawn. The most important conclusion from this figure states,

that it is possible to see differences between particular curves

(Fig. 9 Panel B). The second conclusion - shape of the MSD

is similar for examined persons. However, in our opinion,

it depends on the individual features of human skin. As it

was mentioned in the Introduction in our opinion, mechanical

and chemical properties of the skin plays an important role

in this phenomenon. The next conclusion is, that noticeable

differences between different emotional states or different

person starts from about t = 100 of time of observation.

While watching video of recorded persons it is noticeable

that the facial expression appears after a few moments of

inactivity. This behavior has its own mark in the results of

calculating MSD. And the last conclusion which in opinion

of the research group seems to be very important, especially

in the field of neural science and psychology, there is some

activity on the human face even before the facial expression

appears (at the Fig. 9 segment from t = 0 till t = 100).

We believe that human brain express the certain emotion

before the face is able to showed it. This conclusion may

acknowledge recent discoveries of Professor Laeng in the field

of imagination and perception.

IV. CONCLUSION

The preceding sections describes image analysis methods

we have developed to perform quantitative time-resolved imag-

ing studies of non-spherical objects (or areas) on the human

face which we have found useful in the process of tracking

facial expressions.

We have shown that the trajectories of the identified areas

on the human face are distinctive enough to find differences

between persons taking part in the research.

The measurable effect of the presented in the article trans-

formations of the collected series of images is the collection

containing the identification number of the identified areas

(same size and brightness) on the face and the trajectories

of their movement throughout the observation period.

The study of that phenomenon is based on the assumption

that there are objects on the human face and they movement

depend on the muscles tension, mechanical and chemical

properties of the skin. Presented method may open the way

to a much larger and broader question of the automatic

identification of emotional states. It gives the possibility to find

quantitative description of the observed changes of emotional

states happening on human face [18], [19] what may have big

value for the security systems.

Recent research on the connections between imagination

and perception suggest that unconditional reflex narrowing

of the pupil and caused by changes in the amount of light

reaching them, can be elicit also by only imagining the

appropriate situation. Usually people treat ideas as private and

subjective experience, which is not accompanied by significant

physiological changes. The results achieved by the Professor

Laeng team and presented in [20] challenge this view. They

suggest that imagination and perception are based on similar

sets of neural processes. Presented in this article experiment

on tracking facial expressions also confirms their thesis.
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