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Abstract—Prototype measurements belong to key steps in 

the development of antenna structures. They are normally 

performed in expensive facilities, such as anechoic chambers 

(ACs). Alternatively, antenna performance can be extracted (at 

a low cost) in non-anechoic conditions upon appropriate post-

processing. Unfortunately, existing correction algorithms are 

difficult to set up and prone to failure, which limits their 

practical usefulness. In this work, a method for refining far-

field antenna responses that exploits a series of low-pass filters 

with automatically determined properties has been proposed. 

Its performance has been demonstrated using a geometrically 

small antipodal Vivaldi radiator measured in an office room. 

The approach has been favorably compared against the state-

of-the-art techniques from the literature. 

Keywords—antennas, auto calibration, non-anechoic 

measurements, post-processing, radiation pattern. 

I. INTRODUCTION

Measurements are inevitable for the validation of real-
world antenna performance. Far-field responses of radiators 
are normally characterized in expensive facilities such as 
anechoic chambers (ACs), compact-range, or open-test sites 
[1]. Although capable of ensuring high (certification-grade) 
accuracy, professional facilities might be too expensive for 
training-oriented applications, or low-budget research [2]-[4]. 
Alternatively, antennas can be characterized in non-anechoic 
conditions, where—contrary to conventional laboratories—
the control of the propagation environment is neglected [5]-
[10]. However, due to multi-path interferences and noise from 
external sources of electromagnetic (EM) radiation, 
appropriate post-processing is required to draw meaningful 
conclusions on the real-world performance of antennas tested 
in such conditions [1], [8], [13]. 

Post-processing methods applicable to non-anechoic test 
sites fall into two main categories: (i) decomposition of the 
measured responses, and (ii) characterization of the 
propagation environment [5]-[14]. The first class of methods 
focuses on extracting the useful part of the S21 response—
pertinent to the Line-of-Sight (LoS)—transmitted between the 
reference antenna (RA) and the antenna under test (AUT) [1]. 
The problem can be addressed using both frequency- and 
time-domain methods [5]-[11]. The former class of techniques 
involves approximation of the signal (based on multi- or 
single-point processing) using appropriately defined basis 
functions in the form of, e.g., Chebyshev polynomials, 
complex exponentials, or spherical-wave coefficients [9]-[11]. 
The generated approximation is then truncated to the set of 
components featuring the highest contribution to the overall 
response (determined, e.g., based on their amplitude), while 
neglecting the remaining ones [9]-[11]. Time-domain 
correction methods are oriented towards conversion of the 
frequency-based measurements using the inverse Fourier 
transform [5]-[8]. The resulting impulse response is then 

processed using an appropriately defined gating function and 
the modified signal is converted back to the frequency-domain 
for extraction of the far-field performance at the frequency of 
interest [5]-[8]. It is worth noting that the considered methods 
are to be executed separately at each RA-AUT angle of 
interest. The second class of techniques allows for the 
extraction of environmental effects on the AUT performance 
based on multiple experiments. In [15], a mechanism that 
involves three separate measurements of the structure in 
different locations of the same test site has been proposed. 
Upon data acquisition, the far-field antenna responses have 
been calculated based on a comparative analysis of the 
obtained signals. An approach oriented towards extraction of 
the noise floor followed by refinement of the corrupted AUT 
response using the obtained data has been presented in [7]. In 
[14], the correction process based on characterization of the 
probe antenna in perfect and non-ideal EM simulation 
environments has been considered. The difference between the 
responses in both conditions have been then used to refine 
AUT characteristics. Performance reconstruction based on 
analysis of the equivalent currents computed on a hull that 
encloses the antenna has also been considered [12]. 

Despite the demonstrated usefulness, post-processing 
methods from the literature are difficult to set up, and their 
performance heavily depends on adjustment of the control 
parameters [5], [6], [8], [15]. The latter ones are normally 
determined based on manual or semi-manual tuning, which is 
time-consuming and prone to failure. Another problem is that 
the state-of-the-art routines are predominantly validated in 
idealized conditions such as anechoic chambers with installed 
reflective surfaces, or EM-simulation environments [5], [6], 
[10], [14]. The former, due to strict control of the propagation 
environment, offer much less challenging conditions 
compared to, e.g., office rooms that are not tailored to far-
field tests [8], [13]. Simulation-based setups, on the other 
hand, can be considered stationary in time—due to lack of 
random noise induced by the EM external sources—which 
simplifies analysis [14]. From this perspective, the problem 
concerning reliable, automatic correction of non-anechoic 
measurements for day-to-day use remains open.  

In this work, a method for correcting far-field antenna 
responses obtained in uncontrolled propagation conditions 
has been proposed. The approach involves the automatic 
determination of the part of the signal that corresponds to 
LoS and non-LoS RA-AUT transmission. The identified 
response is then utilized to automatically synthesize 
prototypes of low-pass filters, which are further applied to 
correct noisy responses obtained at the non-anechoic test-
site. The performance of the method has been validated 
through measurements of a geometrically small Vivaldi 
antenna in a standard office room (i.e., not tailored to far-
field measurements). Validation against the state-of-the-art 
methods from the literature has also been provided. 
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II. METHODOLOGY

Let R(ω, θ) denote a complex S21 transmission obtained 
in non-anechoic conditions between the reference antenna 
and the AUT, where ω = [ω1 … ωK]

T
 and θ = [θ1 … θA]

T

denote the K-point frequency sweep and angular positions 
of the AUT w.r.t. RA, respectively. Note that B = ωK+ω1 
represents the bandwidth around the center frequency given 
as f0 = 0.5(ωK+ω1). The correction process implements a 
transformation h: R → Rc, where Rc = Rc(f0, θ) is the 
radiation pattern refined using the set of appropriately 
defined low-pass filters [16]. The post-processing is 
executed separately at each angle of rotation θa, a = 1, …, A.  

The first step of the algorithm involves determining the 
LoS-to-non-LoS delay. Let P(t, θa) = F

-1
(R(ω, θa), N)

◦ (F
-1

(R(ω, θa), N))
H
 be the complex N-point power response

of the RA-AUT system at the θa angle, where F
-1

(∙), ―◦‖, and
―H‖ denote the inverse Fourier transform, component-wise
multiplication, and Hermitian transpose, respectively. The
time sweep is t = [t1, …, tN]

T
 = ∂t∙M; ∂t = B

–1
, M = [–N/2,

…, N/2–2, N/2–1]
T
, and N = 2

log2(K)+3
 (the symbol ∙

represents rounding up to the nearest integer). The LoS
profile is extracted as a result of the following process. First,
the vector of delays td

(j)
 = [td.1

(j)
 … td.a

(j)
 … td.A

(j)
]

T
 (j = 1) is

extracted as:
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where tl
(1)

 = 0 and th
(1)

 = ∂t∙(N/2–1) represent boundaries for

identification of the signal maxima (note that the power 

response is confined within t). Having in mind that—due to 

challenging propagation conditions in non-anechoic test-

sites—the contents of td
(1)

 might inaccurately represent the

LoS delays as a function of angular position [13], the 

procedure (1) is repeated (j = 2) with the redefined bounds 

tl
(2)

 = topt – α∙w0 and th
(2)

 = topt + α∙w0. The control parameters

topt = min(td
(1)

) and w0 represent the shortest (implicitly

corresponding to LoS) RA-AUT delay and half-prominence 

of the time-domain LoS power pulse (i.e., its width at half 

of its height) [17]; time-span scaling is set to α = 3. The 

refined vector t0 = [t0.1
(j)

 … t0.a
(j)

… t0.A
(j)

]
T
 = td

(2)
 is used as a

reference for the determination of the delays pertinent to 

non-LoS interferences. 

The LoS peaks of individual power responses Pa = P(t, 

θa) = [P(t1, θa) P(t2, θa) … P(t0.a, θa) … P(tN, θa)]
T
 are

aligned according to the t0 components such that Ps = [Ps.1 

… Ps.a … Ps.A]
T
, where Ps.a represents the normalized vector

of the following form: Ps.a = [P(t0.a, θa), …, P(tN, θa), P(t0.1, 

θa), …, P(t0.a-1, θa)]
T
/max(Pa). Next, a response Pc = [Pc.1 …

Pc.q … Pc.Q]
T
 is calculated. Its qth element, Pc.q corresponds

to qth-row components averaged across all columns of the 

Ps vector (i.e., obtained w.r.t. all θ angles). Note that q = 1, 

…, Q, where Q (Q < N) corresponds to the time instance 

such that:  

 optargmin 2Q
t

t t t


 
t

   (2) 

The assumption behind the definition of tQ is that the 

non-LoS delay is expected to be less than twice the direct 

transmission time (as exceeding the threshold would 

necessitate the use of a large test site, which is not 

considered here). Having that in mind, Pc analysis is 

confined within the reasonably narrow region (limited by tQ) 

that is expected to contain both LoS responses (averaged 

across all θ angles) and their combined first multi-path 

interferences. The time-instances tδ = {tδ.1, tδ.2, …} that 

correspond to local maxima of the Pc vector are then 

identified and the expected delay resulting from multi-path 

propagation tmax is calculated as the first time-instance for 

which the gap between consecutive local maxima is greater 

than the average of tδ.  

The last step of the procedure involves the generation of 

a series of I (here, I = 5 is selected) low-pass finite impulse 

response filters (separately for each θa angle; based on the 

least-square approach) w.r.t. the constraints imposed by the 

identified LoS-to-non-LoS delays. The order of the filters is 

set to K/O, where K = Kmin∙B∙MF (with B being expressed in 

GHz) and O = K/MF. The remaining parameters, i.e., Kmin = 

201 and MF = 3 represent the number of frequency points 

that ensure sufficient accuracy/cost balance (where cost is 

understood as the measurement time) and the factor that 

controls the maximum number of points allowed for 

synthesis of the prototype filters [13]. Note that each kernel 

is constructed w.r.t. the target time-domain response and 

then applied to the frequency-domain characteristics.  

Let τ = [τ1 … τN1]
T
 = ([t1 … tN1]

T
)/tN/2 and τs.a = [τs.a.1 …

τs.a.I]
T
 be the normalized time-sweep and a vector of I points

bounded by τs.a.1 = τ0.a – ρa∙τ1.a and τs.a.I = τ0.a + ρa∙τ1.a, where 

τ0.a = t0.a
*
/tN/2 and τ1.a = w0/tN/2 represent the center of the

filter (extracted from the t0 vector) located with respect to 

the maximum of power response and the filter width. The 

upper limit that defines the feasible multiplication factor ρa 

for τ1.a is given as: 

max

/2 1.

1 1a

N a

t

t




 
   
 

(3) 

The symbol ∙ in (3) represents rounding down to the nearest 

integer. The ideal response of ith (i = 1, …, I) low-pass filter 

is specified as Pref(τref) = [1 1 0 0]
T
 with τref = [0, τs.a.i + τ1.a,  (1

+ τ2.a)∙(τs.a.i + τ1.a), tN/2]. The transition zone τ2.a is given as:

/2

2.

. . 1.

1N

a

s a I a
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 (4) 

Upon identification (which is realized using the firls 

function embedded in MATLAB), the ith kernel Rκ.i(ω, θa) 

is applied to modify R(ω, θa) using the zero-phase digital 

filtering (implemented as a part of MATLAB filtfilt routine) 

to generate the corrected Rγ.i(ω, θa) response [16], [17]. 

Finally, the refined far-field performance of the AUT is 

obtained as follows: 

   .

1

1
, ,

I

a i a

iM
  



 R ω R ω  (5) 

It should be emphasized that Rγ(ω, θa) represents the 

corrected frequency sweep w.r.t. θa angle. Upon execution 

of the refinement for all θ angles, the final response—which 

corresponds the post-processed AUT radiation pattern 

obtained from non-anechoic measurements—is obtained 

from Rc(ω, θ) as:  
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     0 0 1 0, , ... ,
T

c c c Af R f R f    R θ  (6) 

The above-discussed correction procedure can be 
summarized as follows (see Fig. 1 for visualization): 

1. Set f0, obtain R(ω, θ);

2. Calculate Line-of-Sight to non-LoS delay based on
a holistic, automatic analysis of P(t, θ);

3. Extract Rγ.i(ω, θa) kernels, obtain Rc(ω, θ) through
filtering, and extract the Rc(f0, θ) response.

Note that the automatic analysis of P(t,θ) is crucial for 
the identification of filters w.r.t. the Line-of-Sight signal (as 
a function of θa) while suppressing the interference-related 
noise. It should be emphasized that the analysis pertinent to 
the identification of filter kernels and correction of 
frequency responses is performed without the inference of 
the user. From this perspective, it is much more useful for 
day-to-day measurements compared to state-of-the-art post-
processing routines. 

III. CORRECTION RESULTS

The correction performance of the proposed framework 
has been demonstrated using the geometrically small 
antipodal Vivaldi antenna of Fig. 2. The structure has been 
measured in a 5.5 × 4.5 × 3.1 (length × width × height) m

3

non-anechoic test-site of Fig. 3 at a set of f0 = {3.5 5.5 7.5 
9.5} GHz frequencies. For each experiment, the bandwidth 
and the number of frequency points around f0 required for 
post-processing have been set to B = 1 GHz and K = 603 (cf. 
Section II) [13].  

Figure 4 represents a family of far-field characteristics 
obtained at the considered test site at the given frequencies 
before and after correction. It should be noted that the 
obtained post-processing results have been compared against 
the measurements performed in an anechoic chamber. The 
accuracy of the responses, expressed in terms of the root-
mean-square error (averaged over the considered frequency 
points; RMSE), has been improved from –13.6 dB for 
uncorrected to –22.3 dB for refined responses, which 
represents 8.7 dB change (cf. Table I for a summary of the 
correction performance). The obtained results indicate that, 
for the considered test case and test frequencies, the presented 
correction mechanism offers a substantial improvement in the 
extracted AUT performance compared to direct non-anechoic 
measurements. It should be emphasized that setup of the post-
processing process was limited just to the determination of 
the bandwidth around f0 (based on recommendations from 
[13]), whereas identification of the low-pass filter parameters 
was performed without input from the user. 

The performance of the proposed correction method has 
been validated against the state-of-the-art algorithms from 
the literature. The considered benchmark methods are based 
on time-domain correction where the gating functions 
intervals are identified as a result of: (i) manual 
determination of the test-site dimensions (with rectangular 
window), as well as (ii) visual inspection of the RA-AUT 
response (with Hann window) [5], [6], [19]. For fair 
comparison, the setup of each technique (in terms of B and 
K) is the same as specified above. The measurement data
and the test-site also remain unchanged. The results
gathered in Table I indicate that the presented approach
outperforms the existing methods in terms of correction

performance. For the considered test case, the average root-
mean-square errors that result from the use of (i) and (ii) 
amount to –19.6 dB and –20.5 dB, which is 2.7 dB and 1.8 
dB worse compared to the far-field responses obtained using 
the presented framework. 

(a) 

(b) 

Fig. 1. Conceptual illustration of the proposed algorithm for correction of 

non-anechoic measurements: (a) extraction of LoS-to-non-LoS delay 

through automatic analysis of the power response (note that gray and red 

dots represent components of tδ and tmax extracted from the Pc response) and 
(b) construction of the low-pass filter kernels followed by their application 

to the uncorrected response at θa angle.

Fig. 2. Photographs (top and bottom) of a geometrically small antipodal 

Vivaldi antenna used for the experiments [13]. 

Fig. 3. A photograph (left) and the schematic view (right) of the non-

anechoic test site considered for the experiments [18]. 
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TABLE I.  BENCHMARK OF THE PROPOSED METHOD 

Method Uncorrected (i) (ii) This work 

3.5 GHz (RMSE) –10.9 dB –17.7 dB –20.2 dB –21.1 dB 

5.5 GHz (RMSE) –13.2 dB –15.4 dB –17.8 dB –21.1 dB 

7.5 GHz (RMSE) –13.7 dB –22.6 dB –21.1 dB –23.2 dB 

9.5 GHz (RMSE) –16.6 dB –22.6 dB –22.9 dB –23.6 dB 

 

  
                (a)     (b) 

 
               (c)     (d) 

Fig. 4. Non-anechoic far-field responses (black) obtained before (∙∙∙) and 

after (––) low-pass-filters-based correction vs. AC data (gray) at: (a) 3.5 
GHz, (b) 5.5 GHz, (c) 7.5 GHz, and (d) 9.5 GHz frequencies. 

 

IV. CONCLUSION 

In this work, a framework for automatic correction of 

antenna measurements performed in non-anechoic 

environments has been proposed. The presented algorithm 

implements automatic analysis of the power impulse 

response in order to extract the LoS-to-non-LoS delays 

within the RA-AUT system as a function of angular 

position. The resulting delays are used for the identification 

of the low-pass filter prototypes that are then applied to 

modify the noisy frequency-domain responses of the AUT 

obtained in uncontrolled conditions. The method has been 

demonstrated through measurements of the geometrically 

small Vivaldi antenna in the office room that has not been 

tailored to far-field measurements. The obtained results 

indicate that, for the considered structure and frequencies, 

the average improvement of the responses due to post-

processing amounts to around 9 dB. Furthermore, the 

approach has been favorably compared against the state-of-

the-art methods from the literature. 

Future work will focus on enhancing the method so as to 

enable automatic determination of the optimum bandwidth 

and the number of points around the frequency of interest. 

The development of techniques that combine various 

correction mechanisms in order to increase the amount of 

information on the propagation conditions will also be 

considered. 
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