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Abstract
Concepts based on psychology fit well with current research trends related to robotics 
and artificial intelligence. Biology-inspired cognitive architectures are extremely useful in 
building agents and robots, and this is one of the most important challenges of modern sci-
ence. Therefore, the widely viewed and far-reaching goal of systems research and engineer-
ing is virtual agents and autonomous robots that mimic human behavior in solving known 
and unknown problems. The article proposes, at a high level of generality, an operational 
cybernetic model of the human mind, developed with the use of carefully selected ideas 
taken from psychological knowledge. In particular, the work combines extensive knowl-
edge drawn from both the theory of developmental cognitive psychology and the theory 
of motivation. The proposed mathematically developed operating blocks create a coherent 
and functional decision-making system containing all the elements necessary in autono-
mous robotics. The ISD system is under development. There is still a long way to go to 
full validation. However, as shown in several articles, the basic subsystems of the ISD sys-
tem, i.e. motivational and emotional, have already been positively verified in operation. 
The overall purpose of this article is to show a blueprint of the overall concept of the entire 
ISD.
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1  Introduction

Today, many autonomous models and systems have been developed for specific or 
universal robot applications. Some of them are humanoid in nature (Kowalczuk and 
Czubenko 2013, 2016) with an idea for practical use in areas such as scouting, anti-ter-
rorism, fire fighting, land rovering, etc. On the other hand, there are even more projects 
related to modeling separate parts of the human mind, such as motivation and emotions, 
acquiring social skills and developing various technical aspects, for example in the form 
of behavioral robotics (Brooks 1989; Czubenko et al. 2015; Kowalczuk and Czubenko 
2011) or collaboration in a population of autonomous agents (Krolikowski et al. 2016). 
Among such works are also projects dealing with the coherent mathematical modeling 
of the totality of the human mind, known as cognitive architectures. The relative com-
plexity of the ISD architecture presented in this review article is primarily due to the 
fact that more psychological components are implemented here than in other existing 
cognitive architectures.

One of the most important differences between humans and existing robots lies in emo-
tions. There are some projects which take into account only expressing emotions by a 
robot, e.g. Kismet, Mexia, iCube, Emys, etc. Several computational emotion models that 
attempt to mimic human emotions have also been developed (Marsella et al. 2010). How-
ever, the crux of the problem is not emotional acting, but the role of motivators to act, con-
trol and make decisions (Kowalczuk et al. 2020).

1.1 � Motivation & contribution

The concept of the Intelligent System of Decision-making dates back to 2010, when Sam-
sonovich (2010) reviewed cognitive architectures. It turned out that there were many con-
cepts of cognitive architecture, some based in part on human psychology, but none of them 
using humanistic psychology in conjunction with the theory of emotions. Interestingly, a 
review of the computational models of emotions by Marsella et al. (2010) appeared in the 
same year. However, our initial assumption was to create a system dedicated to autono-
mous agents and mobile robots in order to make decisions in various environmental condi-
tions based on internal states of needs and emotions.

The purpose of this article is to review relevant issues and provide a sketch of an Intel-
ligent System of Decision-making (ISD). Selected fragments of the ISD have already been 
described in several papers (Kowalczuk and Czubenko 2010, 2021; Czubenko et al. 2015; 
Czubenko 2017; Czubenko and Kowalczuk 2019; Kowalczuk et al. 2020) where you can 
find a detailed description of the key issues related to the ISD architecture. The system in 
general follows from the postulate that a robotic control system based on a coherent model 
of human psychology can serve as a universal decision-making unit in controlling practi-
cal, real or virtual processes. So equipped, the robot can perform the reconnaissance func-
tion more effectively in an unfamiliar environment where advanced autonomy is required 
(Czubenko 2017); it may also appear as a more user-friendly implementation of the con-
cept of human-system interaction than other designs that merely mimic emotions.

Certainly, at this stage of development, it is not possible to model the entire field of psy-
chology. Therefore, in this work we focus exclusively on the theory of humanistic motiva-
tion (as the main engine of the decision system) and cognitive psychology (for processing 
incoming information).
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1.2 � The structure

The structure of the article is divided into two parts. The first part describes the internal 
variables of the computerized agent, including the needs system and the emotional system. 
Then, global cognitive architecture is described primarily as a model based on the structure 
of human cognitive processes. In particular, the perception section describes the sensing 
of the environment and the processing of the signals obtained here into sensations/impres-
sions and discoveries. The attention section shows how the environment can influence the 
above-mentioned states (needs and emotions) of an agent. Then the structure of the mem-
ory is presented. And at the end of the cognitive part, the reader will find a thinking engine 
limited to making decisions about the choice of agent or robot reactions based on internal 
states. We also briefly describe the basic details of computer-based implementation. Con-
clusions drawn from the research carried out can be found in the last section.

2 � Motivation factors in ISD

The theory of motivation deals with the impulse to act. Thus, the center of the ISD sys-
tem is built on a synthesized model of human motivation theory, which describes both the 
external human behavior and the way in which the embodied human mind affects its inter-
nal emotions and reasons.

Motivational factors are key ideas in modeling human behavior. Considering them most 
important to our goals, let us first consider two basic types of motivators: needs and emo-
tions. Need is the main component of a human motivation system. However, in exceptional 
cases, the thinking subject (agent) must react immediately, although his motivational reac-
tion system may be preoccupied with other motives and driving needs. At such times, the 
reaction can be quickly derived from the emotions. Such duality (and entanglement) is con-
sistent with currently recognized models of thinking (Pennycook et al. 2015). As we will 
show later, the ISD architecture allows for the implementation of emotions as a controlling 
factor (Czubenko et al. 2015) that also influences the needs system.

2.1 � Model of needs

The need is an abstract state of an agent experiencing a sense (feeling) of dissatisfaction 
(Maslow 2012). The more the unmet need, the more this lack (or unfulfillment) needs to be 
reduced or eliminated. There are a large number of needs. They can be divided into several 
classes with different hierarchy that can be arranged in a pyramid. The structure of needs 
in each class may change in the course of development [and become a kind of ‘diamond of 
needs’ (Wu 2012; Noltemeyer et al. 2012)].

It should be emphasized that various needs systems [e.g. related to personality (Murray 
1938)] and theories of motivation [e.g. about self-determination (Ryan and Deci 2000)] 
have been developed. One of the more interesting theories of motivation, ERG (Existence, 
Relatedness and Growth) by Alderfer also uses needs, but in a less hierarchical way. The 
needs are organized into three clusters here: existence, relatedness and development, but 
the main idea of human needs is similar. Other categories of needs (hygiene and motiva-
tors) were created by Herzberg (1965), who also based on the same concept of needs. We 
choose the Maslow model because it is flexible and open (from a formal point of view) and 
easy to implement in a computerized agent management system. The humanistic theory of 
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motivation (mentioned above) does not include emotions, which are another part of human 
psychology. Emotional models have been carefully analyzed in our preliminary research. 
This article presents psychological theories, while a review of computational emotion 
models is presented in Kowalczuk and Czubenko (2016), Kowalczuk et al. (2020).

In the ISD architecture (Kowalczuk and Czubenko 2010, 2017; Czubenko et al. 2015; 
Czubenko 2017) the state of a single need is modeled using fuzzy logic. The level of need-
related (dis)satisfaction is represented by a linguistic variable that has three values (states): 
satisfaction, prealarm, and alarm. Their membership functions are illustrated in Fig. 1.

Satisfaction is the state of a given need when the agent does not have to take action to 
eliminate or mitigate it. It has a narrow kernel (at the maximum value of the corresponding 
membership function) and decreases along the abscissa. Prealarm status tells the agent that 
it should rather start working on that need. An alarm condition occurs when something is 
missing that must be immediately compensated (which motivates the agent to act immedi-
ately). Coefficients describing the functions of belonging, denominated with appropriate 
linguistic terms (labels), are subject to modifications depending on the current emotional 
state of the agent. Generally, negative emotions narrow down the function of the satisfac-
tion state and extend the other functions. In this way, the needs of the ISD agent become 
unsatisfied (more pressing) more easily. Positive emotions have the opposite effect. Con-
sequently, the corresponding language variable ‘unfulfillment of need’ (‘unmet need’) can 
assume three possible linguistic values which are (separately) described as s, p and a.

Note that all membership functions presented in the figures are expressed in the form 
of the z-, s-, and �-shaped functions (Kowalczuk and Czubenko 2011; Łęski 2008). The 
detailed shape of these functions depends on the parameters associated with the parameters 
and state variables of the ISD system. We recommend using the Gaussian or the general-
ized bell membership function (Porębski and Straszecka 2016). Another element of the dis-
cussed fuzzy model of the needs system is a need weighting function, depicted by a dashed 
line in Fig. 1, which assumes a simple s-shape spanned between 0 and 100. In a natural 
way, its inflection point is placed in the kernel of the prealarm state. The weighing function 

Fig. 1   Model of need and its 
fuzzy-linguistic values (Kowal-
czuk and Czubenko 2011). The 
symbol �i corresponds to the 
level of this (i-th) unmet need, 
� symbolizes the membership 
functions for satisfaction ( �s ), 
prealarm ( �p ) and alarm ( �a ). 
The weight function � is shown 
as a dashed blue line, and an 
exemplary current value of the 
need is marked with a solid black 
line segment
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can reach significantly lower values than 1, since additional scaling is taken into account by 
a factor representing the Maslow class of the analyzed need. This allows ISD to efficiently 
handle those needs that are currently the most important. It is worth adding that the weight 
function also modifies inference operations.

Various functions can be used to characterize fuzzy variables. The most popular of these 
are the trapezoidal, pi-shaped, sigmoidal and Gaussian functions. The types of functions 
used to describe needs or emotions depend on the agent configuration used, although in our 
experience this should not be a critical issue.

2.2 � Emotions

There are different definitions of emotions. In the physiological approach, it is postulated 
that emotions evolved from the process of homeostasis. According to the cybernetic theo-
ries, emotion is a homeostat itself, which is aimed to “maintain the functional balance of 
the autonomic system” (Mazur 1976) by a counter action of the information and the energy 
flow that reduces the possibility of its environmental impact. In other words, emotions 
adjust the agent’s behavior to better respond to life stimuli from the environment.

Apart from the challenge in defining emotions, there are also theories relating to the 
process of creating or triggering emotions. Psychologists identify two main trends: 
appraisal and somatic. The evaluation theory suggests that before the appearance of emo-
tions, there are cognitive processes that analyze the stimuli (Frijda 1986; Lazarus 1991). 
Thus (referring to the history of life entities), emotions follow the process of recognition: 
first you need to recognize objects, and then determine their relationship with the emotions 
of the agent (which means the superiority of cognitive processes over emotions). On the 
other hand, the somatic theory holds that emotions are dominant compared to cognitive 
processes (Zajonc et al. 1989; Murphy and Zajonc 1994): this means that before analyz-
ing a perceived object (or even registering any sensation), the human brain is able to recall 
emotions associated with that object. Note that in our concept of cognitive architecture we 
combine both theories in one ISD system.

2.3 � Short review of emotional systems

Note that there are many computational models of emotion created by psychologists or 
computer science engineers. Many of them are very well described in Marsella et  al. 
(2010), Kowalczuk and Czubenko (2016).

From a psychological point of view, one of the most interesting models of emotions is 
Russell’s (1980). It shows emotions in a two-dimensional space. Although the Cartesian 
coordinate axes have been called excitation and valence, the model looks much better in 
polar form. The popular version of the model describes only eight basic emotions, while 
its extended version, based on experimental research, indicates 28 emotions. Like most 
theories, this model has evolved over time, and the latest version of this model is called 
circumplex (Posner et al. 2005).

A similar model was also proposed by Thayer (1989), whose emotional axes were 
named differently, namely calm-tension and weariness-energy. On the other hand, Brad-
ley’s model is based on the assumption that two ‘vectors’ add up to an emotion (Bradley 
et al. 1992). According to the arousal value, the emotion is triggered at the point described 
by these vectors. These kinds of vector models are widely used in laboratory research on 
emotional triggers (Rubin and Talarico 2009).
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A model similar to the one described above is the PANA (Positive Activation–Nega-
tive Activation) scheme (Watson and Tellegen 1985). The authors of this model propose 
two separate systems of (threshold) action to activate emotions, depending on the nature/
strength of the emotion. The states of high excitation are used according to their valence, 
while at a certain low excitation, the valence is considered neutral.

Based on a biological interpretation, Lövheim (2012) presented a 3D model in which 
the axes are assigned to three neurotransmitters: serotonin, dopamine and norepinephrine. 
Each of the extreme points of the cube (0 or 1) portrays one of the emotions. Obviously, 
intermediate states represent the occurrence of a given emotion in a partial range.

From a systemic point of view, the OCC theory (Ortony, Clore & Collins) is the most 
popular vision used in computational models of emotions for artificial agents (Clore and 
Ortony 2013; Steunebrink et al. 2009). It describes the evolution of an agent’s emotions 
depending on the occurring events and actions as well as perceived objects. The resulting 
model uses 22 types of emotions in an appropriate hierarchy.

In computer science, there is a Fuzzy Logic Adaptive Model of Emotions (FLAME) 
system, also based on the OCC (Clore and Ortony 2013) theory, which takes into account 
the emotional evaluation of events (El-Nasr et  al. 2000). Whenever a new event occurs, 
FLAME evaluates its value against the agent’s agreed targets. In particular, FLAME con-
siders what goals and to what extent are being achieved as a result of the event, and then 
evaluates them using a set weighting of the goals. Based on this assessment, the utility 
(purposefulness) of the event is determined using the Mamdani–Assilian fuzzy system. As 
a result (based on this cognitive assessment of events), fuzzy emotions are created taking 
into account the desires and rules described by the OCC theory.

EMotion and Adaptation (EMA) is an extensive emotional system with many evaluation 
variables (Marsella and Gratch 2009). Emotions are generated using a mapping algorithm. 
They take into account the values of the above-mentioned evaluation variables in the con-
text of a certain perspective. For example, hope comes from believing that something good 
can happen. Each of the 24 emotions is described by a separate intensity variable. Based on 
the current emotion, coping strategies are established that work in the opposite direction to 
evaluation, i.e. identify the causes of emotions and support their improvement.

Affect Simulation Architecture for Believable Interactivity (WASABI) is an example 
of a computational system of emotions in which emotions have been modeled in a con-
tinuous three-dimensional space PAD (Pleasure-Excitement-Domination) (Becker-Asano 
2008). The entire system is made up of two parallel emotional and cognitive processes. The 
emotional process creates a vector of emotions based on evaluative impulses and triggers 
coming from both the external environment and the cognitive module. At the same time, 
the cognitive module can generate variables of complex emotion. The module based on 
the Belief-Desire-Intention (BDI) concept and the Adaptive Control of Thought-Rational 
(ACT-R) architecture is responsible for transferring a single action or its sequence to agent 
actors. The system was designed to generate speech taking into account the emotions of the 
actor.

The hourglass model (Cambria et al. 2012) based on Plutchik’s theory of emotions uses 
the Gaussian function to successfully model realistic behavior of an agent in terms of the 
evolution of their emotions.

It is worth mentioning here that there are also models based on a broader view of the 
problem, such as PEM involving Personality, (motivation), Emotions, and Mood (Santos 
et al. 2011; Shvo et al. 2019). The personality aspect here is about the difference between 
the individual agents and is modeled by a standard personality trait—the Big Five (also 
known as FFM, the Five Factor Model). The emotional aspect in the PEM system is based 
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on the OCC model, while the mood is realized through the aforementioned PAD model. 
The entire PEM system was used to negotiate between a group of agents.

Certainly, the concepts of the emotional systems presented above do not exhaust the 
wealth of models available in the literature. On the other hand, we present a computational 
model of emotions based on different assumptions. First of all, we use the Plutchik model 
(in the psychological and emotional range) with computationally/systemically significant 
modifications. We also apply two main theories of creating emotions (somatic and evalu-
ative) for a more complete theoretical completeness and consistency of the ISD system. 
Note that most emotional models use crisp values to describe emotional states, while in our 
opinion fuzzy concepts, which can also be used in 3D space, are better.

2.4 � Our model

There are a number of parameters that characterize emotional states. A group of simi-
lar emotions can be assigned a specific color and appropriately labeled (joy, happiness, 
ecstasy, etc.). This type of aggregation can be associated with the generalization of human 
emotions, known in psychology as basic emotions (Plutchik 1980; Ekman and Cordaro 
2011). In our system, a color is just a label on some abscissa. However, we have deepened 
this concept of the color of emotions. Literature research has shown that colors are gener-
ally associated with certain emotions, but their meaning may differ from culture to cul-
ture (Gilbert et al. 2016; Whitfield and Whiltshire 1990). Our parameterization comes from 
the concept of Plutchik’s emotional configuration. It is instructive that in many computa-
tional models of emotions, there are concepts similar to valence/color and arousal/intensity. 
Therefore, another parameter that describes the emotion more accurately is its intensity 
(Posner et al. 2005) (meaning that emotions of the same color vary with intensity). Note 
that emotional intensity determines how much an emotion affects the agent’s behavior.

Another parameter concerns the duration of emotions, which can range from a few sec-
onds to several weeks, sometimes even months. Emotional states that last longer than a few 
months are rather personality traits or emotional disorders. Considering the duration, emo-
tions can be classified as (Biddle et al. 2000; Oatley et al. 2012):

•	 Autonomous changes (pre-emotion): very short (in seconds), spontaneous physical feel-
ings (Ekman 2009), associated with the somatic theory of emotions (and dependent on 
specific stimuli), without a deeper recognition of the situation, object or event. There-
fore, in the ISD model, pre-emotion is associated with a certain stimulus or impression 
(e.g. detection of sudden movement, which is out of sight, but in close proximity, gen-
erates a simplified emotional signal of fear). The agent treats pre-emotion as one of the 
decision-making factors.

•	 Expressions (sub-emotions and emotional sub-qualia1): short emotional states (in sec-
onds) which are associated with recognized objects [based on the appraisal theory of 
emotions (Lazarus 1991)]. Sub-emotions are standard, universal and emotional expres-
sions. By contrast, sub-qualia are subjective, individual, emotional feelings that are 
qualitative in nature (Hardin 1987). Both expressions are related to perceived and 
already known objects, situations, or events, and are treated as emotional factors.

1  In this article, for the sake of simplicity, all qualia terms refer to e-qualia—emotional qualia only.
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•	 Classical emotion and emotional quale (see Footnote 1) are motivational factors (con-
sciously) observed, possibly verbalized and lasting longer. Classical (objective) emo-
tion determines the universal emotional state of the agent (and its basic objectives). It is 
the result of current sub-emotions, pre-emotions, the level of (un)fulfillment of needs, 
the previous emotional state and the mute effect. Classic or system emotion is treated 
as the fundamental emotional state of the agent. Emotional quale is a personal emotion 
that represents the abstract and individual side of emotions (Kowalczuk et al. 2021). To 
some extent, as in the case of classical emotion, sub-qualia derived from current per-
ceptions accumulate on system quale.

•	 Mood (mood): long-lasting (days and months), externally observable, with a rather 
lower intensity than classical emotions, usually slow-changing, positive or negative 
(Batson 1990). It gives a general indication of whether and how the system emotion 
affect the agent. The mood allows you to properly modify the functions responsible for 
satisfying your needs. Technically speaking, the mood can be created through a specific 
‘differentiation’ of the classical emotion, modeled using a Temporary Amplifier With 
Saturation function [TAWS (Kowalczuk and Czubenko 2013)].

•	 Emotional disorder2: a type of long (months and years) depression, phobia, mania, fixa-
tion, etc.

•	 Personality traits3: timeless emotions such as temperament, shyness, neuroticism.

Analyzed emotional processes have four functions: information-oriented, activating, 
meta-cognitive, and modulating. For robotic projects, the main utility is modulation, which 
is responsible for increasing or decreasing the sense of satisfaction (such modulation is a 
function of mood). The meta-cognitive function adds more information about the perceived 
object and thus facilitates its classification (the information function prohibits or allows 
the agent to look at the perceived object more closely. The simplest emotional factors—
pre-emotions, sub-emotions and sub-qualia correspond to meta-cognitive and information 
functions. The latter function is also associated to the classical emotion and system quale. 
In addition, some actions can only be unlocked when the classical emotion is in a certain 
state (e.g. in rage, the impact response can be unlocked) (Kowalczuk and Czubenko 2016).

Emotions can be grouped according to their similarity or color. For example, grief, sad-
ness and pensiveness have their own common group color (Fig. 2), which varies in inten-
sity. Moreover, for each of the groups of positively interpreted colors, there is an opposite 
group, associated with ‘opposite’ emotions. So, as shown in Fig. 3, for the sadness family, 
the opposite group is joy (including ecstasy, joy and serenity). Thus, Plutchik identified 
eight families of 25 emotions (Fig. 2).

Plutchik’s theory appears controversial to some researchers. In addition, there are other 
theories according to which emotions can be located in a two-dimensional space (e.g., rela-
tive to arousal and valence). However, these theories describe emotions as points in such a 
space, while the named variables expressing an emotional state are rather fuzzy in nature. 
In Plutchik’s theory, each emotion is represented by some slice of continuous space. 
Therefore, this theory is a good reference point for the proposed fuzzy modeling, in which 
emotion labels and their fuzzy membership functions can be freely shaped by the system 
designer. As a consequence, the proposed model of emotions seems to be fully functional 
(Kowalczuk et al. 2020).

2  It has only a very limited representation in the ISD model.
3  They are also not yet used in ISD.
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In order (as in metric spaces) the norm would grow as you move away from zero, we 
proposed (Kowalczuk and Czubenko 2013; Czubenko et al. 2015; Kowalczuk et al. 2020) 
to reverse the emotional scale used in Plutchik’s model. Moreover, Plutchik’s emotional 
system is unnaturally centered around zero, which is the most active emotional state, while 
technical systems require working around a clear neutral state. Despite the dynamics mani-
fested at low levels of natural life and the reactivity of organisms, the existence of neutral 
states is extremely beneficial in technical systems. Moreover, such a state can represent any 
emotional state of very low valence (e.g., while sleeping or meditating). In the fuzzy model 
used, only the smallest circle in Fig. 2 is truly neutral. Moreover, the agent’s emotion can 
reach this state in the absence of any external emotional stimuli. Figure 2 shows the ISD 
emotion model derived from Plutchik’s theory and modified according to the above design 
guidelines.

The emotion of anticipation creates a non-linear subsystem, which—for a mentally 
healthy person—is the final state that can be achieved with continuous positive emotional 
excitement. A person who is not fully emotionally healthy may unexpectedly land on the 

Fig. 2   Rainbow circle of emotions: full color shows where emotions have their full value, while a weaker 
color shows the slope part of the fuzzy membership functions (the covered parts are not visible) (Kowalc-
zuk and Czubenko 2013, 2016)
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anger emotion/color. Moreover, since a direct (negative) transition from anger to joy (by 
anticipation) is forbidden (as debatable), the development of emotions from anger to joy 
can only be achieved naturally through persistent positive excitement.

Following the idea used in our model of needs, in the ISD emotional (sub)system a 
single emotion is modeled using the developed 2D fuzzy-linguistic system (Figs. 2, 3). The 
intensity of each emotion can be mapped by four linguistic values; For example, when con-
sidering the emotions of joy, we have ecstasy, joy, serenity, and a common neutral status.

The middle ring in the emotion rainbow (Fig.  2) makes the classical linear emotions 
shown in Fig. 4. These emotions are useful in simplified cases—for example, in modeling 

Fig. 3   Cross-section of the emotion circle

Fig. 4   Simplified linear model of emotions (the middle ring on the rainbow of emotions of Fig. 2)D
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pre-emotions whose emotional values are expressed linguistically as one of the eight 
classic emotions. Other details of the xEmotion model are presented in Kowalczuk et al. 
(2020), Kowalczuk and Czubenko (2021), where simulations confirming the validity of 
ISD can be found.

In conclusion, there are many emotional models. Most of them use crisp value to 
describe an emotional state, while in our opinion it is a fuzzy concept. Our model is based 
on the Plutchik wheel of emotions and is somewhat reminiscent of the Hourglass con-
cept. Many models use 3D space to model emotions, but only ours shows them as a fuzzy 
quantity.

The tests of the xEmotion system have already been covered in several articles 
(Czubenko et  al. 2015; Kowalczuk et  al. 2020). They prove that apart from the ease of 
algorithmization, the entire concept of our emotional engine works in the expected, logi-
cal way. On the other hand, however, it is not possible to compare different computational 
emotion models as they are based on different theories and used in different circumstances/
scenarios.

2.5 � Summary

This section presents a motivational model based on emotions and needs. Despite criticism 
of the selected theories of motivation (Maslow’s needs and Plutchik’s emotions), from a 
cybernetic point of view, both theories show useful motivational factors (subjective impres-
sions) as internal variables that can be represented in terms of fuzzy sets. In the next sec-
tion, we present the cognitive framework in which the above motivators are implemented.

3 � Model of cognitive psychology

In addition to the isolated processing of needs and emotions, the theory of cognitive psy-
chology provides a good basis for supporting the construction of autonomously acting sys-
tems. While the theory has different origins and is vast, uncertain, blurred, and inconsistent 
on many points, it wisely spells out the different types of information processing and the 
relationship between memory and stimuli. It also recognizes how we make decisions and 
think, and even what happens during sleep. In particular, the theory describes what hap-
pens between the appearance of a stimulus and human reaction. Thus, from an engineering 
standpoint, cognitive psychology represents a high-level white-box archetype for building 
autonomous robotic systems.

The practiced cognitive approach to the general problem of decision making is based on 
the assumption that the knowledge underlying the decision is not created by passive data 
collection and storage. Instead, active data processing takes place and some sub-processes 
are parallel/independent. This means that the structures of human cognitive processes pro-
vide solid arguments for modeling the desired decision-making process of thinking entities 
(Lindsay and Norman 1977).

Cognitive processes are responsible for the activities leading to gaining knowledge 
about reality (Maruszewski 2001; Nęcka et al. 2008), which can be classified as:

(1) Elementary processes:

•	 Perception,
•	 Attention,
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•	 Memory,

and (2) Complex processes:

•	 Thinking,
•	 Problems solving,
•	 Decision-making,
•	 Language.

From the model (functional and structural) point of view, observations can be divided 
into: sensory, impression and discovery, while attention can be isolated as conscious 
(intentional, overt, explicit, top-down) and unconscious (unintentional, covert, hidden, 
bottom-up) (Kowalczuk and Czubenko 2010). At this stage of development, we do not 
take into account the linguistic aspects as they deserve a separate mathematical treat-
ment. In this way, we combine all complex processes and their relationships into one 
common thinking process.

During evolution, species took various steps to deal with the environment and its 
impact. Action can be taken at almost any information processing level. The uncon-
scious reaction acts as a reflex or impulse based on a stimulus. This could be a with-
drawal reaction to unforeseen movement in sight or to pain development. A sub-
conscious reaction can be defined after repeating an action based on the same set of 
perceived objects multiple times (while driving a car, shifting gears, etc.).

The most developed and relatively slow type of reaction is that which is consciously 
selected according to the knowledge of the environment and the experience of the 
agent.

Stimuli appear in the receptors. The continuous flow of information passing through 
the perception system (Nęcka et al. 2008) allows a discovery or an object to be distin-
guished. Next, such an object is filtered and processed by attention, and then analyzed 
by thinking to develop an appropriate decision or reaction.

It is worth emphasizing here that in order to better reflect the operation of human 
psychology, the agent should be able to predict the behavior of other agents present in 
his environment. Such a mechanism could be based on the theory of mind (Gallagher 
and Frith 2003), which is related to the ability to explore a multi-agent world (with the 
presence of other intelligent entities). At the present stage, we focus only on building 
an agent capable of learning about the world, and we postpone the wider use of the 
theory of mind to the next stages of the development of the ISD project.

3.1 � Perception

The first step of data collection consists in the sensory perception shown in Fig.  5, 
which receives stimuli from receptors responsible for various senses, such as sight, 
hearing, taste, smell, touch, balance, temperature, kinesthetics and pain (Nęcka et al. 
2008). Sensory perception has two successive phases related to distal (representing real 
objects) and proximal (images of objects in receptors) stimuli (Maruszewski 2001). 
Proximal stimuli are stored in sensory memory (ultra-short time), where the stimuli are 
pre-processed at the primary filtration level. Due to the concept of readiness, receptors 
can also focus specifically on recognizing selected objects (Bruner 1973).
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3.1.1 � Impression perception

The purpose of perception of impressions, which is the next stage of data processing, is to 
extract the impressions imprinted in proximal stimuli. Impression is a simple feature of an 
object (representing color, texture, etc.) that results from the activity of the ascending path-
ways extending from the receptors (Hebb 1958). Feature detectors (for shapes and even 
complex patterns, such as the entire face) belong to this part of the perception process. 
They can be implemented in many ways, for example in the form of a Haar filter (Lienhart 
and Maydt 2002).

There are four groups of impressions in ISD (Kowalczuk and Czubenko 2014): 

	 (i)	 Component (primal)—impressions showing the inherent features of physical objects;
	 (ii)	 Intrinsic (complex, abstract, fuzzy)—traits related to complex stand-alone charac-

teristics;
	 (iii)	 Functional (system, abstract)—other features related to the functioning of the ISD 

architecture;
	 (iv)	 Recognized (known)—fixed attributes used in system models of learned discoveries.

Single impressions may have a specific physical or geometric meaning (e.g., dots, stripes, 
face or anthropomorphism) or may represent some abstract class (beauty, redhead, etc.). 

Fig. 5   Perception process
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These types of functional features (impressions) may refer to various observations of the 
agent, but also play an important role in the functioning of the system. They can represent 
feelings (sub-/emotional context), needs (objective motivational context) or other abstract 
features (such as temporal categories, e.g. monumental, permanent, temporary phenom-
ena) that are systemically important. Certainly, intrinsic (independent) impressions are also 
ready to constitute functional properties, for example in an evaluative context. Recognized 
sensations (impressions) refer to features already used in models of discoveries (known, 
already experienced or learned) stored in the agent’s memory, and thus facilitate the identi-
fication of the cognized objects.

In this way, once the impression (component or intrinsic) is isolated, it is compared 
with known features/sensations4 in order to (further) identify the whole perception. Repeat-
edly perceived (cognized), although not yet recognized, impressions are stored in low-level 
short-time memory (L-STM). Therefore, from a systemic point of view, we must take into 
account the existence of impressions of two kinds:

•	 Recognized (known);
•	 New (not yet known).

As mentioned above, intrinsic type impressions, usually describing complex traits, can be 
functional in the evaluative tasks of the human mind. Meanwhile, all functional impres-
sions relate directly to various motivational factors—such as emotions, representing a sub-
jective context, or needs, relevant from an objective motivation (survival) point of view. 
Both motivational factors (emotions and needs) are interpreted, applied and stored using a 
fuzzy representation (Wu and Miao 2013) which seems optimal for making decisions and 
communicating with people (compared to any strict/crisp mathematical model).

Recognized impressions (from L-STM) are grouped according to their location in the 
perception space (perceptual scene). In the literature, a meaningful combination of such 
impressions is referred to as a perception, discovery, observation, or object. “Each sense 
organ (...) sends connections to a common pool, the non-specific projection system or 
arousal system, which mixes up these excitations and sends them on to the cortex” (Hebb 
1958). As the process of encoding sensory information into impressions is often treated as 
information re-coding, similarly, the process of discovery synthesis can be interpreted as 
a form of higher-order recoding. Note that a completely new discovery will be considered 
unclassified (unknown).

3.1.2 � Discovery perception

Recognized (L-STM) impressions are grouped according to their location in the scene 
of the perceptions made. A discovery is an abstract representation of perceived objects. 
In many cases, it may be subjective, inaccurate or incomplete. It contains a list of sensa-
tions (component, intrinsic and functional) associated with that object, the logogen of that 
object, and relationships with other discoveries that can be presented as propositions.

In general, there are two types of perceptions: abstract and instance discoveries, a detailed 
description of which can be found in Sect.  3.3.1. An abstract (classified) discovery repre-
sents a category (or a group of objects). The process of perception (recognition) consists in 

4  Some of them (such as ‘sting’ or ‘sharpness’) are designed to trigger a specific unconscious reaction.
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comparing a perceived but unclassified object with abstract discoveries. Each discovery has its 
own label, describing it with a list of impressions and a list of associations with other discov-
eries (stored in memory). In addition, it may also have functional impressions with a motiva-
tional context (need or sub-emotion). Currently recognized cases of known abstract discover-
ies are called instance discoveries. Basically, they have the same structure as abstracts but for 
an additional feature representing their activity level which corresponds to the frequency of 
their occurrence.

The process of perceiving discoveries involves semantic aspects, such as differentiation, 
identification, categorization and perceptual orientation, which can be expressed in the form 
of specific memory networks involved in the discovery recognition process.

Temporary discoveries that have not yet been classified are compared to previously clas-
sified discoveries from LTM. A discovery is recognized according to the best match when a 
certain minimum threshold (e.g. 90% agreement) is exceeded.

If such high-level short-term memory (H-STM) content review is unsuccessful, discovery 
recognition requires the attention block to retrieve new objects (Fetch New Objects: FNO) 
from the LTM for further comparison. After a certain number of discovery attempts, the suc-
cessfully recognized ones are transferred to the memory of the perceptual scene, while the 
unrecognized discoveries go to the second stage of the search and comparison process.

If there is a match (or some kind of similarity), the number of hits (activity count) on this 
temporary discovery increases. When no match is found, the perception process generates the 
Remember New unrecognized Object signal (RNuO) and creates a corresponding new unrec-
ognized discovery. At the end of this stage, when the number of hits for such an unrecognized 
discovery reaches a certain level, the discovery is transformed into a new i-discovery stored in 
semantic memory, which is also signaled by an appropriate signal Create New Object (CNO). 
A temporary name is consciously given to this discovery as a result of a creative thinking 
process. It is worth noting that an abstract discovery can also be created by generating a Cre-
ate New Abstract (CNA) signal when multiple instances of a similar nature are in the instance 
discovery memory.

In case of confusion, when some impressions of the discovery contradict, the discovery is 
rejected by sending a Drop the Object (DO) signal (Kowalczuk et al. 2016).

Sense perception, controlled by unconscious attention, is responsible for the readiness 
to perceive the expected object (Bruner 1973). This makes it easier to quickly find specific 
objects in the nearest vicinity. Such immediate recognition takes place in several cases:

•	 Narrowing down to a small set of substantive categories (e.g. only food, safety or danger),
•	 The emergence of a specific motivation for a given unit, person, agent or system,
•	 Perceived strong relationship between categories.

The situation can also be the opposite: Readiness is weakened, which allows the agent to 
ignore certain objects (i.e. become immune, not recognize certain objects, ignore obscene 
words, etc.) (McGinnies 1949). By weakening the focus on most perceived objects, it becomes 
easier for the agent to recognize new objects.

3.2 � Attention processes

Attention is a process that allows us to direct the perception processes to certain objects 
or scenes. A typical example of such a phenomenon is the cocktail party effect (Arons 
1992), on which the agent is able to focus its attention on certain participants of a 
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party and their conversation, despite the existing general noise of this party. Attention, 
founded on the structure of Fig. 6, is responsible for the following functions: 

(1)	 Control of all memory processes,
(2)	 Allocation of cognitive resources to specific tasks,
(3)	 Information selection and perceptions analysis,
(4)	 Shaping (targeting) of cognitive processes.

The first function is completely unconscious, while the other three can be conscious or 
unconscious.

(1) The memory controller performs a set of subordinate tasks that support the trans-
fer and maintenance of information in memory (including LTM and STM). The follow-
ing subordinate tasks related to memory handling can be mentioned here:

•	 Writing to LTM,
•	 Restructuring of LTM,
•	 Extending the structure of the discoveries,
•	 Forgetting information,
•	 Searching for objects,
•	 Searching for similarities.

Fig. 6   Attention process
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The extension of discovery models concerns new properties that are necessary to describe 
the agent’s written knowledge. These activities are discussed in Sect. 3.3.

(2) The second function represents a higher level of attention organization to which a 
cognitive resource group is assigned, also in the subordinate mode and according to the 
weight assigned to each task. This determines when attention will shift to other tasks, 
usually in line. It is also about dividing attention, i.e. carrying out two or more activities 
simultaneously (if it is possible and to what extent).

(3) Processing of stimuli in the control of the perception process (agent’s attention) 
works mainly automatically, although in some cases it may be partially controlled by the 
agent (Ulrich et al. 2015). Information is selected in two stages. Primary selection on the 
path of information perception concerns the perceived stimuli in the direction of attention 
(Broadbent 1957). Secondary selection refers to the analysis of information (discoveries) 
that is done by subordinately controlling the memory and transferring data (read and write) 
between the short-term STM memory and the long-term LTM memory. This analysis 
(recoding process) recognizes only those perceived discoveries (i-discoveries and a-discov-
eries) that are stored in LTM (Maruszewski 2001; Lindsay and Norman 1977). Interest-
ingly, this selection function also has a protective role in the sense that the LTM does not 
receive all the information from the STM. For psychological reasons, some of the new 
discoveries may be undesirable in LTM (e.g. brutality).

(4) The fourth (superior) function of attention concerns the orientation of cognitive 
processes, including their intensification and extensification. Thanks to the analysis of 
discoveries, attention supervises and adapts the processes of perception, in particular, it 
intensifies/focuses attention (cognition) on certain objects or extensifies/blurs it. This func-
tion of shaping the current way of perception is carried out as a process of searching the 
perceptual field (vigilant scanning). In this way, attention decides whether the sensory per-
ception of sensations is focused on a wide range of objects (objects or phenomena) but 
with a reduced number of details, or on one object, but with all possible impressions. A 
good example is the "cocktail party" effect when we focus on one phenomenon or conver-
sation in the presence of many others. As another form of adaptation, superior attention 
can change the context of perceived discoveries, and can also help change the response 
currently being performed due to new information (Monsell 1996). The fourth attention 
function is also responsible for evaluating and providing relative weights to the weighing 
process of individual tasks performed by the second attention function. This function can 
also be seen as the next (third) and most powerful level of information selection subject to 
the thinking process.

Systemic attention includes autonomous (independently operating) unconscious func-
tions (Treisman 1986; Driver 2001):

•	 Orientation reflex (like intensification) controls the actuators to focus attention on the 
source of the triggered impulses (which corresponds with the sub-conscious reactions 
of the subject).

•	 Defense reflex is the opposite of the orientation reflex, as the agent in a way escapes 
from the source of the triggered impulses.

•	 Negative induction mechanism (NIM) allows the blocking of discoveries similar to 
those already recognized (this way, it can better focus its attention on more important 
objects).

•	 Vigilance of attention is a state of readiness for specific stimuli (even a subtle change 
in the environment) that can technically be easily interpreted in terms of detecting 
changes.
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•	 Conditioning means adjusting the perception system to search for a specific discovery.

NIM interacts with the scene module, while the remaining blocks of unconscious attention 
send their control signals to the perception controller.

The overall scheme of attention is shown in Fig. 6. The central parts of the unconscious 
attention are the blocks representing the scene and the analysis of the discoveries. The 
current perceptual/context scene remembers (and processes) the recognized and located 
discoveries based on new (unknown) discoveries stored in high-level short-term memory 
(H-STM) and knowledge of classified discoveries maintained in the LTM. Additionally, 
it includes a conscious attention block with indirect access to all agent knowledge that is 
stored in the LTM.

From a motivational viewpoint, the processing performed by perception analysis begins 
with defining the context of the needs and emotions associated with the perceived discov-
eries and their models. It also generates appropriate sub-emotional signals that are the 
essence of the agent’s emotional context and current models of discoveries, all of which 
are updated. This processing provides the necessary information to trigger subconscious 
reactions.

The perception controller handles perception channels based on the state of the scene: 
This plays a key role in the selection process by determining which discoveries visible in 
the scene are most important. Based on this knowledge, the perception controller decides 
what the agent should direct its attention to.

3.3 � Memory model

As a capacity, human memory can be divided into three categories, due to the storage time, 
and types of memorized features and elements.

According to the time of storage (Maruszewski 2001) we have

•	 Ultra-short-time memory of sensors (USTM)—memory used to detect stimuli being 
temporary and raw form of information,

•	 Short-term memory (STM)—temporary/current data container, which is divided into:

–	 Low-level STM (L-STM) keeping impressions,
–	 High-level STM (H-STM) for discoveries,

•	 Long-term memory (LTM) is the most abstract container that stores objects and reac-
tions.

As working memory (Kibbe and Feigenson 2014) or ‘liquid intelligence’ (Unsworth et al. 
2014) served by unconscious and conscious attention, STM contains the currently per-
ceived information (impressions and perceptions) used by attention to interact with the 
scene and its awareness.

The above cognitive division reflects the structure of the memory processes presented in 
Tulving (1976) well and is consistent with the classification based on the time of remem-
bering. Edvin Tulving distinguishes ibid two types of long-term memory: semantic and 
episodic. Semantic memory stores commonly used knowledge, word definitions, relation-
ships between them, etc. Episodic memory contains information about events located at 
specific points in time. Each event can be described as a sequence of basic actions, char-
acters, and relationships between them. Thus, episodic memory can be treated as part of 
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formal sequential memory (Kowalczuk and Czubenko 2014). In this way, remembrances in 
LTM have two forms: semantic (elementary) and sequential (aggregated) (Fig. 7).

The above categorization also corresponds to other studies (Squire 1992), in which 
LTM is divided into declarative (facts and events) and non-declarative (skills, non-asso-
ciative learning and classical conditioning). Declarative memory fits our simple memory 
structure, while in our opinion, non-declarative memory should rather be integrated with 
more complex learning mechanisms.

At the implementation stage, STM, which is a working memory containing current dis-
coveries, can be further divided into procedural and semantic parts (Oberauer et al. 2013). 
Nevertheless, from a functional point of view, the most important is the integration and 
cooperation of LTM with the scene memory, because both memories allow the agent to 
remember its current environment for consciousness and action (e.g. designing the tra-
jectory of movements). Therefore, the scene module should be seen as the medium-term 
memory (MTM) being an intermediary between the STM and LTM blocks.

3.3.1 � Semantic memory

Semantic memory consists of blocks for declarations (pure knowledge in an encapsu-
lated linguistic form) and semantic networks. Declarative knowledge is crucial for discov-
ery recognition and includes primal impressions, their definitions, and the definitions of 
shared relationships that are used in defining semantic networks (Milstead 2001) that fur-
ther describe the discoveries. Note that the discovery may also represent a partially known 
object.

We distinguish a discovery as an abstract object, called a-discovery, which represents a 
generalized event or finding (e.g., horse, rain, etc.), and instances of discovery, referred to 
as i-discoveries (like the horse called Silver Star or the sunflower that grows in our garden). 
The terminology used to describe semantic networks is similar to or follows the descriptive 
logic ( DL ). However, we must couple the concepts of DL with the psychological and cog-
nitive point of view (i.e. impressions and discoveries).

Fig. 7   Functional model of long-time memory (Kowalczuk and Czubenko 2014)
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All a-discoveries (T-boxes5), are arranged using a tree structure of knowledge, initiated 
by a pure abstraction that is an ontological origin (root).

Each abstract discovery has a label, an impressions list, and a relationship list. A-dis-
coveries can also have an emotional context, i.e. a sub-emotion related to that object, and a 
contextual list of needs that indicates how the possible occurrence of an appropriate i-dis-
covery affects the agent’s specific needs.

I-discovery (A-box6), represents the specific experience of an already known object 
(a-discovery), which is expressed by a leaf coming out of the corresponding tree node 
(branch of a given a-discovery). As leaves, i-discoveries are attached to a specific branch 
(parent), but can also have additional attributes (relative to their parent—a-discovery).

The list of discovery relations can be transformed into a (memory) semantic structure. 
This means that by using the inheritance relationship (parent–children) and introducing 
subsequent layers to the tree, the agent’s system memory can be formed into a tree hierar-
chy of a-discoveries and i-discoveries.

The level of activity reflects how often a given i-discovery is detected. It is also related 
to the necessary forgetting mechanism: if (within a certain time window) a discovery does 
not occur frequently enough, the agent may have difficulty recognizing it. The index can 
therefore be used to forget such items as well as to optimize memory space.

3.3.2 � Sequential memory

The sequential memory block contains episodic and procedural memories.
Procedural memory is used to store sequences of actions (simple movements, such as 

moving a hand to a specific position or catching something). Such composed actions can 
be divided into inner (mental) and outer (with environmental effects). In this memory we 
place learned solutions (taught or self-developed) representing possible reactions, which 
are described as a chain of actions that compensate in a desired way for changes noticed by 
the agent in its world (inner or outer).

The agent can imitate or learn actions effective for its environment (Rizzolatti and 
Sinigaglia 2008). Own actions may have different origins: The reaction may be conscious 
(chosen via appropriate thinking processes) or subconscious (usually learned by repeating, 
without much thinking, just like driving a car by an experienced driver).

As mentioned, episodic memory includes semantic events from the past. They represent 
sequences of (i-)discoveries and related activities located in a specific spatial and temporal 
context. They also have an activity parameter that allows the agent to control them (filter, 
forget or recall). This parameter is determined using the forgetting mechanism (Ebbinghaus 
2013) and taking into account the agent’s current emotion.

3.4 � Thinking

Thinking is the most complex of all cognitive phenomena. It can be broken down into a 
number of sub-processes such as decision making, imagination, inference, problem solv-
ing, and more. There are many definitions of thinking worth mentioning (Maruszewski 
2001):

5  T-Box is a concept taken from the descriptive logic DL.
6  As it portrays an assertion field in the DL.
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•	 High activity that fills the gaps in knowledge,
•	 Creating completely new pieces of information,
•	 Searching the problem space for a solution,
•	 Finding a relationship between own experience and the analyzed problem,
•	 Creating a model of known reality,
•	 Formal operations concerning syntactic matter,
•	 Modeling the surrounding environment.

Thinking is a deliberate problem-solving process that involves information processing. 
New information is the result of thinking. Usually, the main purpose of such a process 
is to identify relationships between objects, phenomena, events, and concepts that are in 
the agent’s domain of interests. Thinking can also be regarded as a modeling process in 
which the basic knowledge for constructing models is the perceived reality (Nęcka et al. 
2008), which is represented both by the perceptual scene and the agent’s mental state. 
Based on the scenic image of the environment, the agent can perform a full simulation 
of its reaction. The model obtained includes all objects in the scene and their hypo-
thetical reactions. In this way, the agent can mentally consider, predict and evaluate the 
effects of its environmental impact.

Thinking can be categorized into two types of processes: autistic and realistic (Ber-
lyne 1969). Autistic thinking has no apparent purpose and is characteristic of states of 
relaxation and deep sleep. It allows the agent to dream (mentally test) of meeting impor-
tant but unmet needs. It is also responsible for organizing and structuring the LTM 
memory. In addition, autistic thinking fulfils (Maruszewski 2001):

•	 Motivational function of sorting goals,
•	 Compensation function to escape from reality,
•	 Training (education) function, and
•	 Self-knowledge development function.

On the other hand, realistic thinking is focused on a specific goal, taking into account 
the limitations of reality. It is responsible for rational decision making and solving 
emerging problems.

The process of (realistic) thinking may be productive and reproductive, or creative 
and recreative (Nęcka et al. 2008). Creative thinking generates new solutions to a given 
problem, while reconstructive thinking is the search for only a well-established solu-
tion, experienced and positively verified. The thinking process can also be evaluative or 
only critical. Evaluation can refer to the assessment of the various parameters (weight, 
estimate or grade) that characterize the concept under consideration (object, reaction, 
relationship, goal, criterion, self aspect, etc.).

In the current version of the Intelligent System of Decision-making (ISD), the think-
ing mechanisms have been limited to the partial implementation of realistic thinking 
shown in Fig.  8. ISD provides the most appropriate responses to the current state of 
interaction with the agent’s environment. The appropriate reaction can be chosen in two 
ways: creative and reconstructive.

Creative thinking can now be derived using the evolutionary computation (Kow-
alczuk and Białaszewski 2006, 2018) or other exploratory methods (Kowalczuk and 
Oliński 2012) that are able to create completely new solutions. In such optimisation, the 
sought reaction, being a sequence of simple movements (see Sect. 3.3), can be computer 
coded as an appropriate phenotype.
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Reconstructive thinking in our implementation consists in choosing the best-suited 
reaction from a pre-programmed set of reactions (available in procedural memory) 
depending on the situation of the environment and the internal state of the agent (in 
terms of needs and emotions).

The effectiveness of the ISD response is assessed on the basis of the anticipated sat-
isfaction of the needs currently ‘felt’ by the agent that results from that response. This 
assessment can be done promptly using a fuzzy neural network (FNN) (Kowalczuk and 
Czubenko 2011). The fuzzy rule implemented by this network can be interpreted as: ‘all 
needs are to be satisfied’ and ‘none of the needs should be in a prealarm or alarm state’. 
The best available response is indicated by the highest output of this network. Other details 
of the presented FNN are given in Kowalczuk and Czubenko (2011), including fuzzy mod-
els of neurons, and the OR and AND operands (Pedrycz and Rocha 1993).

The performance verification block is responsible for selecting and executing the 
response, which may also decide to stop the current response in the event of critical 
changes in the environment.

4 � Implementations of ISD

As shown in the previous sections, the ISD architecture, described in part here and partly 
in our earlier publications (Kowalczuk and Czubenko 2010, 2011, 2013), is the result of 
in-depth modeling of human psychology. Concepts similar to ISD can be found in the 

Fig. 8   Cognitive process—realistic thinking built in accordance with the model of cognition (Kowalczuk 
and Czubenko 2011)
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literature (e.g. Muhlestein 2012). From the point of view of psychology, ISD treated as 
cognitive architecture can only be compared with the most advanced architecture—Soar. 
In addition, ISD implements most aspects of the unified standard mind model (Laird et al. 
2017). However, ISD places a strong emphasis on the agent’s dual motivational system, 
which is an innovative aspect among cognitive architectures (since most have one motiva-
tional aspect).

The ISD system was implemented in Python, with support for several external libraries, 
such as scikit-fuzzy and numpy. Fuzzy norms and other mathematical operators have been 
programmed with numpy arrays. For demonstration purposes, we used the PyQt and mat-
plotlib libraries. So far, no computational performance tests have been performed.

The correctness of the applied assumptions and concepts as well as the effectiveness of 
the ISD project have already been partially proven in several practical applications. The 
simple implementation of a micro robot (in short Mu- or �-robot) proved that ISD can act 
as an autonomous system (Kowalczuk and Czubenko 2010; Castro-González et al. 2014). 
Simulation study of a prototype agent xDriver showed that ISD can easily act as an autono-
mous car driver on the road, doing the basic task of speed control (Czubenko et al. 2015; 
Li and Shao 2015). Also other avatars created in university laboratories are able to demon-
strate human-friendly utility (Chybiński 2012; Kowalczuk and Klimczak 2013; Rybka and 
Janicki 2013). The human-friendly aspect of robots also corresponds to the idea of fuzzy 
emotions (Pelzl et al. 2020; Karyotis et al. 2018; Bonarini 2016). In this context, another 
developed system narrowed only to face recognition (Kowalczuk and Chudziak 2018) turns 
out to be a good candidate for the next part of the ISD architecture.

For the description of needs and emotions (as variables of the internal state) the concept 
of fuzzy variables/sets seems to be the most natural. Both from the human and computer 
point of view, the linguistic interpretation of these variables is necessary for their simple 
practical use (including building human-system interfaces). From the side of a comput-
erized agent, the fuzzy approach allows for an effective interpretation of environmental 
measurements. The applied fuzzy-neural inference mechanism (so far only in terms of 
needs) has passed the functional tests of an autonomous driver (Czubenko et al. 2015). Our 
future goal is to extend this idea to the interpretation of environmental facts (in the form of 
fuzzy impressions and discoveries) and their respective rules (such as ‘only red apples are 
edible’).

The types of functions used to describe needs or emotions depend on the agent con-
figuration used, although in our experience this should not be a critical issue. However, 
examining the influence of the membership function on the operation of the ISD system 
can certainly be one of the next research directions.

The main disadvantage of using the fuzzy approach is the difficulty of testing, e.g. when 
selecting a reaction inferred from a given internal state. Even with only seven needs (as in 
the xDriver) it is very difficult to successfully develop an agent’s behavior. Moreover, the 
fuzzy system makes the agent nondeterministic, because even in a steady state the selected 
(sharpened) response may be different.
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5 � Conclusions

The concepts presented here, based on the achievements of psychology, are in line with the 
observed current trends in scientific research related to robotics and artificial intelligence. 
In particular, the development of human behavior models for the construction of virtual 
agents and autonomous robots is one of the most important challenges of modern science.

The main contribution of this article has been to present the Intelligent System of 
Decision-making as a new cognitive architecture that attaches great importance to moti-
vational factors (needs and emotions). This system was conceived as a coherent concept 
containing a large proportion of the results of human psychology. It is to serve the task 
of building an anthropomorphic control system for an autonomous robot.

In the development of the ISD system, we use various concepts from cognitive, 
humanistic and motivational psychology, as well as from the theory of emotions. From 
this point of view, it is both a novel approach and innovative architecture. On the other 
hand, we also show a systemic, unique and feasible approach to modeling the human 
brain.

Taking into account the goals of modern autonomous robotics, the work consolidates 
the broad knowledge known from both developed cognitive psychology and the theory of 
motivation. The resulting models and algorithms were synthesized into a complete and 
functional decision-making system containing all the components necessary for robotic 
purposes.

The ISD architecture, like other cognitive architectures, tries to combine bottom-up and 
top-down AI approaches and methods. However, it is important to remember that known 
cognitive architectures vary widely, both in concept and implementation.

The ISD system presented in the article extends the concept of cybernetics in an inno-
vative way, which, apart from modeling various useful subsystems, can also propose a 
holistic approach to building intelligent systems. On the practical side, ISD is an inter-
disciplinary project that is (top-down) based on psychology, applies automation methods 
and systems and software engineering, uses (bottom-up) various computational techniques, 
combining them all into one system that can be tailored to any agent or robotic tasks.

The developed ISD model is therefore suitable for the construction of coherent autono-
mous systems in an embodied form with the use of an appropriate engineering platform. 
Such a system can have various applications, e.g. an intelligent assembly robot, a recon-
naissance robot, a human/patient assistant, an internet chatter, a smart toy or a program-
ming agent for solving specific-domain problems based on some form of intelligence, etc. 
This approach, in turn, will enable the future development of artificial intelligence and the 
use of fully autonomous systems.

Following the well-known cybernetic engineering approach to system design, instead of 
using only a rational decision path (classical, with inference and optimization), we intro-
duce to our vision of the autonomous unit (ISD) a form of motivational system that uses an 
emotional path (fast and reflective), which technically relies on the emotion of the agent, 
which is here the generalized scheduling variable.

In general, it can be safely stated that the presented concepts (analysis and synthesis/
modeling) based on psychology, as well as the results of experimental research, fit into the 
current trends and their various manifestations in scientific research related to robotics and 
artificial intelligence.
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The proposed approach can also be applied to human–robot interactions and human-
system interfaces. It provides functions that make robots or software applications more 
human: natural, intelligent, and user-friendly.

The system has already proved its functionality and usability in several implemented 
applications. While key parts of the model have been implemented and tested, there is still 
a long way to go to fully validate the entire ISD. However, the main purpose of this article 
was to provide a general overview of the ISD architecture.

Further work expanding the idea of ISD should address several important modeling and 
design issues, such as building the necessary types of agent memory and solving think-
ing problems, including creating ontologies, naming newly perceived objects, and conduct-
ing autistic thinking, responsible for optimizing and restructuring LTM memory. It is also 
important to integrate the xEmotion system with the systems of visual recognition as well 
as the observation and management of the agent’s perceptual scene.
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