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Abstract—A novel strategy for the efficient analysis of
frequency-domain scattering electromagnetic problems in open
and closed domains is presented. A fully automatic model-order
reduction technique, called the enhanced reduced-basis method,
is applied to increase the efficiency of the hybrid approach,
which combines the finite-element and mode-matching methods.
Numerical tests show that the proposed algorithm yields reliable
and highly accurate results whereas the computational time is
reduced by up to one order of the magnitude.

Index Terms—model-order reduction, a posteriori error esti-
mator, finite element method.

I. INTRODUCTION

In general, there are three different classes of electromag-
netic structure analysis methods. For structures with simple
geometries, it is efficient to utilize analytical approaches (e.g.
the mode-matching (MM) method), which are very efficient
and accurate [1]–[4]. However, their flexibility is limited, and
usually they are dedicated to specific structural shapes. For
complex structures, a variety of discrete methods is available
[5], [6] (e.g. finite difference (FD) or finite element method
(FEM)), but their numerical cost is much higher, which results
in low efficiency in the design and optimization process.
In some cases (e.g. multi-scale structures), the requirement
for computational resources is too high, which makes these
methods useless from a practical point of view.

The solution to these problems is the hybridization of both
method classes, which combines their advantages. Such an
approach has been known for over two decades [7]–[12] and
is successfully applied even in commercial software [13].
The idea of the hybrid methods is the utilization of discrete
methods only for small fragments of the structure (discrete
regions), whereas the rest of the computational domain is
analyzed analytically (analytical regions) [8], [11], [12], [14].
One of the most common hybrid approaches is based on a
Generalized Impedance Matrix (GIM) [8], [15], which relates
electric and magnetic fields defined on the boundary of a
discrete region. This approach allows the discrete regions
to be replaced by objects described by the GIMs in further
(analytical) analysis.
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However, if the analysis requires the structures to be char-
acterized in a wide frequency band, the computation of the
GIM has to be performed for each of the frequency points in-
dependently. For complex structures, the number of frequency
points has to be significantly large, and even the utilization of
the hybrid method can be time-consuming. In order to improve
the efficiency of the frequency-domain analysis, the model-
order reduction (MOR) techniques can be applied [16]–[21].
They have been proved to be reliable and able to significantly
speed up computations.

The main contribution of this paper is to provide the
theoretical background of the model-order reduction approach,
called the Enhanced Reduced Basis Method (EnRBM) [21],
applied to the GIM-based hybrid technique, and compare it to
the popular Fast Frequency Sweep (FFS) algorithms. Also,
the formula for an efficient and reliable error estimator is
derived. It allows the reduction process to be fully automated
in terms of the accuracy of the generated reduced-order model.
In order to verify the reliability of the proposed approach, two
different problems are examined, namely scattering in an open
space, and in a waveguide junction. Finally, the efficiency of
the two different libraries used to solve the FEM system of
equations are compared: Unsymmetric MultiFrontal PACKage
[22] and Intel Math Kernel Library Parallel Direct Sparse
Solver Interface [23].

II. HYBRID METHOD WITH GIM

The main idea of the hybrid method involving the GIM is
based on division of the computational domain into regions
where analytical methods can be utilized, and parts where
discrete methods are more suitable. The discrete parts of the
domain are surrounded by artificial boundaries (preferably
with simple geometries) on the surfaces of which the relations
between electric and magnetic fields are calculated. This
approach allows the discrete regions to be replaced by objects
described by the GIMs in further analysis.

A. Definition of GIM

Since the tangential components of electric and magnetic
fields at the artificial boundaries can be expressed by chosen
series of appropriate basis functions with field coefficients V
and I, in practice the GIM Z represents the relation between
these coefficients:

V = ZI (1)

Due to the simplicity of the description of the issue, we
will focus on the GIM in two dimensional cases (involving
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open and closed structures), however the presented idea is also
applicable in the analysis of three dimensional problems. The
investigated structures are presented in Fig. 1. The first is a
single, infinitely long cylindrical post of arbitrary cross-section
surrounded by an artificial circular cylinder, and obliquely illu-
minated by a plane wave. The second is a waveguide junction
field with posts of arbitrary cross-sections homogeneous along
their heights. In both cases, the post axis is located along the
z-axis in the coordinate system. Therefore, regardless of type
of excitation, the tangential electric and magnetic fields on
the artificial boundary surrounding the discrete region can be
expanded with the following series:

~Ez =
∑
m

VTM,m~ez,m, ~Et =
∑
m

VTE,m~et,m, (2)

~Hz =
∑
m

ITE,m~hz,m, ~Ht =
∑
m

ITM,m
~ht,m, (3)

where V(·)m and I(·)m are the field coefficients of the assumed
field expansion functions ~e(·)m and ~h(·)m (the forms of ~e(·)m
and ~h(·)m and the range of mode numbers m depend on the
investigated problem, as discussed in the next paragraphs).
The subscript t denotes another tangential component (ϕ in
the cylindrical coordinate system, and y in the rectangular
coordinate system - see Fig. 1).

In the case of scattering problems, assuming the boundary
is being represented by a cylindrical surface, it is convenient
to take the following expansion functions:

~ez,m(ϕ, z) = e−jkzzejmϕ~iz, ~et,m(ϕ, z) = −e−jkzzejmϕ~iϕ,
~hz,m(ϕ, z) = e−jkzzejmϕ~iz, ~ht,m(ϕ, z) = e−jkzzejmϕ~iϕ,

for m ∈ {−M, ...,M}, where ~i(·) are the unit vectors of
the considered coordinate system, kz = k0 cos θ0, k0 is the
wavenumber of the free space, θ0 is the angle of plane wave
incidence with respect to the object axis, and the number
of functions used in expansion is equal to 2M + 1. Due
to the arbitrary value of the incident angle θ0, the problem
must be defined using a scalar-vector formulation. Therefore,

Fig. 1. Examined examples: plane wave scattering and waveguide junction

both wave polarizations TE and TM with respect to the z-
axis need to be taken into consideration and the GIM can be
expressed in the following form:[

VTM

VTE

]
=

[
ZTM,TM ZTM,TE

ZTE,TM ZTE,TE

] [
ITM
ITE

]
(4)

where V(·) and I(·) are column vectors of the field coefficients.
In the case of the waveguide junction, the boundary is

represented by a rectangular surface. Assuming that the object
height extends over the entire junction, it is sufficient to
consider only TMm0 modes, so the problem can be defined
using a scalar formulation. Therefore, only one polarization
(TM ) of the electric and magnetic fields on the artificial
boundaries (in both waveguide ports) can be used in the
expansion series (2) and (3). In this case, it is convenient to
use the following expansion functions:

~ez,m(y) =

{
sin(mπya )~iz, m = 1, ..,M

sin( (m−M)πy
a )~iz, m = M + 1, .., 2M

~ht,m(y) =

{
sin(mπya )~iy, m = 1, ..,M

− sin( (m−M)πy
a )~iy, m = M + 1, .., 2M

where a is a width of the waveguide. The numbering of basis
functions in the range m = 1, ...,M is related to port 1 and
in the range m = M + 1, ..., 2M to port 2. Due to the above
assumptions, the GIM in this case can be expressed in the
following simpler form:

VTM = ZTM,TMITM (5)

B. Calculation of GIM with FEM

The electric field in the discrete region can be expressed
utilizing standard hierarchical basis functions [24] α[n]

(·) and
~W

[n]
(·) of the second order:

Ez =

N∑
n=1

6∑
i=1

Ψ
[n]
(i)α

[n]
(i) ,

~Et =
N∑
n=1

8∑
i=1

Φ
[n]
(i)
~W

[n]
(i) (6)

where n = 1, . . . , N is the element number, i represents the
local node/edge, and Ψ

[n]
(i) and Φ

[n]
(i) are unknown coefficients

for the scalar and vector components, respectively.
Using the FEM, the problem boils down to the system of

equations (the details can be found in [14]):[
Ψ(k0)
Φ(k0)

]
= G(k0)−1jωµ0B

[
ITM
ITE

]
. (7)

Global matrices G ∈ CN×N and B ∈ CN×(4M+2) can be
obtained from the aggregation of local matrices [14]:

G(k0) =

[
GTM,TM GTM,TE

GTE,TM GTE,TE

]
,B =

[
BTM 0

0 BTE

]
(8)

where the local matrices are frequency-dependent:
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[
G

[n]
TM,TM

]
p,i
= −k20

∫∫
S[n]

α
[n]
(p)εrzα

[n]
(i)ds

−
∫∫

S[n]

~∇tα[n]
(p) ·

[
~iz × µ̄−1rt

(
~iz × ~∇tα[n]

(i)

)]
ds,[

G
[n]
TM,TE

]
p,i
=

−jkz
∫∫

S[n]

~∇tα[n]
(p) ·

[
~iz × µ̄−1rt

(
~iz × ~W

[n]
(i)

)]
ds,[

G
[n]
TE,TM

]
p,i
=

jkz

∫∫
S[n]

~W
[n]
(p) ·

[
~iz × µ̄−1rt

(
~iz ×∇tα[n]

(i)

)]
ds,[

G
[n]
TE,TE

]
p,i
= −k20

∫∫
S[n]

~W
[n]
(p) · ε̄rt ~W

[n]
(i) ds∫∫

S[n]

(
~∇t × ~W

[n]
(p)

)
·
(
µ−1rz ~∇t × ~W

[n]
(i)

)
ds

−k2z
∫∫

S[n]

~W
[n]
(p) ·

[
~iz × µ̄−1rt

(
~iz × ~W

[n]
(i)

)]
ds,[

B
[n]
TM

]
p,m

=

∫
L∩L[n]

α
[n]
(p)
~iz · (~nm × ~htm)dl,[

B
[n]
TE

]
p,m

=

∫
L∩L[n]

~W
[n]
(p) · (~nm × ~hzm)dl, (9)

where ε̄r and µ̄r are the tensor relative permittivity and per-
meability, respectively, defined in [14]. In the scattering case,
the normal unit vector ~nm = ~iρ, whereas for the waveguide
problem, ~nm = ~ix for m = 1, ...,M and ~nm = −~ix for
m = M + 1, ..., 2M .

For the sake of clarity, the local G matrices can be presented
in the short, matrix form, based on (9):

GTM,TM (k0) = −Cs − k20Ts,

GTM,TE(k0) = −jk0Ssv,
GTE,TM (k0) = jk0S

H
sv,

GTE,TE(k0) = Cv − k20Tv − k20Γv

(10)

where indices s and v correspond to the scalar and vector
parts, respectively. Grouping together the constant, linear and
quadratic terms from (10), the affine formula is obtained:

G(k0) = G0 + k0G1 + k20G2 (11)

where:

G0 =

[
−Cs 0

0 Cv

]
, G1 =

[
0 −jSsv

jSHsv 0

]
,

G2 =

[
−Ts 0

0 −Tv − Γv

]
.

(12)

Finally, the impedance matrix, which can be treated as an input
to the output frequency-dependent transfer function, is:

Z(k0) = ∆−1BHG(k0)−1jωµ0B. (13)

In the case of scattering, ∆ = 2πR is a scalar value, and
R is the radius of the artificial cylinder. For the waveguide
problem, ∆ is a diagonal matrix of the form:

∆m,m = −a
2


√(

mπ
a

)2 − k20, m = 1, ..,M√(
(m−M)π

a

)2
− k20, m = M + 1, .., 2M

(14)

C. Matching GIM with external field

Calculation of the GIM is performed in isolation from
external excitation. Therefore, this matrix, in further analysis,
describes the region composed a complex object, or group
of objects, and can be matched with any known external
incident fields (e.g. a plane wave illuminating the object
or a waveguide field exciting the junction). For instance,
calculating the GIM on a circular cylinder surrounding a post
with complex geometry allows us to treat this object as a
simple cylinder and its further analysis can be performed
with the use of analytical methods. The procedure consists of
writing the impedance relation between known incident field
and unknown scattered (reflected and/or transmitted) field on
the artificial boundary where the GIM is defined, and then
using the GIM to calculate field coefficients of the scattered
field.

III. MODEL ORDER REDUCTION

In order to obtain the scattering characteristics of the
analyzed structure using the method described in Section II,
the Z(k0) matrix has to be computed at each of the selected
frequency points in the bandwidth [k0min , k0max ]. However,
if the computational domain is complex, the number of
FEM variables is large and the computations become time-
consuming. To increase the efficiency of the computations, the
model-order reduction methods can be of help, which leads to
the reduced-order system of (7) defined as:[

Ψ̃(k0)

Φ̃(k0)

]
= (k20G̃2 + k0G̃1 + G̃0)−1jωµ0B̃

[
ITM
ITE

]
(15)

where the reduced blocks G̃0, G̃1, G̃2 ∈ CÑ×Ñ and B̃ ∈
CÑ×(4M+2) (with Ñ � N ) are obtained using Galerkin pro-
jection of the original FEM system matrices onto a subspace
spanned by the vectors of the orthogonal basis Q:

G̃0 = QHG0Q, G̃1 = QHG1Q, G̃2 = QHG2Q (16)

B̃ = QHB. (17)

Similarly, the reduced transfer function, which aims to approx-
imate the original transfer function with sufficient accuracy, is
defined as follows:

Z̃(k0) = ∆−1B̃H(k20G̃2 + k0G̃1 + G̃0)−1jωµ0B̃. (18)

In the reduced-basis method (RBM) case [18], [19] the pro-
jection basis Q is composed of the solutions of (7) (called
snapshots), computed at several properly selected points [18]:

colsp{Q} = span

{[
Ψ(k10)
Φ(k10)

]
, . . . ,

[
Ψ(kJ0 )
Φ(kJ0 )

]}
(19)
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where J is the number of expansion points, at which the
snapshots are generated. The number and the placement of the
expansion points follows the strategy described in [21]. More
precisely, the algorithm starts with the three snapshots placed
in the middle and at the sides of the band. The placement
of subsequent expansion points is determined following the
greedy strategy, i.e. the next snapshot is computed at the
frequency for which the error of the reduced-order model is
maximum, i.e. for the frequency at which the approximation
of the original model by the reduced one is the worst.

In order to efficiently assess the error introduced by the re-
duced model, residual error-based error estimation is utilized.
The residual error is defined as follows:

R(f) = jωµ0B−GQ

[
Ψ̃

Φ̃

]
(20)

where the unit amplitudes of the input excitation are as-
sumed, and [Ψ̃T , Φ̃T ]T is computed by means of (15). We
are interested in obtaining the Z parameters of subregion,
which are associated with the artificial boundary between the
two domains (see Fig. 1 for details). Therefore, the most
appropriate error estimator definition is the goal-oriented one,
which takes into account the interaction between the residual
error and the right-hand side matrix B:

eest(k0) = ‖jωµ0B
HR‖2/‖(jωµ0)2BHB‖2

= ‖
[
(jωµ0)2BHB− jωµ0(BHG0Q + k0B

HG1Q

+ k20B
HG2Q)[Ψ̃T Φ̃T ]T

]
‖2/‖(jωµ0)2BHB‖2

(21)

Note that the matrices Q,B,G0,G1 and G2 are fre-
quency independent, thus the components BHG0Q, BHG1Q,
BHG2Q and BHB are computed only once, in the so-called
offline stage. Since the error estimator operates on small blocks
of matrices, it is computed extremely quickly. It is used not
only to determine the subsequent expansion points, but also to
stop the RBM approach once the estimated error drops below
the assumed tolerance.

IV. RESULTS

In this section, the two numerical tests which illustrate the
proposed method are considered. All the computations were
performed in Matlab on an Intel i5-7400 workstation with
32GB RAM. The systems of equations obtained from FEM
were solved both by means of the MKL PARDISO sparse
solver [23] and the UMFPACK [22] library.

A. Scattering from cylindrical object

The first numerical test dealt with plane wave scattering
from a cylindrical object with a star-shaped cross-section, as il-
lustrated schematically in Fig. 2. The goal of the computations
was to obtain the scattering characteristics of the structure in
the frequency band 9− 11 GHz.

The first simulation was performed by means of the standard
FEM formulation with the computational domain truncated by
means of the perfectly matched layer (PML).

Assuming an oblique angle of plane wave incidence (θ0 =
30◦ and φ0 = 30◦), all the field components needed to

Fig. 2. Examined example of open structure: plane wave scattering, R=29.90
mm, r1 = 17.94 mm, r2 = 22.42 mm

be considered, thus the FEM analysis was formulated as a
vector-scalar deterministic problem. The overall simulation (in
201 equidistant frequency-points) took 405.2 s and 381.1 s
for UMFPACK and MKL PARDISO, respectively. It should
be noted that, in this case, the dominant numerical effort is
devoted for the PML computation, not for the solution of FEM
system of equations. This is the reason that the difference
between the MKL and UMFPACK computational times in this
case is insignificant.

Next, the scattering field was computed using the hybrid
method described in Section II. To this end, the computational
domain was enclosed by a cylindrical surface with R = 29.9
mm. Due to the FEM discretization of the inner region, a
system of equations with 44079 unknowns was generated,
whereas the number of right-hand side (RHS) vectors is 62
(with M = 15). As in the first case, the problem was solved in
201 frequency points, using the two libraries, UMFPACK and
MKL PARDISO, which took 80.5 s and 301.1 s, respectively.
The plots of the normalized scattered far-field as a function of
frequency and ϕ is presented in Fig 3. Finally, the problem
was analyzed by means of the proposed MOR method de-
scribed in Section III. The first three snapshots were located in
the middle and at the band ends. The placement of subsequent
snapshots was computed following the greedy approach. Due
to the reduction process a projection basis Q which consists of
372 vectors, expanded in 6 frequency points, was generated.
Fig. 4 shows the plots of the real and estimated errors, where

Fig. 3. The plots of the normalized scattered far-field as a function of
frequency and angle ϕ.
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Fig. 4. Near field real error compared to residual estimated error.

TABLE I
NUMERICAL RESULTS, SCATTERING FROM STAR

PARDISO UMFPACK
Full FEM time [s] 381.1 405.2
Hybrid time [s] 80.5 301.1
Hybrid+MOR time [s] 18.3 24.5

MOR time [s] 15.0 21.2
Speedup (total / reduction) 20.8 / 4.4 16.5 / 12.3
Projection basis size 372 372
Maximum estimate error 1.3e-03 1.3e-03
Maximum far-field real err 2.6e-11 2.9e-10

the real one is defined as:

ereal(k0) =

‖(Q[Ψ̃(k0)T Φ̃(k0)T ]T − [Ψ(k0)T Φ(k0)T ]T )‖2/
‖[Ψ(k0)T Φ(k0)T ]T ‖2.

(22)

It can be seen that both errors are well-correlated in the whole
band and the real error is bounded by the estimated one.
Finally, the real error in the far-field zone, was computed,
and the results are presented in Fig. 5. It is defined as:

efarfield(k0) =‖(~ereal − ~eMOR)‖2/‖(~ereal)‖2. (23)

The results of simulations by means of MKL PARDISO
and UMFPACK are summarized in Tab. I. The proposed MOR
method took 18.2 s, which resulted in a computational speed-
up equal to 4.4 and 20.8 for the standard hybrid method
and PML, respectively. It can be seen that the real error in
the far-field zone is much below the real error of the near
field, therefore the tolerance of the reduced-order model set
to 1e − 2 is sufficient. The goal of the last simulation was
to study the speed-up of MOR computations with respect to
the hybrid method as function of the number of frequency

Fig. 5. Far field real error.
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Fig. 6. Speed-up of computations in terms of the number of frequency points
and the tolerance.

points, varying from 101 to 501, and the tolerance level equal
to 1e-2 and 1e-4, using MKL PARDISO. The results of the
simulations are presented in Fig. 6. As can be seen, the speed-
up of computations increases with the number of frequency
points.

B. Periodic structure in rectangular waveguide

The second numerical experiment deals with a pseudo-
periodic structure composed of twenty identical sections of
double dielectric rectangular posts located in a rectangular
waveguide as schematically illustrated in Fig. 7. The goal of
the analysis was to obtain the scattering parameters of the
structure in the band 9 − 17 GHz. In the first simulation, a
single section of length D was analyzed using the standard
FEM formulation, with N = 42903 (both regions 1 and 2
were analyzed with the FEM method). Next, the scattering
matrix of a single section was computed, and used to obtain the
scattering characteristics of the whole structure, by cascading
scattering matrices of twenty section (Fig. 8). The whole
simulation (in 501 frequency points) took 84.9 s and 1157.6 s
with MKL PARDISO and UMFPACK, respectively. In the
second simulation, we utilized the hybrid method described
in Section II. To this end, we divided a single section into two
subdomains (regions 1 and 2), analyzed independently using
FEM (in region 2) and the analytic method (in region 1). The
field at the boundary between subdomains was expanded into
a series of 30 functions (corresponding to M = 15). Next,
the FEM system of equations with N = 19623 was generated
and as in the first case, the scattering parameters of the whole
structure were computed. The analysis took 38.3 s and 401.2 s
(using MKL PARDISO and UMFPACK).

Finally, the structure was simulated by means of the pro-
posed MOR approach. As in the first case, the tolerance was
set to 1e−2. The reduced-order model was generated following
the greedy strategy of snapshot selection, based on the error

Fig. 7. Examined example of closed structure: periodic structure in rectan-
gular waveguide
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Fig. 8. Scattering parameters of periodic structure

TABLE II
NUMERICAL RESULTS, PERIODIC STRUCTURE

PARDISO UMFPACK
Full FEM time 84.9 1157.6
Hybrid time 38.3 401.2
Hybrid+MOR time 5.9 8.7

MOR time [s] 3.0 5.7
Speedup (total / reduction) 14.4 / 6.5 133.1 / 46.1
Projection basis size 120 120
Maximum estimate error 3.1e-06 3.1e-06

estimator. Finally, the projection basis was composed of 4
snapshots (120 vectors), which resulted in the maximum value
of the estimated and the real errors at the level of 3.1e − 6
and 5.3e − 8, respectively. The error plots as a function of
frequency are shown in Fig. 9. Note that the real error for a
single section as well as for the whole structure are provided.
The results of simulation are presented in Tab. II. As in the
first numerical test, the MKL PARDISO library solved the
FEM system of equations significantly faster compared to
UMFPACK. The reduction speed-up of computations with
respect to the hybrid method is equal to 6.5 and 46.1 for
MKL PARDISO and UMFPACK, respectively, whereas the
total speed-up with respect to the full FEM is 14.4 and 133.1.

C. Comparison to other FFS methods

The aim of the last numerical test was to compare the
proposed MOR approach to the two popular Fast Frequency
Sweep (FFS) methods. The first is a single-point moment-
matching approach called SAPOR [16]. The second is the
matrix interpolation method, based on Vector Fitting [25]. It
generates the rational function formulas, to represent each of
the impedance matrix elements. The tests showed that the
first approach leads to overgrown projection bases, whereas
the second requires a much higher number of FEM system
matrix factorizations (compared to EnRBM) to converge at a
similar level of error. For example, in the periodic structure
case (Section IV-B), to perform FFS, we needed as many as
4 factorizations using EnRBM, and 20 factorizations using
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Fig. 9. Estimated and real errors of periodic structure.

matrix interpolation. In effect, for the analyzed cases, both
methods are inefficient, as compared to EnRBM.

V. CONCLUSIONS

In this letter, a systematic model-order reduction process
has been presented for enhancing the efficiency of frequency-
domain analyses, performed by means of the hybrid method,
which combines the finite-element and mode-matching meth-
ods. The numerical tests confirm that the proposed approach
results in a significant reduction of the number of variables,
as well as the simulation time.
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[23] O. Schenk and K. Gärtner, “Solving unsymmetric sparse systems of
linear equations with PARDISO,” Future Gener. Comput. Syst., vol. 20,
no. 3, pp. 475–487, Apr. 2004.

[24] D. B. Davidson, Computational Electromagnetics for RF and Microwave
Engineering. Cambridge university press, 2005.

[25] D. Deschrijver, M. Mrozowski, T. Dhaene, and D. De Zutter, “Macro-
modeling of multiport systems using a fast implementation of the vector
fitting method,” IEEE Microw. Wireless Compon. Lett., vol. 18, no. 6,
pp. 383–385, Jun. 2008.

“© 2020 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all 
other uses, in any current or future media, including reprinting/republishing this material for advertising 
or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or 
reuse of any copyrighted component of this work in other works.”

Post-print of: Fotyga G., Szypulski D., Lechociński R., Kowalczyk P.: Communication Model Order 
Reduction in Hybrid Methods Involving Generalized Impedance Matrix IEEE TRANSACTIONS ON 
ANTENNAS AND PROPAGATION (2020), pp.1-7 DOI: 10.1109/TAP.2020.2970027

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://doi.org/10.1109/TAP.2020.2970027
http://mostwiedzy.pl

