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Abstract: Two-phase liquid-gas flows occur frequently in the mining, energy, chemical, 

and petrochemical industries. One of non-contact methods used to analyse these flows is 

the gamma ray absorption method. However, the signals received from radiation 

detectors contain a significant stochastic noise, which makes them difficult to analyse. 

The article describes four methods of noise reduction in cross-correlation measurements 

of water-air mixture flows in a horizontal pipeline. In addition to the classical method of 

digital filtering of signals, the methods consisting in signal spectrum filtering, discrete 

wavelet transformation, and Nadaraya-Watson kernel estimator are described. Sample 

results of the measurements carried out in the horizontal pipe having the inner diameter 

of 30 mm for the air bubbles velocity ranging from 0.7 to 1.4 m/s are presented. In the 

research, the absorption set composed of two linear Am-241 gamma-ray sources and 

two scintillation NaI(Tl) probes was used. It was found that the lowest measurement 

uncertainty of the dispersed phase flow velocity is obtained when the cross-correlation 
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distributions of the recorded signals are smoothed using the Discrete Wavelet 

Transform or the Nadaraya-Watson kernel estimator. 

Keywords: two-phase flow, gamma ray absorption, cross-correlation, cross-spectral 

density, Discrete Wavelet Transform, Nadaraya-Watson kernel estimator 

 

1. Introduction 

 

Two-phase liquid-gas flows can be observed in mining, chemical, petrochemical, 

food, and energy industries. Measuring parameters of such flows, for example the 

velocities of individual phases and their involvement in the mixture, etc., is not simple 

and requires sophisticated and often non-invasive measurement techniques. In recent 

years, methods using capacitive, resistive, optical, or X-ray tomography have been 

developed [1-5]. Other techniques are: particle image velocimetry (PIV), speed camera, 

and ultrasonic or Coriolis flowmeters [6-11]. For many years, two-phase flows have 

also been studied by radioisotopes [12-15]. 

For the liquid-gas flow, the mean velocity of the dispersed phase can be calculated 

on the basis of its transportation time delay recognized between two signals obtained 

from the scintillation probes. After specific pre-processing, these signals become 

ergodic, so due to the stochastic nature of radiation, they can be analysed  in time and 

frequency domains. The methods to be applied in this case may include such functions 

as: differential or combined cross-correlation (CCF), CCF with Hilbert transform, 

conditional averaging, deconvolution, and the phase method [16-23]. However, the  

signals received directly from the probes are often inconvenient for analysing due to the 

presence of significant noise (background radiation, nuclear decay fluctuations, noise 

generated by the electronics, etc.) [23,24]. Often, the level of disturbances is so high 
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that the most commonly used cross-correlation method does not always give accurate 

results. Therefore, the noise level in the recorded signals is to be reduced before 

calculating the CCF. Alternatively, smoothing of the CCF can be applied. The use of 

advanced noise reduction methods can give a more accurate determination of the 

dispersed phase transportation time delay and then its velocity, as well as other 

parameters of the flow. The considered procedure is also of high importance in other 

fields of science and technology, e.g. in geophysics, or medicine [25-30]. 

 The article describes the application of selected noise reduction methods in cross-

correlation measurements, with the liquid-gas mixture flow in a horizontal pipeline as 

an example. In addition to classical digital filtering of recorded signals, three other  

methods: the method based on "spectrum filtering", the discrete wavelet transform, and 

the Nadaraya-Watson kernel estimator, are applied [31-39]. Section 2 gives the 

description of the experimental setup used for conducting the study. Section 3 presents 

the idea of the radioisotope method and the absorption set used for the measurement. In 

Section 4, the basic information about the time delay estimation using cross-correlation 

techniques is overviewed, while Section 5 describes the noise reduction methods used in 

the article. Section 6 summarizes the obtained results, and the final section presents  

conclusions drawn from the research.  

 

 

2. Experimental setup 

 

 

 The analysis presented in the article makes use of the results of experiments 

performed on an experimental setup built at the AGH University of Science and 

Technology in Krakow, Poland, the Faculty of Physics and Applied Computer Science 
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[16,20,23]. The main part of the setup is a hydraulic installation the diagram of which is 

shown in Fig. 1. The installation consists of a horizontal pipeline made of Plexiglas with 

length of 4.5 m and inner diameter of 30 mm. It is connected via a hose to a rotary 

pump (4), which forces the water circulation. The expansion tank (6) acts also as a 

venting system. To produce the mixture, the required air volume is forced into the 

pipeline from the compressor (5) via the nozzle (7). The absorption measuring set 

consists of the radioactive sources in collimators (1) and two scintillation probes (2). 

The set is mounted in a sliding arrangement (8) to allow the equipment to move along 

the pipe. The geometry of the deployed absorption set is described in detail in Section 3. 

A complementary element to the radiometric system is the ultrasonic meter Uniflow 

990 (3) which measures the water flow rate.  

 

 
 

Fig. 1. Diagram of installation used for liquid-gas mixture flow tests: 1 - lead collimators of gamma 

radioactive sources, 2 - scintillation probes, 3 - ultrasonic flowmeter, 4 – rotary pump, 5 - air compressor, 

6 - expansion tank, 7 - air nozzle, 8 - shifter kit of the absorption set [16]. 
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5 

 

 Adjusting the pump speed within the range between 1000 and 2800 rpm allows to 

generate various flow patterns in the measuring section of the pipeline. Three  

characteristic flow structures selected for analysing in the paper are shown in Fig. 2. 

 

a) 

 
 

b) 

 
 

c) 

 
 

Fig. 2. Flow patterns selected for analysing : a) plug flow, b) transitional plug – bubble flow, c) bubble 

flow. 

 

3. Measuring technique of gamma-ray absorption 

 

 In the hydraulic installation, an absorption set composed of two gamma-ray sources 

and two probes spaced by the distance L = 97 mm was applied. The principle of the 

gamma absorption measurement and the geometry of the absorption set are shown in 

Fig. 3.  
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Fig. 3. Principle and geometry of the gamma absorption measurement: 1 - lead collimators shaping 

gamma-ray beams, 2 - linear radioactive sources, 3 – detectors’ collimators eliminating scattered 

radiation, 4 - scintillation probes, 5 - pipeline with the two-phase mixture, 6 - main beam of gamma rays, 

7 - distributed beam of gamma radiation. All dimensions given in mm [16].  

 

 The gamma radiation beam (5) emitted by the source shaped in the lead collimators 

(1)  passes through the pipe with the flowing liquid-gas mixture (4). As a result of the 

impact of gamma rays on atoms of the flowing mixture, a weakened beam reaches the 

scintillation probes (2) mounted in collimators (3) which protect the detectors against  

scattered and dispersed radiation (7). The measurement geometry allows for registering 

radiation force changes in a given pipe cross section. The slots in source collimators are 

3 mm wide and 20 mm long, while those in detector collimators have dimensions of  

4 mm and 40 mm, respectively. Based on earlier gained experience and performed 

calculations, the geometry of the measurement system was established in such a way as 
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to ensure the most optimal measurement environment (precise X-ray of the given 

section with the gamma radiation beam).  

 For the measurements, the linear radioactive sources Am-241 X.103 AEA 

Technology QSA, emitting the energy of 59.5 keV and 100 mCi activity, and the probes 

with scintillation crystals NaI(Tl) type SKG-1, TESLA Company were used. 

 

The gamma radiation intensity changes caused by the water-air mixture flowing 

through the measuring pipe section give the signals Ix(t) and Iy(t) at outputs of the 

scintillation probes (Fig. 4 a, b). 

a) 

 

b) 

 

Fig. 4. Scintillation probe signals recorded in BUB004 experiment. 

 

In each experiment, the signals were sampled uniformly after time t = 1 ms and 

recorded within the time interval of 300 s. This resulted in their digital representation 

having the form of functions x(n) and y(n), where ttn = . 

 

4. Time delay estimation by cross-correlation  
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The signals from scintillation probes can be used to determine the transportation time 

delay τ0. The best-known classical method of time delay estimation of an ergodic 

random signal is based on the cross-correlation function defined as follow [17,18]:  

  +=
→

T

T
xy dttytx

T
R

0

)()(
1

lim)(   (1) 

where T is the averaging time and τ is the time delay. 

The transportation time delay τ0 is determined based on the CCF maximum position:  

 ( )  ( ) 
00 argmaxargˆ  xyxy RR ==  (2) 

 

The discrete estimator for the cross-correlation function can be expressed by the 

following formula: 

 
−

=

+=
1

0

)()(
1

)(
N

n
xy nynx

N
R   (3) 

 

where N is the number of values of discrete signals x(n) and y(n). 

For large data sets, the CCF is calculated using the DFT/FFT. 

 Once the estimation of the transportation time delay and the distance L between the 

probes are known, the average gas phase velocity  can be calculated from the formula: 

 

 0
ˆ/ L=     (4) 

 

 The experimental setup described in Section 2 was used for a number of experiments 

with various parameters of the water-air flow.   

In selected experiments with air volume concentration in the flow equal to 0.3, 

increasing the water velocity W led to different forms of flow, as shown in Fig. 2: 

- experiment BUB006: W = 0.90 m/s – plug flow, 
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- experiment BUB004: W = 1.36 m/s – transitional plug – bubble flow, 

- experiment BUB001: W = 1.92 m/s – bubble flow.  

 Fig. 5 shows the CCF charts designated for the signals received from the scintillation 

probes in experiments BUB006, BUB004 and BUB001. Raw signals were used in these 

cases, and that is why the location of the CCF maximum is difficult to ascertain due to 

the presence of noise. This is particularly evident in the BUB001experiment (Fig. 5c). 

a) 

 

b) 

 

c) 

 

Fig. 5. CCF determined in experiments: a) BUB006, b) BUB004, c) BUB001. 

 

 

5. Selected noise reduction methods   

There are several noise reduction methods which can be applied in radioisotope 

measurements of two-phase flows with the use of correlation calculations. This section 

describes the noise reduction performed directly in the measuring signals, prior to the 

correlation analysis (classical digital filtering and "spectrum filtration"), as well as 

smoothing the raw CCF using the discrete wavelet transform and the Nadaraya-Watson 

kernel estimator.  

 

5.1.Classical digital filtering 
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Since the signals obtained from the scintillation probes are discrete, we can directly 

apply the classical digital filters to reduce the noise. The results obtained with the use of 

the classical Infinite Impulse Response (IIR) Butterworth fourth-order band-pass filter 

are presented.  

The general difference equation (5) which characterizes IIR filters is: 

  
−

=

−

=
−− −=

1

0

1

1

b aN

j

N

k
kikjiji yaxby  (5) 

where bj is the set of forward coefficients, Nb is the number of forward coefficients, ak is 

the set of reverse coefficients, Na is the number of reverse coefficients, xi is the current 

input,  xi - j is the past j-th input, and yi – k is the past k-th output. 

Consequently, the filter passbands fBP were chosen individually for the registered 

signals. The signals processed in this way were used to calculate the cross-correlation 

function from the formula (3). Fig. 6 shows the CCF graphs obtained in experiments 

BUB006, BUB004 and BUB001. The dashed line represents the position of the CCF 

maximum which indicates the estimated average transportation time delay of gas phase. 

a) 

 

b) 

 

c) 

 

Fig. 6. CCF improvement after classical digital filtration of recorded signals in experiments: a) BUB006 

(fBP = 0.1 – 17.0 Hz), b) BUB004 (fBP = 0.1 – 45.0 Hz), c) BUB001 (fBP = 0.1 – 50.0 Hz).  

 

5.2.Frequency band processing   
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 The analyses conducted by the authors have shown how proper estimation of the 

time delay by the CCF method can be obtained and how using the "spectrum filtration" 

facilitates this process. The above operation consists in determining the cross-spectral 

density of the signal and then cutting off all frequencies falling outside of the chosen 

useful bandwidth. The inverse DFT of the so-obtained spectrum gives the useful cross-

correlation distribution. The useful frequency range fu can be selected based on the auto 

spectral density function (ADF), or the module of the cross-spectral density function 

(CSDF) of signals x(n) and y(n). The values of ADF )( fGxx  and CSDF )( fG xy , derived 

in practice for frequency range 0 < f < ∞,  can be given by equations: 

 


−

−=   deRfG fj

xxxx

2)(2)(    (6) 

 


−

−=   deRfG fj

xyxy

2)(2)(    (7) 

where Rxx(τ) is the autocorrelation function of signal x(t). 

 The experiments carried out by the authors have also shown that the improvement of 

the results can be obtained by using the CSDF procedure [16]. Unfortunately, due to 

large variance of raw (unsmoothed) ADF and CSDF values, determining the useful 

frequency range is difficult.  

 The authors propose that the useful frequency range fu is determined with the use of 

the CSDF module | )( fG xy |: 

 ( ) ( )  ( )   5,022
ImRe fGfGfG xyxyxy +=  (8) 

after prior frequency smoothing [19].  

The frequency smoothed estimator | )( fG xy |s is defined by the equation: 
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 ( ) ( )
=

+=
h

j
jixysixy fG

h
fG

1

1
 (9) 

where h is the length of the smoothing window. 

The smoothed CSDF module | )( fG xy |s is shown in Fig. 7 d, e and f. The width of 

the applied  smoothing window was h = 400 samples. For comparison, Fig. 7 a, b and c 

show sxx fG )(  smoothed in the exact same way. It is straightforward to note that for 

measurements BUB004 and BUB001 it is much easier to determine the useful range of 

frequencies fu based on | )( fG xy |s. The respective ranges of frequencies fu are indicated 

with frames in Fig. 7 d, e and f. 

a) 

 

b) 

 

c) 

 

d) 

 

e) 

 

f) 

 

Fig. 7. 
sxx fG )(  and | )( fG xy

|s distributions smoothed with window of h = 400 samples, for signals 

recorded in experiments: a) and d) BUB006; b) and e) BUB004; c) and f) BUB001. The red frame 

indicates the useful frequency range fu. 
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Fig. 8 shows the cross-correlation function graphs obtained after the completion of 

the above described „ spectrum filtering” for | )( fG xy |s.  

a) 

 

b) 

 

c) 

 

Fig. 8. CCF distributions obtained using |CSDF|s : a) BUB006 (fu = 1.7 – 26.7 Hz), b) BUB004 (fu = 0.9 

– 28.7 Hz), c) BUB001 (fu = 2.0 – 30.0 Hz).  

 

5.3. CCF smoothing with wavelet transform 

 

 On the basis of Fig. 5 we can conclude that the cross-correlation function has an 

extremely low frequency component, which represents the CCF without interference 

(denoised CCF), and a component of higher frequency, which represents the undesired 

noise. These components can be separated using the wavelet transform.  

 The core of the wavelet transformation is the base function ψ(t)  L2(R), the so-

called wavelet base, which must comply with certain conditions [34]. A family of base 

functions can be created from the basic wavelet (i.e. the mother wavelet) by scaling and 

time offsetting:  

 






 −
=

a

bt

a
tba 

1
)(, ,   a,bR,  a0, (10) 

where a is the scale (i.e. expansion rate), and b is the shift in the time domain. 
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The wavelet transformation allows to obtain the representation of the non-stationary 

signal in the time-scale by means of the so-called wavelet coefficients that reflect the 

degree of correlation between the signal and the wavelet ψa,b(t) for varying parameters a 

and b. The delay determines the position of the wavelet ψa,b(t), and the parameter a 

determines its frequency properties (a ~ 1/f). The wavelet transformation can be 

considered as an analysis conducted using a mid-capacity filter bank characterized by 

constant goodness (defined as the bandwidth-to-centre-frequency ratio of the filter).  

 Discrete Wavelet Transform (DWT) is defined only for the values of the parameters 

a = 2j, b = 2jk (j, k  Z). The wavelets used for the analysis have a so-called scaling 

function which can be written as:  

 

)2(2)(

)2(2)(

2
,

2
,

ktt

ktt

j

j

kj

j

j

kj

−=

−=

−

−

−

−




 (11) 

Such a wavelet family creates an orthonormal basis in the space L2(R). To determine 

DWT, we can use an iterative Mallat algorithm [35,36], i.e. the simple and fast 

algorithm which decomposes the analysed signal to the low-frequency components (so-

called approximations A) and the high-frequency component (i.e. detail D) using a 

digital filter based on the formula:  

 
)2(2)(

)2(2)(

ktht

ktgt

Zk

k

Zk

k

−=

−=













 (12) 

where the coefficients gk and hk represent the high-pass filter and the low-pass filter, 

respectively.  
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 The multiresolution decomposition of the CCF signal by the Mallat algorithm was 

conducted using the wavelet “db10”. In general, Daubechies constructs orthonormal 

wavelets with compact support with the maximum number of vanishing moments. The 

maximum number of zero moments of the wavelets results in a high degree of 

smoothness for the scaling and wavelet functions. It was determined experimentally that 

the fifth low-frequency component (i.e. approximation A5) accurately approximates the 

non-linear, low-frequency component of the CCF signal, while the details (i.e. high-

frequency D1 to D5) represent only interference. During signal reconstruction, all  

details were omitted, i.e. only the approximation A5 was used.  

The effect of this CCF processing is shown in Fig. 9. The dashed line represents the 

position of the maximum of CCF, which indicates the estimated average delay time of 

the transport.  

a) 

 

b) 

 

c) 

 

Fig. 9. CCFS after smoothing with DWT (db 10) for experiments: a) BUB006, b) BUB004, c) BUB001. 

 

5.4. CCF smoothing with Nadaraya-Watson kernel estimator 

The Nadaraya-Watson kernel estimator (NWKE) is a non-parametric regression 

method. The algorithm allows to introduce the weights wn,i for values i depending on 

the distance of the point  which is the centre of the neighbourhood. The NWKE is 

determined as follows [31,32,37]: 
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 ( ) 
=

=
n

i
xyiinNW Rwg

1
,ˆ  ,    (13) 

and wn,i is expressed as: 

 ( )
( )( )

( )( )
=

−

−
=

n

j
ni

ni
in

hK

hK
w

1

,




 ,   (14) 

 

where K(( – i)/hn) is the kernel function, e.g. the Epanechnikov function, normal or 

triangular distribution, and hn is the smoothing bandwidth. In the presented calculations,  

normal distribution was used. 

The parameter hn can be selected by the user, e.g. through optimization, such as the 

cross-validation method. The application of the NWKE for CCF is shown in Fig. 10. 

The dashed line represents the position of the maximum of CCF, which indicates the 

estimated average delay time of the transport. 

a) 

 

b) 

 

c) 

 

Fig. 10. CCF from Fig. 5 after NWKE based noise reduction for experiments: a) BUB006 (hn = 3), b) 

BUB004 (hn = 3), c) BUB001 (hn = 6). 

 

6. Results 

 

In order to estimate the transportation time delay 0̂  and its standard uncertainty

( )0̂Au , an interpolation was used for CCF as a normal distribution function [23], as 

shown in Figs. 6, 8, 9 and 10. Then, the transportation time delay standard uncertainty 
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( )0̂Au  and the relative standard uncertainty ( )0̂rAu  were determined from the 

relationships: 

 ( )
k

uA


 =0ˆ  (15) 

 ( )
( )0

0

0

ˆ
ˆ 100%

ˆ

A

Ar

u
u





=   (16) 

where  is the standard deviation of the fitted Gaussian distribution, and k is the number 

of points used for interpolation. 

 The time delay estimation results and the uncertainties are given in Table 1.  

 

Tab. 1. Transportation time delay values and uncertainties. 

 

Experiment         

 

 

 

Noise 

filtering 

method 

BUB006 BUB004 BUB001 

0̂  
[ms] 

( )0̂Au  

[ms] 

( )0̂rAu  

[%] 
0̂  

[ms] 

( )0̂Au
 

[ms] 

( )0̂rAu  

[%] 
0̂  

[ms] 

( )0̂Au
 

[ms] 

( )0̂rAu  

[%] 

IIR filters 137.0 2.4 1.8 91.2 1.8 2.0 67.0 1.6 2.4 

|CSDF|s 136.6 2.1 1.5 91.0 1.5 1.7 66.3 1.4 2.1 

DWT 136.2 1.8 1.3 90.7 1.3 1.4 66.3 1.1 1.7 

NWKE 136.7 1.9 1.4 90.7 1.4 1.5 66.3 1.3 2.0 

 

 

The average velocity of the gas phase  was calculated from Equation (4). 

Following the law of propagation of uncertainty, the combined standard uncertainty 

( )Cu  of the gas phase flow velocity can be determined from the formula [40]: 
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 ( ) ( ) ( )
2

0

0

2

ˆ
ˆ













+












= 




 ABC uLu

L
u  (17) 

 

where uB(L) = 0.1 mm is the standard uncertainty of measurement at the distance L. 

Indexes A and B are the uncertainties of type A and B, respectively. 

The relative combined standard uncertainty ( )Cru  was calculated from equation: 

 ( )
( )

100%
C

Cr

u
u





=   (18) 

 The calculated velocity values and their uncertainties are summarized in Table 2. 

 
Tab. 2. Average air velocity values and uncertainties. 

 

 Experiment 

 

 

Noise 

filtering 

method 

BUB006 BUB004 BUB001 

 

[m/s] 

( )Cu  

[m/s] 

( )Cru  

[%] 

 

[m/s] 

( )Cu  

[m/s] 

( )Cru

 [%] 

 

[m/s] 

( )Cu

[m/s] 

( )Cru

 [%] 

IIR filters 0.708 0.012 1.7 1.064 0.021 2.0 1.448 0.035 2.4 

|CSDF|s 0.710 0.011 1.6 1.066 0.017 1.6 1.463 0.032 2.2 

DWT 0.712 0.010 1.4 1.069 0.015 1.4 1.463 0.023 1.6 

NWKE 0.710 0.010 1.4 1.069 0.016 1.5 1.462 0.029 2.0 

 

 

7. Conclusions 

 

The signals obtained in the two-phase flow measurements using gamma absorption 

are often characterized by high contribution of disturbances, such as background 

radiation, fluctuations of nuclear decay, noise of electronic components, etc. This 

hinders the determination of flow parameters, based on measuring the transportation 

time delay of signals derived from the scintillation probes.  
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 The paper presents four methods of noise reduction in cross-correlation 

measurements of the dispersed phase velocity in the liquid-gas mixture flow through a 

horizontal pipeline. The signals analysed in the article have different signal-to-noise 

ratios, which provides an opportunity for comparing the effectiveness of the presented 

methods. In the first analysed solution, the following two noise filtering methods were 

applied to the signals received from the detectors: classical IIR Butterworth filters, and 

the "spectrum filtration" method. Then the cross-correlation function was determined, 

and the transportation time delay and the average velocity of the dispersed phase flow 

were calculated. In the second approach, signal filtration was replaced by  smoothing of 

the cross-correlation function with the discrete wavelet transform or the Nadaraya-

Watson kernel estimator.  

The signals obtained for three types of flows were analyzed. The lowest velocity 

uncertainty values were obtained for the plug flow, while the highest for the bubble 

flow. This is related to the fact that the plug flow is less chaotic than the bubble flow. 

Hence, the share of noise is the smallest for the former and the largest for the latter  

flow. 

For all types of flows, the lowest uncertainty values were obtained for the discrete 

wavelet transform, then for the Nadaraya-Watson kernel estimator, "spectrum 

filtration", and classical IIR filtration. 

 In presented methods of signal analysis, selecting the values of parameters specific to 

each of them is crucial. The methods which require frequency range determination are 

based on the signal spectrum. In authors’ opinion, in the case of "spectrum filtration", 

the best results are obtained when analysing the module of smoothed cross-spectral 

density. For discrete wavelet transformation, the wavelet type and the level of 
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decomposition should be selected experimentally. Similarly, for Nadaraya-Watson 

kernel estimator application, the experimentally determined kernel functions and the 

width of the smoothing window should be selected. In cases of similar results, the 

suitability of the filtering method should be determined by its simplicity, understood as 

the minimum number of operations to be performed and the number of parameters to be 

determined in an experimental way (subjective). Therefore, the authors believe that the 

most effective methods are DWT and NWKE. Wherein, due to a smaller number of 

parameters subjectively matched, the CCF approximation using NWKE is preferred. In 

that case, the width of the smoothing window is the most important parameter.  

Judging from the effects of the completed investigations, the need for further 

research of noise reduction methods in radioisotope cross-correlation measurements, 

including those based on non-parametric regression methods, is evident. In the case of  

filtration procedures, the search for the selection of straightforward filter parameters 

aiming to automate noise reduction in industrial measurements is significant. 
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