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Abstract. In this paper an automatic brain activity class separation of EEG (electroencephalographic) signals is presented. The 
methodology consists of several steps, namely: signal acquisition, signal processing utilizing Independent Component Analysis 
(ICA), parametrization and data clustering. EEG signal is acquired from a headset containing 14 electrodes. ICA algorithm is 
performed to reflect brain activity generated by primary sources. For the parametrization two methods are used, i.e. Discrete 
Wavelet Transform (DWT) and  autoencoder, i.e. the second order feature extractor. Then, the effectiveness of separation of the 
data into appropriate classes processed is observed and compared.  Results show similar effectiveness, however they differ in 
the standard deviation values. Finally, supervised classification of signals is performed as a form of benchmarking.  
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1. Introduction

The objective of this work was  to assess whether it
is possible to create a feature extraction algorithm 
which would be useful for data clustering and for un-
supervised classification of EEG (electroencephalo-
graphic) signals with the use of the autoencoder neural 
network. Another aim was to compare separation ef-
fectiveness while applying DWT- and autoencoder-
based feature extraction along with clustering meth-
ods.  

Recording and monitoring EEG signals constituted 
the basis of research on brain activity for several dec-
ades as they form a valuable source of information for 
the purpose of biofeedback [20],[22]. Advances in 
EEG-headset hardware along with the development of 
signal analysis algorithms, clustering methods and 
machine learning allow for observation a person’s 
mental state or anomalies that may be associated with 
certain cognitive problems. To that end,  EEG signal 
K-means and fuzzy c-means (FCM) clustering are
used to separate the input data set to be classified by
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various machine learning algorithms, such as for ex-
ample: ANFIS (Adaptive Neuro-Fuzzy Inference Sys-
tem) [4], RBFNN (Radial Basis Function Neural Net-
work) [16], RNN (Recurrent Neural Network) [3], 
SVM (Support Vector Machine) [19]. Recent Ad-
vances in Machine Learning and Soft Computing 
brought another approach, i.e. Kim and Yang [8] dis-
cussed an improvement in a classification effective-
ness by utilizing AdaBoost instead of linear discrimi-
nant analysis (LDA). In order to confirm the classifi-
cation improvement, the classification accuracy of 
both mentioned algorithms were analyzed [8]. To as-
sess the abnormality in the brain activity, typically 
EEG signals are first decomposed into frequency sub-
bands using discrete wavelet transform (DWT). Orhan 
et al. [14] followed this schema of analysis. They used 
the K-means clustering algorithm for each frequency 
sub-band wavelet coefficients. The probability distri-
butions were computed according to distribution of 
wavelet coefficients to the clusters, and then used as 
inputs to the MLPNN (Multilayer Perceptron Neural 
Network) model [14]. Recently, an interesting study 
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was reported on the analysis of EEG microstate se-
quence properties, while employing  five clustering al-
gorithms. This study was performed  in the context of 
neurobiological relevance of EEG microstates for 
physiological and pathological conditions [24]. Even 
though new outcomes in this research area are seen 
[6],[13],[24], automatization of such processes is 
still far from being fully achieved, thus more research 
is needed. 

The study performed by the authors consisted of 
several stages. First,  electroencephalographic (EEG) 
signals from six subjects performing three tasks were 
acquired through a headset containing 14 electrodes. 
Two types of parametrization were utilized, namely: 
wavelet- and autoencoder-based algorithms. Then, un-
supervised clustering employing K-means, spectral 
and Ward hierarchical algorithm [5],[11],[12] was ex-
ecuted and the results of the autoencoder-based clus-
tering are compared with the outcomes achieved with 
the DWT-based feature vectors. The EEG signal was 
pre-processed with the use of Independent Component 
Analysis (ICA) as a blind source separation algorithm 
in order to extract estimates of primary sources of 
EEG signals. Also, visualization of clustering per-
formed by the autoencoder and K-means algorithm 
with the marked time periods associated with each 
performed task is shown. A comparison of results is 
shown in a form of statistical analysis as well as su-
pervised neural network-based classification. Possible 
future directions were also depicted, e.g. taking into 
account  influence of personal interests of subject in 
activities (e.g. specified kind of music) to be per-
formed, fatigue and mood of the person participated in 
the test, or level of engagement in performed tasks on 
the assignment of data to different clusters. 

The paper is a revised and extended version of the 
MISSI’2018 authors’ conference paper [10].  

2.  Methodology proposed 

2.1. Experimental Setup – Signal Acquisition 

The experimental setup consists of several steps, 
which are shown schematically in Figure 1. For EEG 
signal acquiring a headset was used which contains 14 
electrodes. It collects raw signals from a set of stand-
ard positions: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, 
T8, FC6, F4, F8 and AF4, according to the 10-20 elec-
trode configuration on the scalp. Several scripts were 
written in the Python environment extended with li-
braries provided by the headset manufacturer to pro-
cess the acquired raw signals. EEG raw data was 

sampled  at 128 S/s. Data acquired from the headset 
were stored in the csv data format.  

Six healthy subjects of age between 20 and 30 took 
part in tests consisted of three tasks. Each task lasted 
for approximately 5 minutes, the whole recording ses-
sion took 15 minutes.  Informed consent was obtained 
from all subjects. The subjects did not practice the 
tasks earlier. The conditions of recordings of the EEG 
signals were as follows: 
 1st task: resting state condition with closed eyes 

- during this task execution the subjects were 
asked to relax, 

 2nd task: playing back a music video with  folk 
metal music genre and following it, 

 3rd task: playing a Netwalk logic game, in which 
a player has to rotate elements of the board in 
such manner, that there would be a connection 
between a single central element called “server” 
and multiple peripheral elements called ”comput-
ers”, thus observing the whole computer screen. 

2.2. Parametrization 

Two ways of raw signal parametrization were uti-
lized, namely  Discrete Wavelet Transform (DWT) 
and an autoencoder neural network, an unsuper-
vised machine learning algorithm, a type of deep 
learning algorithms. However, the first step was to 
employ the ICA algorithm in order to perform blind 
source separation of signals gathered from the elec-
trodes. The resulting parameters were as follows:  
 wavelet transform-based parameters represent 

mean values and variances of all possible levels 
of discrete wavelet transform, 

 the ICA algorithm provided the training data for 
the encoding part of the autoencoder neural net-
work, its output created a set of features. 

 

 

Fig. 1. The overview of the methodology proposed. 
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Signals were cut into a set of 15 seconds-long seg-
ments (frames), with the sampling rate of 128 S/s, en-
tailing the length of 1920 samples per single channel 
of a single segment. Then, the ICA algorithm, which 
estimates primary sources of signals located on the 
surface of the brain was applied. The implementation 
of the algorithm requires the same number of esti-
mated source signals as the number of the input signals. 
Therefore, each segment contains data associated with 
all 14 channels of the ICA-processed EEG data. These 
estimates were then used for calculating parameters 
for the data separation and clustering stages.  

Data processing and separation/clustering schema 
is shown in Figure 2. For the visualization purpose the 
decision space was presented as if it has two dimen-
sions associated with two features. However, it should 
be reminded that DTW-based feature vector consisted 
of 1513 elements and the autoencoder-based feature 
extraction resulted in 1120 parameters. 

As already mentioned, all algorithms, including 
processing of signals gathered from the EEG acquisi-
tion headset, were implemented in the Python environ-
ment. Several libraries were employed: NumPy, SciPy 
and PyWavelets, Scikit-learn, Theano and  Keras were 
used as machine and deep learning libraries 
[7],[9],[15],[21]. In the case of parameters extracted 
by autoencoder networks – an algorithm is capable of 
creating own features related with each channel of the 
input signal. Therefore the classification algorithm 
takes into consideration both spectral and spatial char-
acteristics of the EEG signal acquired.  

As seen in Figure 2, feature vectors resulted from 
the wavelet- and autoencoder-based processing are an-
alyzed by three selected clustering algorithms, i.e.: K-
means, spectral and Ward hierarchical algorithm, 
which are used for the unsupervised assignment of 
segment-related vectors of parameters to one of k clus-
ters. The algorithms investigated perform an assign-
ment of data into clusters based on different princi-
ples: 
 K-means algorithm is a stochastic clustering 

method that minimizes the sum of the squared 
distances between k centroids of clusters and fea-
ture-related points in their neighborhood [5], 

 spectral clustering is based on the extraction of 
eigenvalues of data before dividing them into 

clusters with another secondary algorithm (i.e. K-
means) [12], 

 Ward hierarchical clustering performs an assign-
ment to classes by iterative merging of the most 
similar clusters of data. The similarity measure is 
a sum of squared distances between points of 
clusters, however the result of calculation is used 
for making decision to which clusters they should 
be merged. The algorithm execution is finished 
when there are only k clusters left [11],[25].  

 
It was assumed that due to the differences in work-

ing principles of the algorithms investigated some of 
them would be more advantageous than others, that’s 
why three separation methods were used. The number 
of k clusters was set to 5 in relation to the number of 
the tasks performed by each subject during tests and 
associated with expected three states, i.e. resting, lis-
tening to music/watching a music video and playing a 
game, and two additional states, which may be associ-
ated with some unexpected events like distraction of 
subjects or noise present in the input data.  

For the wavelet-based processing, coefficients of 
discrete wavelet transform were computed for the 
maximum possible level of decomposition. For each 
level of decomposition, mean and variance were cal-
culated in order to decrease the number of generated 
features. Several wavelets were used, namely: Coiflets 
1 and 2, Daubechies 1, 2 and 9 and Symlet 9. The basis 
mother wavelet and its order were chosen based on the 
critical literature review [2],[17].  

In the case of the autoencoder neural network ap-
plied to feature extraction [3],[18],  two parts: encoder 
function h = f(x) and decoder function r = g(h), where: 
x denotes an input, h refers to the hidden layer are em-
ployed. The aim of the decoder function is to produce 
a reconstruction of the original function r = g(f(x)) = x 
with the least possible amount of deformation, but at 
the same time with compressed representation. The 
network may also be utilized for the extraction of n 
features associated with vector of N samples. In the 
autoencoder-based feature extraction, signals obtained 
from ICA were normalized using Z-score normaliza-
tion, given by the following formula:
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Fig. 2. Flowchart of the EEG-based data processing. 

 

𝑧 ൌ
௫ି௫́

ఋೣ
,                                                (1) 

where 𝑧 is normalized vector of features, 𝑥 is un-
normalized vector of features, 𝑥́  refers to the mean 
value of vector 𝑥, and 𝛿௫ is standard deviation of such 
vector.  

Each single output signal from the ICA has its own 
autoencoder trained, therefore it was necessary to train 
14 autoencoder networks in the process of feature ex-
traction, as shown in Figure 3. Each vector is associ-
ated with one time segment of the EEG signal. This 
enables to connect a certain moment of time with a 
given feature vector. Therefore, after the clustering 
stage, each time segment was associated with one 
class assigned by the clustering algorithm. As seen in 
Figure 3, three types of clustering algorithms, men-
tioned earlier, were used in the final stage of data pro-
cessing in order to compare their performance and 
ability to detect different types of data clusters present 
in the analyzed sets of feature vectors. The resulting 
features are a type of nonlinear dimensionality reduc-
tion performed on data returned by the ICA-based pro-
cessing [23].  

 
 

 

 

Fig. 3. Principles of  the autoencoder-based feature extractor work-
ing and clustering performance. 

 
The encoder consisted of six layers of neurons. As  

resulted from the pre-tests, i.e. the best performing set 
of hyperparameters, the following sizes of neuron lay-
ers: 640, 420, 320, 240, 160 and 80 were used. The 
decoder was designed analogously, with the reversed 
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order of neuron layers. The hyperparameters were se-
lected on the basis of the number of trials and selection 
of best results of clustering performed on their basis. 
The outcomes allowing for a better distinction be-
tween time periods associated with performing partic-
ular exercises were considered as the better ones. Re-
sulting from this analysis, for each frame, 80 features 
were calculated by a single autoencoder instance. Next, 
the encoder parts of the trained networks were used for 
the computation of a feature vector associated with 
each segment of the analyzed EEG signal, which in 
turn can be used for data clustering. The resulting fea-
ture vector consisted of 14 concatenated l vectors cal-
culated for each output signal generated by ICA.  

3. Results and discussion 

The results can be presented in several forms, e.g. a 
graphic representation of signals obtained by the ICA 
algorithm output or a tabular way of results obtained. 
However, visual analysis is not always suitable be-
cause of the complexity of the acquired results. Often, 
the result of classification obtained for a time segment 
associated with a task performed consists of a se-
quence of several mental states switched on and off. 
Therefore, each task performed by a subject is con-
nected to the set of clusters, which are identified in 
corresponding time segments of an EEG signal cap-
tured during a test session. This kind of visualization 
is depicted in Figure 4. Time segments associated with 
each of three tasks performed by subjects are marked 
by rectangles. A shade of gray of waveforms corre-
sponds to a cluster, to which it was assigned. Visually 
- each task is associated with the most frequently oc-
curring cluster. 

As already mentioned, though, a graphic represen-
tation of signals obtained by the ICA algorithm output 
makes it possible to evaluate roughly the performance 
of the clustering algorithm, there is a need for more 
objective evaluation of results. Therefore,  an estimate 
of the probability density of states associated with 
each exercise was proposed. It allows for quantitative 
analysis of occurrence frequency of clusters as a result 
of the EEG data unsupervised classification. This esti-
mate was then treated as a vector in a k-dimensional 
space. As the number of classes provided by clustering 
algorithms was set to 5, the k is also equal to 5. There-
fore, each task performed by the subject was associ-
ated with one vector representing the estimate of prob-
ability of each cluster-related state. Then, distances 
between each pair of such vectors were calculated. 

The Euclidian distance was used in the process of as-
sessing the mean spatial separation of clusters: 

𝑑 ൌ ට∑ 𝑑௜
ଶ௞

௜ୀଵ
మ

,                                              (2) 

where d denotes distance between clusters and 𝑑௜ is 
the ith distance from k distances, which are possible to 
be calculated. 

The mean value was calculated for each of three 
distances obtained for each subject (see Table 1). The 
Ward clustering algorithm did not provide separation 
between classes, therefore, results for only K-means 
and spectral algorithms are presented in Table 1. Val-
ues were rounded up to two decimal places.  

Results obtained from the unsupervised classifica-
tion of the gathered EEG signals suggest that it is not 
only possible to associate each activity performed by 
the person involved in the experiment with a probabil-
ity vector, but it should be presented that way. The 
probability vector is a vector in the n-dimensional de-
cision space and can be treated as a kind of fingerprint 
of a state of an EEG signal gathered from the subject. 
Results from Table 1 were further processed to obtain 
four more metrics shown in Table 2, where  𝑑 denotes 
the mean Euclidean distance between vectors associ-
ated with each exercise,  𝛿ௗ refers to the standard de-
viation of the mean distance,  𝑑௠௔௫ and  𝑑௠௜௡ denote 
maximum and minimum distance, consecutively. 

The mean distance and its variance between proba-
bility vectors vary depending on parameters used for 
the feature extraction process. In the case of the feature 
vectors extracted by an autoencoder network there is 
also dependence on the number of epochs of the train-
ing algorithms. The least value was associated with the 
largest separation distance provided by the K-means 
algorithm. In some cases - autoencoders allowed for 
obtaining a greater value of the mean distance and 
smaller standard deviation than ones obtained for the 
wavelet-based algorithm. It is also worth mentioning 
that in some cases K-means algorithm was not able to 
separate time segments associated with each task. 

Finally, the parameters calculated for the four sce-
narios considered, i.e. obtained with the use of wave-
lets and autoencoders with an increasing number of 
training algorithm epochs, were used in supervised 
classification of tasks performed by subjects. Ac-
quired signals were split into 339 frames assigned to 
three classes, that were connected to each of three 
tasks, 226 of them were randomly assigned to the 
training set, 113 were used for validation stage. Data 
were normalized according to Eq. (1).  
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Fig. 4. Example of visualization of clustering performed by the autoencoder and K-means algorithm with the marked time periods associated 
with each performed task. Three time segments associated with each of performed tasks are marked below the x axis, on the y axis the instanta-

neous value of estimated primary source signals (s1 to s14) signals obtained from ICA is presented.  

The neural network used for the purpose of classi-
fication consisted of 1120 input neurons, 100 neurons 
in the hidden layer, and 3 neurons in the output. Clas-
ses associated with exercises were encoded in the one-
hot encoding manner. Therefore, n classes are 

associated  with n vectors consisting of n-1 zeros and 
one value equals 1, which is placed in the unique po-
sition in the vector, allowing for identification of the 
associated class. A plain backpropagation algorithm 
was used for the training the neural network.  

 

Table 1 

Mean distance between vectors associated with clusters related to tasks  
performed by subjects 

Subject Parametrization/clustering method

 
wavelets 

autoencoder-based
(50 epochs)

autoencoder-based 
(100 epochs)

autoencoder-based 
(200 epochs) 

 K-means spectral K-means spectral K-means spectral K-means spectral 

1 0.05 0.22 0.04 0.17 0.2 0.15 0.09 0.08 

2 0.4 0.53 0.89 0.2 0.41 0.47 0.53 0.38 

3 1.06 0.77 0.63 0.46 0.76 0.56 0.06 0.56 

4 0 0.14 0.73 0.19 0.7 0.29 0.17 0.29 

5 0.02 0.12 0.1 0.14 0.18 0.28 0.11 0.08 

6 0 0.3 0.66 0.39 0.12 0.16 0.13 0.18 
 

Table 2 

Metrics calculated from results contained in Table 1  

 Parametrization/clustering method

 
wavelets 

autoencoder- 
based (50 epochs)

autoencoder-based 
(100 epochs)

autoencoder-based  
(200 epochs) 

 K-means spectral K-means spectral K-means spectral K-means spectral 

𝑑  0.26 0.35 0.51 0.26 0.40 0.32 0.18 0.26 

𝛿ௗ  0.42 0.26 0.35 0.13 0.28 0.17 0.17 0.19 

𝑑௠௔௫  1.06 0.77 0.89 0.46 0.76 0.56 0.53 0.56 

𝑑௠௜௡  0 0.12 0.04 0.14 0.12 0.15 0.06 0.08 
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Table 3 

Results of EEG signal classification with the use of artificial neural network expressed by classification error rate 

 
wavelet-based 

autoencoder 
50 epochs

autoencoder 
100 epochs

autoencoder 
200 epochs 

mean value 0.495 0.536 0.526 0.573 

standard deviation 0.041 0.038 0.039 0.044 

 
Vectors of features were randomly assigned to the 

training and validation sets. Also, the process of train-
ing and assessing the performance of the network was 
repeated 100 times and then repeated in order to eval-
uate mean efficiency of the classifier based on each of 
the feature sets investigated. Results of classification 
are shown in Table 3 in the form of mean efficiency 
and standard deviation of the classifier effectiveness.  

No definitive answer as to the most suitable wavelet 
family is available at this stage. A short training with 
a maximum limit of epochs set to 75 and the target loss 
value set to 0.001 was first performed. In fact all wave-
let-based training achieved the target loss in less than 
75 epochs, however the best results were obtained for  
Symlet 9 mother wavelet. However, the number of 
epochs required to meet one of the stop conditions was 
larger and the target loss was expected to be smaller 
than 1e-7. Overall, the lowest mean value of the mean 
efficiency was obtained for the wavelet-based classi-
fication feature set. In the case of random classifica-
tion, the efficiency of classification tended to be 1/3. 
Therefore, in each case the classifier performed better 
than random classification. All algorithms based on a 
set of autoencoders performed better than the one 
based on the wavelet-extracted parameters. Values of 
the standard deviations are similar in each case. The 
best performance was obtained for the system trained 
for 200 epochs. It should be noted that clustering al-
gorithms performed worse for the last mentioned sce-
nario, therefore additional experiments with the use of 
other clustering algorithms applied to a larger group of 
subjects should be done in order to further investigate 
the dependence between the distance of clusters ob-
tained in the process of unsupervised clustering algo-
rithms and the supervised classification methods with 
the use of artificial neural networks.  

4. Conclusions 

It was shown in this study, that it is possible to per-
form the clustering of the EEG signal with the use of 
unsupervised clustering algorithms and vectors of fea-
tures obtained with the use of autoencoder neural net-
works. The proposed architecture of an autoencoder-
based feature extractor allowed for obtaining similar 

Euclidean distances as the ones provided by the DWT-
based feature extractor, however it should be noted, 
that the number of epochs of the training algorithm has 
a significant influence on the performance of this kind 
of the feature extraction algorithm. 

In both cases the EEG signal was pre-processed 
with ICA algorithm in order to extract estimates of pri-
mary sources of EEG signals. Also, normalization is 
an additional prerequisite, if a feature extraction algo-
rithm based on the autoencoder neural network is con-
sidered. That is  why such a type of process was also 
used in the case of supervised classification. However, 
the satisfactory performance was achieved for only 
two algorithms: K-means and spectral. Achieved dis-
tances were significantly smaller for the Ward cluster-
ing algorithm and they were close to zero, providing 
almost no separation between classes. In addition, in 
some situations, a series of consecutive signal frames 
were not consistently associated with one cluster. 
Therefore, for each set of EEG signal frames associ-
ated with tasks performed by subjects, a vector of 
probabilities of classes assigned to frames by each al-
gorithm was calculated. Such vectors, treated as vec-
tors in the n-dimensional space can be used for further 
analyses and for the analysis of the state of the EEG 
signal gathered from the subject. The results obtained 
may imply that they are algorithm-dependent. This 
should be further investigated.  

More research should also be performed in order to 
determine how an assignment to different clusters can 
be connected to such factors as personal interests of 
the subject in activities (e.g. specified kind of music) 
to be performed, fatigue and mood of the person par-
ticipated in the test, or level of engagement in per-
formed tasks. Such a goal may be achieved by extend-
ing the range of performed activities, through the in-
creasing the number of participants and by the use of 
some additional signal analysis techniques. An exam-
ple of such a technique may be the use of convolu-
tional neural networks and data augmentation methods 
to obtain features better suited for the type of the pro-
cessed data. 

Potentially, monitoring such features of the EEG 
signal may allow for a distinction between brain activ-
ities, in which subjects were involved. Information 
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about changes of the mental state of the subject may 
be utilized for investigating the mood of patients with 
brain injuries for whom BCI (Brain Computer Inter-
face) often may be the only modality allowing for 
communication with other people. Each task per-
formed by subjects could be assigned to a vectors of 
probabilities of occurrence of cluster and such a vector 
may be used  in further process of classification. How-
ever, performance of such a method may depend on 
the type of the clustering algorithm used. Also and in-
teresting future research could be associated with in-
vestigation of precedence of cluster-related states 
identified by clustering algorithms. Analysis tools like 
Hidden Markov chains could be used as a starting 
point for such a study.  
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