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Abstract. Visual content searching, browsing and retrieval tools have been a 

focus area of interest as they are required by systems from many different do-

mains. Context-based, Content-Based, and Semantic-based are different ap-

proaches utilized for indexing/retrieving, but have their drawbacks when ap-

plied to systems that aim to mimic the human capabilities. Such systems, also 

known as Cognitive Systems, are still limited in terms of processing different 

sources of information (especially when structured in different ways) for deci-

sion making purposes. This issue becomes significantly greater when past in-

formation is retrieved and taken in account. We address this issue by proposing 

an Ontology-Based Context-Aware Indexing and Retrieval using Set of Experi-

ence Knowledge Structure (SOEKS) and Decisional DNA (DDNA). SOEKS 

and DDNA allow the creation of a multi-modal space composed of information 

from different sources, such as contextual, visual, auditory etc., in a form of a 

structure and explicit experiential knowledge. SOKES is composed by fields 

that allow this experiences to participate in the processes of similarity, uncer-

tainty, impreciseness, or incompleteness measures and facilitate the indexing 

and retrieval of knowledge in Cognitive Systems. 

Keywords: Set of Experience Knowledge Structure (SOEKS), Decisional DNA 

(DDNA), Cognitive Systems, Ontology-Based Context-Aware, Image Index-

ing/Retrieval 

1 Introduction 

Cognitive Systems have gained substantial interest from academia and industry dur-

ing the past few decade [1]. One of the main reasons for that is the potential of such 

technologies to revolutionize human life since they intend to work robustly under 

complex scenes, which environmental conditions may vary, adapting to a comprehen-

sive range of unforeseen changes, and exhibiting prospective behavior like predicting 

possible visual events. The combination of these properties aims to mimic the human 

capabilities and create more intelligent and efficient environments [2]. However, per-

ceiving the environment involves understanding the context and gathering visual and 
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other sensorial information available and translating it into knowledge to be useful. In 

addition, past experiences also plays an important role when it comes to perception 

[3] and must also be considered as an important element in this process. Perceiving

the environment such as humans do still remains a challenge, especially for real time

cognitive vision applications, due to the complexity of such process that has to deal

with indexing and retrieval of information in a much reduced amount of time [2].

In this paper we aim to address this issue by proposing an Ontology-Based Con-

text-Aware Indexing and Retrieval [4, 5] using Set of Experience Knowledge Struc-

ture (SOEKS) [6] and Decisional DNA (DDNA) [7]. SOEKS and DDNA allow the 

building of a multi-modal space composed of information from different sources, 

such as contextual, visual, auditory etc., in a form of experiential knowledge, and is 

composed by fields that allow this experiences to participate in the processes of simi-

larity, uncertainty, impreciseness, or in-completeness measures to facilitate the index-

ing and retrieval process. 

This paper is organized as follows: In Section 2, some literature review on visual 

content indexing and retrieval is presented with special focus on content-based, con-

text-based and semantic-based approaches. In Section 3 the proposed ontology-based 

context-aware approach for Cognitive Systems is presented and SOEKS and DDNA 

described. In Section 4 the general framework and explanation of the given 

knowledge indexing and retrieval is given for the case of Cognitive Vision Platform 

for Hazard Control (CVP-HC). Finally, in Section 5, conclusions and future work are 

given. 

2 Literature Review 

Image and video indexing and retrieval has been an active research area over the past 

few decades. There are a range of researches and review papers that mention the im-

portance, requirements and applications of visual information indexing and retrieval 

approaches [8–11]. In this section, the methodologies are grouped into three main 

categories, Context-based, Content-Based, and Semantic-based visual content index-

ing/retrieval. A brief overview is provided for each of those classes, pointing out its 

drawbacks for application in cognitive systems when applied purely. 

2.1 Context-based 

Visual content searching, browsing and retrieval implementations are indispensable in 

various domains applications, such as remote sensing, surveillance, publishing, medi-

cal diagnoses, etc. One of the methods used for those purposes is the context-based 

approach [12]. Information that doesn’t come directly from the visual properties of 

the image itself can be seen as the context of an image. The context-based approach 

can be tracked back to 1970s. In context-based applications, the images are manually 

annotated using text descriptors, key words etc., which can be used by a database 

management system to execute image retrieval [13]. This process is used to label both 

image contents and other metadata of the image, for instance, image file name, image 

format, image size, and image dimensions. Then, the user formulates textual or nu-
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meric queries to retrieve all images that are satisfying some of criteria based on these 

annotations. The similarity between images is, in this case, based on the similarity 

between the texts.  

However, there are some drawbacks in using this approach purely. The first limita-

tion is that the most descriptive annotations must usually be entered manually. Con-

siderable level of human labor is required in large datasets for manual annotation 

[13]. The second disadvantage of this method is that the most images are very rich in 

its content and can have more details than those described by the user [14]. In addi-

tion, the annotator may give different descriptions to images with similar visual con-

tent and different users give different descriptions to the same image. Finally, textual 

annotations are language dependent [15]. It can be overcome by using a restricted 

vocabulary for the manual annotations, but, as mentioned previously, it is very expen-

sive to manually index all images in a vast collection [16]. 

2.2 Content-based 

Content-based image retrieval (CBIR) has been introduced in the early 1980s [13]. In 

CBIR, images are indexed by their visual content (for instance, color, texture, shapes, 

etc) instead of their context. A pioneering work was published by Chang in 1984. In 

his research, he presented a picture indexing and abstraction approach for pictorial 

database retrieval [17]. This pictorial database comprised picture objects and picture 

relations. To construct picture indexes, abstraction operations are formulated to per-

form picture object clustering and classification.  

Literature on image content indexing is very large [18], and commercial products 

have been developed using such approach. A common approach to model image data 

is to extract a vector of features from each image in the database (e.g. image color 

pixels) and then use a distance measurement, such as Euclidean [19], between those 

vectors to calculate the similarity between them [13]. Nonetheless, the effectiveness 

of this approach is highly dependent on the quality of the feature transformation. Of-

ten it is necessary to extract many features from the database objects in order to de-

scribe them sufficiently, which results in very high-dimensional feature vectors, 

which demand high storage capacity and increases computational costs. In addition, 

there is a gap between the high-level image and the low-level image, i.e. there is a 

difference between what image features can distinguish and what people perceives 

from the image [14]. 

2.3 Semantic-based 

In order to overcome the limitations of Content-Based and Context Based approaches, 

Semantic-Based Image Retrieval (SBIR) has been proposed. SBIR can be made by 

extraction of low-level features of images to identify significant regions or objects 

based on the similar characteristics of the visual features [14]. Then, the object/region 

features will be used for semantic image extraction to get the semantics description of 

images. Semantic technologies like ontology offers promising approach to map those 

low level image features to high level ontology concepts [5]. Image retrieval can be 
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performed based on the high-level concept (based on a set of textual words, which is 

translated to get the semantic features from the query).  

For the semantic mapping process, supervised or unsupervised learning tools can 

be used to associate the low-level features with object concept. This procedures are 

combined with other techniques to close the semantic gap problem, such as using 

textual word through image annotation process [20]. Semantic content obtained either 

by textual annotation or by complex inference procedures are both based on visual 

content [21]. 

There are a number of papers that address the issue semantic mapping for images. 

One of the first was Gorkani and Picard [22], who used a texture orientation approach 

based on a multi-scale steerable pyramid to discriminate cities from landscapes. Yiu 

[23] applies a similar approach to classify indoor and outdoor scenes, using also color

information as features. Wu and Zhu applies ontology to define high-level concepts.

In their framework ontology and MPEG-7 descriptors are used to deal with problems

arising from representation and semantic retrieval of images. The framework allows

for the construction of incrementally multiple ontologies, and shares ontology infor-

mation rather than building a single ontology for a specific domain not only between

the image seekers but also between different domains [24]. For these implementa-

tions, the disadvantage is the computational complexity, which can be very high for

largescale dataset [25].

3 Context-Aware Approach for Cognitive Systems 

The human cognition capabilities is able to receive visual information from the envi-

ronment and combine it with other sensory information to create perceptual experi-

ence [26]. The physical energy received by sense organs (such as eye, ears and nose) 

forms the basis of perceptual experience. In other words, the combination of sensory 

inputs are converted into perceptions of visual information (such as dogs, computers, 

flowers, cars and planes); into sights, sounds, smells, taste and touch experiences. 

According to Gregory [3], perceptual processes depends on perceiver's expectations 

and previous knowledge as well as the information available in the stimulus itself, 

which can come from any organ part of a sensory system. The processing all this 

information in a lapse of milliseconds makes the humans a very powerful “cognition 

machine”.  

In this context, Cognitive Systems has emerged attempting to meet human capa-

bilities. Cognitive Systems have been defined as “a system that can modify its behav-

ior on the basis of experience” [27]. However, at the present, there is no widely 

agreed upon definition for cognitive computing. But in general we can say that the 

term “cognitive system” has been used to define a new solution, software or hardware 

that mimics in some ways human intelligence. 

However, a system capable of processing all information available such as sensor 

data, visual content from cameras, input signals from machines and any other contex-

tual information available to characterize setting in analysis and at the same time re-
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trieving past experiences for the creation of perceptions still remains a challenge. One 

of the main difficulties encountered in this case is processing different sources of 

information that comes structured in different representations at once. This issue be-

comes significantly greater when past information is retrieved and used in this analy-

sis. Therefore, a knowledge representation capable of building a multi-modal space 

composed of information from different sources, such as contextual, visual, auditory 

etc., in a form of experiential knowledge would be a very useful tool to facilitate this 

process. 

3.1 Structuralized representation for visual and non-visual content 

Choosing an appropriate image representation greatly facilitates obtaining methods 

that efficiently learn the relevant information about the category in short time and 

methods that efficiently match instances of the object in large collections of images 

[28]. Several researchers have identified that the starting point is to establish an im-

age/video knowledge representation for cognitive vision technologies. However, 

among all proposed approaches, even though they present some principles for intelli-

gent cognitive vision, none of them provide a unique standard that could integrate 

image/video modularization, its virtualization, and capture its knowledge [6].  Conse-

quently, we propose to address these issues with an experience-based technology that 

allows a standardization of image/video and the entities within together with any oth-

er information as a multi-source knowledge representation (required for the further 

development of cognitive vision) without limiting their operations to a specific do-

main and/or following a vendor’s specification. Our representation supports mecha-

nisms for storing and reusing experience gained during cognitive vision decision-

making processes through a unique, dynamic, and single structure called Decisional 

DNA (DDNA) [7].  DDNA makes use of Set of Experience (SOE) in an extended 

version for the use of storing formal decision events related to image and video. 

DDNA and SOE provide a knowledge structure that has been proven to be multi-

domain independent [29].   

Set of Experience Knowledge Structure (SOEKS) and Decisional DNA (DDNA). 

The Set of Experience Knowledge Structure (SOEKS) is a knowledge representation 

structure which has been created to acquire and store formal decision events explicit-

ly. SOEKS is composed by four basic elements: variables, functions, constraints, and 

rules. Variable are the elementary component and it is used to represent knowledge in 

an attribute-value manner (fundamentally, following the old-fashioned approach for 

knowledge representation). Functions, Constraints, and Rules are different ways of 

establishing relationships among these variables. Functions define relations between a 

dependent variable and a set of input variables to build multi-objective goals. Con-

straints, on the other hand, act as a way to control the performance of the system in 

relative to its goals by limiting the possibilities or the set of possible solutions. Lastly, 

rules are used to express the condition-consequence connection as “if-then-else” and 

are used to create inferences and associate actions with the conditions under which 

they should be applied [6].  
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The Decisional DNA is a structure that has the ability to capture decisional finger-

prints companies/organization and also individuals, and has the SOEKS as its basis. 

Multiple Sets of Experience or multiple SOEs can be gathered, classified, ordered and 

then grouped into decisional chromosomes. These chromosomes accumulate deci-

sional strategies for a specific application. The set of chromosomes comprise, what is 

called the Decisional DNA (DDNA) [7]. 

4 Knowledge Indexing and Retrieval for a CVP-HC 

Cognitive Vision Platform for Hazard Control (CVP-HC) being developed to manage 

risky activities in industrial environments [30]. It is a scalable yet flexible system, 

designed to work a variety of environment setting by changing its behavior according-

ly in real time (context aware). We utilize in this section the knowledge being used to 

feed the platform to demonstrate the framework for indexing and retrieval of 

knowledge based on the approach proposed in this paper. More details about the rep-

resentation of visual and non-visual content in the CVP-HC can be found in [31]. In 

this section will be focusing in the fields of SOEKS that are relevant for the indexing 

and retrieval process. Fig. 1 presents the overall architecture of the indexing and re-

trieval system. 

Fig. 1. Overall architecture of the indexing and retrieval system. 

4.1 Weight, Range and Priority 

Searching for visual similarity by simply comparing large sets of pixels (comparing a 

query image to images in the database, for example) is not only computationally ex-

pensive but is also very sensitive to and often adversely impacted by noise in the im-

age or changes in views of the imaged content [32]. Variables of SOEKS includes 

fields that allow them to participate in the processes of similarity, uncertainty, impre-
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ciseness, or incompleteness measures to facilitate the indexing and retrieval purposes. 

These fields are: weight, priority, lower range and upper range [33], as shown in Fig 

2. 

Fig. 2. Fields of SOEKS that allow them to participate in the processes of similarity, uncertain-

ty, impreciseness, or incompleteness measures. 

Weight. Each variable has a weight related. Experts may be able to decide the per-

centage of the weight rate. However, subjective mistakes can be made by human be-

ings, and it will influence decision making. This is a great challenge to find a better 

automatic and objective way instead of the experts [34]. In the CVP-HC the weights 

are initialized with the same value for all variables in interaction 0 (before first train-

ing) and automatically assigned as the contribution of each variable to the decision 

making process (variable importance) for next interactions. The summation of all 

weights for each experience is defined as 1 as shown below: 

wv1 + wv2 + wv3 +…+ wvn = 1 (1) 

Therefore, this prediction is easy to be reused and transported in different systems. 

Hence, knowledge will be expended and shared with different users [35]. The quanti-

ty of sets of experience has a great impact on it. If the scope of existing experience is 

too short for the system to learn, the weight prediction will not be precise.  

After those sets of experience are loaded in memory and used to train the first classi-

fier, the generated weights will be allocated to the related variables. A loop is, then, 

used to assign collected weights to the variables of each experience of the training 

dataset. The combination of structured knowledge and weights helps addressing the 

issue of calculating how similar a present and past experience is by taking in account 

which information is more relevant to this analysis.  

This also allows to enrich the system with more knowledge as it runs without com-

promising the calculation of similarity between experiences of different dimensionali-

ties. 

Range and Priority. Each variable has also a priority associated pv. For the CVP-HC 

system, priorities are automatically assigned as: 

pv = (1 - dc_ulv ) / wv (2)
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Where dc_ulv is degree of correspondence of each variable to a chosen upper level 

value and goes from 1 (completely similar) to 0 (completely dissimilar) and wv. the 

weight of that variable. The priority associated with each SOE is defined by the sum-

mation of each individual priority: 

Psoe = pv1 + pv2 + pv3 +…+ pvn (3) 

Where pvn is the priority associated with the nth element of the SOE. By having a pri-

ority associated each SOE, we can order the experiences facilitating the searching 

process.  

In addition, in this approach new unique experiences are assigned a higher priority. 

By selecting experiences with higher priority during the training iterations (for learn-

ing purpurses), the system can increase specificity and creating a unique DDNA for 

that application. Furthermore, by analyzing the curve of SOE’s priorities it is possible 

to infer if a big change in setting has happened and the system requires a new training 

iteration. Finally, the reusability of a system by another company/organization can be 

tested over the analysis of the set of priorities of the real time collected experiences 

with the ones that have been used to enrich and train the system. Fig. 4 shows the 

overall framework for calculation and update of the priorities in SOEKS over the 

training iterations.  

5 Conclusions and Future Work 

The paper presents an Ontology-Based Context-Aware approach to address the issue 

of indexing and retrieval of multi-modal space information systems, which processes 

a variety of sources such as contextual, visual, auditory, etc. at once. Such systems, 

also known as Cognitive Systems aim to mimic the human capabilities and therefore 

also make use of experiential knowledge. Our approach is an experience-based tech-

nology that allows a standardization of visual content and context together with any 

other information as a multi-source knowledge representation without limiting their 

operations to a specific domain and/or following a vendor’s specification.  

Our representation supports mechanisms for storing and reusing experience gained 

during cognitive vision decision-making processes through a unique, dynamic, and 

single structure called Decisional DNA (DDNA).  DDNA makes use of Set of Expe-

rience (SOE) in an extended version for the use of storing formal decision events 

related to cognitive vision systems.  The knowledge indexing and retrieval is facilitat-

ed by the use of weight, ranges and priorities. These fields are part of the SOEKS and 

allow the experiences to participate in the processes of similarity, uncertainty, impre-

ciseness, or incompleteness measures.  

The method discussed in this paper will be evaluated when the experience is en-

riched with other sensorial data. Suitability of reusing experiences will also be ex-

plored for different case scenarios. 
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