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Abstract: Knowing the exact number of fruits and trees helps farmers to make better decisions in 

their orchard production management. The current practice of crop estimation practice often in-

volves manual counting of fruits (before harvesting), which is an extremely time-consuming and 

costly process. Additionally, this is not practicable for large orchards. Thanks to the changes that 

have taken place in recent years in the field of image analysis methods and computational perfor-

mance, it is possible to create solutions for automatic fruit counting based on registered digital im-

ages. The pilot study aims to confirm the state of knowledge in the use of three methods (You Only 

Look Once—YOLO, Viola–Jones—a method based on the synergy of morphological operations of 

digital imagesand Hough transformation) of image recognition for apple detecting and counting. 

The study compared the results of three image analysis methods that can be used for counting apple 

fruits. They were validated, and their results allowed the recommendation of a method based on 

the YOLO algorithm for the proposed solution. It was based on the use of mass accessible devices 

(smartphones equipped with a camera with the required accuracy of image acquisition and accurate 

Global Navigation Satellite System (GNSS) positioning) for orchard owners to count growing ap-

ples. In our pilot study, three methods of counting apples were tested to create an automatic system 

for estimating apple yields in orchards. The test orchard is located at the University of Warmia and 

Mazury in Olsztyn. The tests were carried out on four trees located in different parts of the orchard. 

For the tests used, the dataset contained 1102 apple images and 3800 background images without 

fruits. 

Keywords: computing image analysis; deep learning; yield mapping in an orchard; fruit counting; 

computer vision 

 

1. Introduction 

The yield forecasting process can start in two stages. The first estimation may take 

place during the flowering of trees, which is particularly important for the estimation of 

future harvest [1,2]. The second stage, which was analyzed in the article, is counting the 

fruit on the tree [3,4]. Naturally, the future income is correlated with the number, size and 

quality of apples [5–7]. The fruit supply chain is long and complex, and numerous stake-

holders are involved, including farm input suppliers, orchardists, collectors, packing sta-

tions, transporters/shipping companies, retailers/food service providers and the govern-

ment and authorities, among others [8]. Several steps are included moving from upstream 

(production) to downstream (trade, storage, processing). In practice, the question of har-

vest size is revealed at several production stages, which is necessary for the preparation 
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of the harvest itself and further affords the fruit commercial campaign. At this moment, 

the producer has to estimate the harvest size to contract the receipt of the fruit [7]. Accord-

ing to data from the Central Statistical Office of Poland, in 2017, the area of agricultural 

land was 16,414,831 hectares, including 361,965 hectares of orchards (2.2%); a total of 

156,995 farms had orchards. Taking into account the existence of statistical systems for 

forecasting fruit yields in individual countries and at the European level, counting fruit in 

orchards and sending it to the central data exchange center would be an extremely good 

complement to the data. Storage and packing stations and processing companies that sign 

contracts require a forecast about the quantity of received fruit. For distribution planning, 

it is a requirement to determine the number of transported products and their recipients 

early enough. The optimization of fruit distribution will allow a change in the communi-

cation model of fruit producers and consumers (distribution companies, refrigerators, su-

permarkets, etc.) [8,9]. The main problem is the current information about the yield fore-

cast [10,11], and this can lead to the conduction of transactions without mutual 

knowledge, which leads to asymmetry in the decision-making process [12,13]. 

On a national scale, it is also important to forecast the quantities of apples produced 

on the market. Estimating yields based on previous harvests is not particularly accurate. 

We propose a solution called Fruit Calculation System (FCS). The first task is determining 

the number of apples. In the next stages of the study, the possibility of forecasting yields 

based on flowers and qualitative evaluation of apples (size, color, spots) should be exam-

ined. It should be added, at flowering time, that yield forecast is strongly impaired by the 

uncertainty of flower pollination, fruit set and further June drop. 

Due to the possibilities for technical devices to be used by orchardists themselves, in 

this research, a system based on independent digital image material acquisition and trans-

mission to a server was considered, where calculations will be carried out or the photo 

materials will be collected by a trained local representative. The end-user will have access 

to the final reports based on an application that communicates with the server that stores 

estimated results. The article tests three methods of counting apples for use in FCS. 

Estimating the number of fruits before harvesting provides useful information for 

logistics. Although significant progress has been made in fruit detection, it is difficult to 

estimate the actual number of fruits on a tree. In practice, fruits often overlap in the image 

and are partially or completely hidden by leaves. Therefore, methods that detect fruits do 

not offer a general solution for estimating the exact number of fruits [14]. In the typical 

image classification process, the task is to specify the presence or absence of an object; 

however, the counting problem requires one to reason how many instances of an object 

are present in the scene. The counting problem arises in several real-world applications 

such as cell counting in microscopic images [15], wildlife counting in aerial images [16], 

fish counting [17] and crowd monitoring [18,19] in surveillance systems. Most modern 

research focuses on one of the components of the proposed system, i.e., fruit counting on 

the registered image. A non-destructive method was proposed to count the number of 

fruits on a coffee branch by using information from digital images of a single side of the 

branch and its growing fruits [20]. Recent years have seen significant advances in com-

puter vision research based on deep learning. The algorithm efficiently counts fruits even 

if they are in the shade, occluded by foliage or branches, or if there is some degree of 

overlap amongst fruits [21–23], fruit diseases or damage [24–26]. 

Taking into account the rapid technological development related primarily to the 

miniaturization of measuring devices and the increase in computing power in mobile de-

vices, it is possible to undertake the task of creating an apple-counting system based on a 

smartphone or an image obtained from a drone camera. To realize this hypothesis, pre-

liminary studies were carried out in the natural environment. To verify the hypothesis, in 

our pilot study, was tested three methods of counting apples to create an automatic sys-

tem for estimating apple yields in orchards. 
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2. Methods and Methodology 

Detection of apple fruit by reference to color [27,28], shape [29], visibility [30] and 

size requires the use of appropriate computer vision techniques [31–33]. The selection of 

appropriate techniques depends on the goal to be achieved through the digital acquisition 

of an apple image [9,34,35]. The goal may be to assess the number of fruits or estimate 

their condition or their size [31,32]. Therefore, it is not easy to separate the obtained image 

of an apple on sub-surfaces with pixels unequivocally (uniformly) connected with fruit 

and other pixels (so-called background). Variable observation and environmental condi-

tions were indicated as the main reason. Unfortunately, none of the classic methods offer 

direct high (satisfying) efficiency. The goal can be defined as two main tasks: 

• fruit counting [36–41], 

• information about chosen fruits, such as color and quality rate, resulting from the 

counting. 

Despite the impressive results achieved by these approaches, all of them need strong 

supervision information during the training phase. Based on literature research, the fol-

lowing groups of methods can be distinguished [27–33,38–41]: 

• Convolutional Neural Networks (CNN)—This method is more accurate than the lat-

est one based on Gaussian Mixture Models (GMMs). The multi-class classification 

approach used in this method provides an accuracy of 80% to 94% without the need 

for any pre-or post-processing steps. The deep learning network reacts to different 

fruit colors and lighting conditions. To check the suitability of the method for yield 

estimation, tests were conducted. The described method allows the achievement of 

approximately 96% accuracy concerning the actual number of apples [14]. 

• Deep Simulated Learning (DSL)—Automatic number of fruits alone estimation based 

on robotic agriculture provides a real solution in this area. The network is fully 

trained on synthetic data and tested on real data. To capture functions on multiple 

scales, a modified version of the Inception-ResNet architecture was used. The algo-

rithm counts effectively even if the fruits are hidden in the shade, obscured by leaves 

or branches, or if the fruits overlap to some extent. Experimental results show 91% 

average test accuracy in real images and 93% in synthetic images. The proposed 

methodology works effectively even if the variant has a lighting deviation [23]. 

• Mixed method—This method combines deep segmentation, frame-to-fruit tracking 

and 3D location to accurately count the visible fruits in the image sequence. Segmen-

tation is performed on the monocular camera image stream, both in natural light and 

under controlled night-time lighting. The first step is to train a fully revolutionary 

network (FCN) and to divide the video frame images into fruit and fruit pixels. Then, 

frame-by-frame fruit is tracked using a Hungarian algorithm, in which an objective 

result is determined based on the improved Kalman filter, i.e., Kanade–Lucas–To-

masi (KLT) [42]. 

Detection using the general descriptor YOLOv3-608 COCO TRAINVAL, although 

effective, can be improved by creating a customized set of weights and classes based on a 

specific spectrum of possible detection images. The Training Dataset contained 1102 apple 

images and 3800 background images without fruit. Each picture, named after the source, 

was pre-processed manually. Non-apple elements have been removed. The size of the 

image was then changed to the box of the fruit in the image. Thanks to this, the parameters 

for the proper scaling of the source image and its background were known. This allowed 

for more flexible preparation of images for machine learning, which was performed by 

overlaying the source images on any background—here, in the form of pictures of leaves, 

branches, etc. As a result of such overlapping combined with the changing of the scales of 

the vertical and horizontal axes, rotation, adding noise and blur, 16,530 images were cre-

ated. 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Sustainability 2021, 13, 8054 4 of 15 
 

Despite the high performance of object detection using YOLO, it has been decided to 

use it as a parallel solution—dividing the main image into smaller sections processed by 

separate Central Processing Units or Graphics Processing Units. 

The actual number of apples on the tree was determined manually. This approach 

has made it possible to establish a clear reference level. Each result obtained by the tested 

methods was visually verified in the image. As part of the verification, it was checked 

whether the counted objects are apples (which groups of pixels on the tested objects qual-

ified as apples). 

Three methods of counting objects in photos were tested in the research. 

2.1. The Use of Image Filtration and Hough Transform—Solution A 

In this solution, several steps were taken to move from a simple picture of the fruit 

to counting its shapes (Figure 1). 

 

Figure 1. Steps are required to detect a number of fruit shapes from a digital image. Source: own 

study. 

In this case, the color image (stored in RGB—Red, Green, Blue components) is trans-

formed to the HSV representation model (H—hue, S—saturation, V—value) [43–45]. 

The use of the HSV model makes it easier to indicate where the fruit pixels are by using 

the HSV value (after blurring the images with a Gauss filter; Figure 2). Work began in the 

autumn and these were the first attempts to acquire and process images. 
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Figure 2. HSV (hue, saturation, value) filtration mode for mockups of an apple fruit image efficiency 

ratio of 41% with many selection errors (Tree no. 1). Source: own study. 

Appropriately selected filter edge parameters narrow the search area even more. It is 

possible to fit in circles (an approximation of apple shapes) by using the Hough transform 

method, for example. 

Previous research has made comparisons of edge detection and Hough transfor-

mation techniques for the extraction of geologic features [46] or Msplit estimation [47,48]. 

2.2. Viola–Jones Object Detection—Solution B 

Another approach involves using an object detection framework and finding objects 

by using a dataset of positive image objects (Figure 3) for training it. This process requires 

training the classifier on thousands of images and searching these images for target ob-

jects. 

 

Figure 3. Positive image samples for database training. Source: own study. 
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The Viola–Jones algorithm was used because it has several advantages, such as a so-

phisticated feature selection and an invariant detector that determines scales. This results 

in scaled functions instead of scaling the image itself [49]. 

The use of the Viola–Jones algorithm [50] is based on the description of features ra-

ther than the pixels of the image directly. The analysis of the features proposed by Viola 

and Jones is performed in random rectangles, as in Figure 4. 

 

Figure 4. Example rectangle features (based on the original article in [49]) are shown relative to the 

enclosing detection window. The sum of the pixels that lie within the white rectangles is subtracted 

from the sum of the pixels in the grey rectangles. Rectangle features can contain two sub-rectangles 

(a), three rectangles (b), or four rectangles (c), and their size can be changed cascadingly. 

Each feature result is a single value, which is calculated by subtracting the sum of the 

values of the pixels under white rectangles from the sum of the pixels under black rectan-

gles. 

Thanks to using such a generalization, it is possible to cascadingly increase the size 

of black and white rectangles, thus allowing for studying and comparing images with 

different scales. 
Unfortunately, despite the promising initial assumptions, it turned out that the algo-

rithm (the Viola–Jones algorithm) is not suitable for generalizing the classification of ob-

jects (creating classes)—it is used primarily to detect specific objects, which, in the case of 

apples, turned out to be an erroneous assumption. Additionally, even when detecting spe-

cific objects (not classes), it has a problem with torsion tilt and different lighting condi-

tions. Fruit count tests were also performed for the selected apple tree (Tree no. 1). An 

efficiency of 55% was achieved. The result is presented in Figure 5. 

 

Figure 5. Effective detection of apple objects using the Viola–Jones algorithm (Tree no. 1). Source: 

own study. 
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2.3. YOLO: Real-Time Object Detection—Solution C 

The use of the modern real-time object detection system YOLO (You Only Look 

Once) is the third solution assessed. YOLO uses a single ConvNet (or CNN, convolution 

neural network) for classification and localizing by using bounding boxes. The advantage 

of this solution, as the authors indicated, is the reconstruction of object detection to a sin-

gle regression problem, directly from image pixels to coordinates defining rectangular 

envelopes, and the probability of the occurrence of appropriate classes of objects [51]. 

The YOLO algorithm can be described in a few steps. The input image is divided into 

an SxS grid (Figure 6). Each cell in this grid is designed to predict the existence of only one 

object in it. 

 

Figure 6. An example of the division of an image into a grid in the YOLO algorithm. Source: own 

study. 

The blue line is the bounding box (bbox), which must be described by 5 components 

related to the selected cell of the grid, and these coordinates must be normalized, i.e., de-

fined within the range of 0–1. The following parameters describe each field: 

• x blue box = (385 − 116)/2 = 135 but normalized and related to the corresponding grid 

cell, here: (135 − 100)/100 = 0.35 

• y blue box = (365 − 121)/2 = 122 but normalized and related to the relevant grid cell, 

here: (122 − 100)/100 = 0.22 

• w width blue box = (385 − 116)/500 = 0.54 (normalization in relation to the width of 

the whole image) 

• h height blue box = (365 − 121)/500 = 0.49 (normalization relative to the height of the 

whole image) 

• c confidence, which is the Intersection over Union (IoU) between the predicted box 

and the ground truth (c = area of overlap/area of union). 

It is assumed that only one type of class is assigned to one cell. The output vector is 

in the form of a tensor SxSx(C + B×5), where B stands for the number of blue boxes. The 

rest looks like a normal CNN, with convolutional and max-pooling layers. All details can 

be found in the source document [52]. 

The main goal of our solution was to use real-time detection with image acquisition 

by a mobile device in practical implementation. Moreover, it was important to choose a 

neural network dedicated to the performance of mobile devices. Each image was divided 

into 4 or 16 parts depending on the resolution of the image, and each analyzed fragment 

was analyzed separately. This increased the digital detection of objects and reduced the 

memory load of the algorithm. This gives an insight into the future possibilities of analyz-

ing images acquired in the form of video recordings as parallel, multithread computing. 
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3. Results 

The use of YOLO allowed us to obtain better results than with other classifiers. At 

the same time, the working time was much shorter with YOLO. To evaluate the work and 

results, a set of YOLOv3-608 scales trained at the COCO was used http://cocodataset.org/ 

accessed on 10 January 2021. 

With confidence threshold = 10% and assuming a search only for 47 classes (apples 

in the weighing file) and excluding overlapping of objects more than 30%, 66 objects were 

found for the above image, which represents 67% of detectable objects in such an image 

(Figure 7). This illustrates the multi-threaded detection of apple objects based on the nu-

merically corrected image with: 

• change of the clarity in the arbitrary range from −18 to 18 levels, 

• noise removal using the non-local means algorithm, 

• Gamma correction from 1.1 to 1.6, 

• Increase in the number of detectable items from 27% to 80% (Figure 8). 

 

Figure 7. Example of YOLO (You Only Look Once) operation on the selected tree (a—original image, b—counted apples). 

Source: own study. 

 

Figure 8. Results of apple object detection based on the numerically corrected image (Tree no. 1). 

Source: own study. 
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Apple fruit detection, regarding their specific color (problem 1), shape (problem 2) 

visibility and size (problem 3), requires the use of appropriate computer vision tech-

niques. The research carried out has led to the following conclusions: 

1. The impact of the first problem can be significantly reduced by: 

• Anti-noise filters: non-local means filters are suggested but it is possible to experi-

ment with local ones, 

• Edge detecting algorithms, for example, operators based on the first derivative 

(Prewitt, Sobel, Canny, Scharr or Roberts) or second derivative (Marr–Hildreth algo-

rithms [10]), 

• Use of a thermal imaging camera. The literature related to the subject of study in-

cludes an effective attempt to use a thermal infrared camera; however, its cost is ex-

tremely high, which limits the scale of the task, and the achievable resolution is still 

not satisfactory. 

2. The solution to the second problem is to adopt the circular shape of a standard 

apple and use Hough transform or Msplit estimation to complement the incomplete shape 

of the circle. 

3. The different distances of apple fruits from the camera during the acquisition of a 

digital image results in different sizes (numbers of pixels) of their digital representation. 

While this is not important when assessing the number of fruits, it is of high importance 

when it comes to interpreting fruit size or belonging to the examined apple tree. Hence, it 

is important to know the size of the expected single apple in the picture. The goal can be 

reached by using one of two methods separately or by compiling them. Using a fixed focal 

length camera, the known location of the camera and the apple tree allows for the approx-

imation of the size of the fruit, and its assessment in terms of dimensions. The stability of 

the focal length and the positions of the camera and the tree guarantee a differential anal-

ysis of the development of inflorescence and, later, fruit; however, the parameters of the 

camera should be selected individually. A synthetic comparison of the three methods is 

presented in Table 1. 

Table 1. Comparison of the systems used for object identification. 

 Method A Method B Method C 

 
image filtration and Hough trans-

formers 
Viola–Jones object detection YOLO: Real-Time Object Detection 

Color 

The color of this assumption is im-

portant. Initial image filtration is 

based on the ranges of individual 

color components. 

Does not matter Does not matter 

Shape Only shapes were similar to circles. 

A well-prepared descriptor works 

properly on different shapes but you 

should put them yourself in the train-

ing set. 

Using a well-trained network or having trained it with 

new images, there is no need to place fragments of the 

image of the fruit if its detection is desired. The algo-

rithm does it. 

Size 

Relaxation of the radius causes con-

siderable elongation of the object 

search operation. 

Does not matter Does not matter 

Processing time Very long Medium (not in real-time) In real-time 

Table 2 presents the results of fruit counting efficiency using three methods on four 

test trees. 
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Table 2. Results comparison of the systems used for object identification. 

Tree No. 
The Real Number of 

Apples 

Hough Transform Viola–Jones YOLO 

Detected Ap-

ples 
Effectiveness [%] 

Detected Ap-

ples 
Effectiveness [%] 

Detected Ap-

ples 
Effectiveness [%] 

1 220 90 41 121 55 176 80 

2 82 25 30 40 49 73 89 

3 52 15 29 29 55 43 83 

4 30 14 46 19 63 26 84 

Average   37  55  84 

The reference number of apples on the tree was determined manually. The results 

indicate the use of YOLO as an effective solution for counting the number of fruits on the 

objects presented in the article. Limitations in detecting more apples resulted from phys-

ical (partially overshadowing objects) and environmental conditions. 

4. Discussion 

Research work on issues related to fruit detection based on digital images has become 

extremely popular in recent years. This is primarily related to the development of inno-

vative agricultural robots using modern image processing algorithms [52]. Concerning 

the effects of research work on various approaches of automatic apple counting based on 

images, the proposed approach has given satisfactory results. In terms of fruit detection, 

the obtained accuracy ranges between 80% and 96%. Naturally, such an accuracy range is 

related to the adopted method and the characteristics of the plants on which the fruits 

grow. Linker et al. in their approach reached the estimation accuracy of 85% [53]. They 

based their calculations on information about color and texture [1,54]. In the works of Wei 

et al. and Payne et al., among others, the results are also influenced by sunlight and color 

saturation [52,55]. Zhao et al. used a feature image fusion method to recognize mature 

tomatoes obtained, with 93% detection [56]. A similar level (92.4%) was reached by Qiang 

et al. [57]. Kelman et al. based their calculations on the shape of the detected objects, which 

resulted in 94.4% fruit detection in the pictures [58]. Similar results to those presented in 

the article were achieved by Kurtulmus et al. (84.6%) [59] and Yamamoto et al. (80% and 

88%) [60]. The apple-counting method based on YOLO has limitations due to the operat-

ing algorithm. An erroneous definition of the detection bounding box causes a small error 

in interpretation for a large box to be insignificant, but for a small box to increase in insig-

nificance. The biggest problem, regardless of the method, is that the fruit is covered by 

leaves and two fruits are in close proximity, therefore the system can interpret them as 

one object. 

The process of forecasting the number of apples in the future harvest can be divided 

into two basic stages. The first one is related to monitoring the condition of trees and 

counting the number of flowers on the trees [1,2], and counting the ripening apples. From 

the orchardists’ point of view, a special role is played by the possibility to determine the 

size of the harvest [61], hence a large number of emerging scientific studies in this area [3–

8]. In this study, several approaches to fruit (apple) number evaluation were analyzed in 

a practical way, which allowed for the compilation of the results presented below. 

Fruit images, including apples, are characterized by a high degree of texture irregu-

larities. The lack of surface uniformity results from the differences in fruit exposition and 

is a natural consequence of the fruit location within the tree crown, occultation by 

branches, leaves and others. Although the optimistic assumption of apple shape observa-

tion from any position and camera angle indicates the approximation of the circular shape, 

the overlapping of fruit images and the mentioned covering of fruits with other elements 

recorded in the images and with the shadows cast by them can also cause an unpredictable 

change in the shape of a single fruit in an image [2]. A single fruit can also be interpreted 

as two apples or more when the image of an apple is divided by a view of a branch. 
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The whole process of fruit counting, when it comes to one tree, is based on taking a 

series of pictures with the center of the projection shifted to a small longitudinal parallax. 

This allows the obtainment of a smudged image of a single tree. In this way, a full picture 

of the tree crown was obtained. A similar solution can be applied to the proposed schemes 

of the material image acquisition from a drone or mobile device for the whole orchard. 

From the technical side of the image processing system, it is necessary to collect an 

appropriate number of apple images, on the basis of which the system can start its calcu-

lations. Häni et al. adopted 1000 high-resolution images acquired in orchards, together 

with human annotations of the fruit on trees. The fruits were marked with polygonal 

masks for each object, which helped to precisely detect, locate and segment the object [61]. 

For their research, Gao et al. authors acquired 800 images, which after processing gave a 

total input of 12,800 images [6]. An analogous number of images (800 images) was used 

by Fu et al. in their research using low-cost Kinect V2 sensors [7]. In this research, a similar 

number of input photos were taken as taken by other researchers. Our input base was 

1102 images. In the field, three photos were taken for each tree on one side. 

After choosing the method of counting the apples in digital images, it is necessary to 

propose the structure of the system for taking images in the orchard. The key assumption 

of the proposed solution was to minimize the costs of its creation and use of the system. 

Hence, it assumes the use of generally available mobile devices as a component of digital 

image acquisition—georeferenced images (determined on the basis of Global Navigation 

Satellite Systems (GNSS) technology). Such a solution offers the possibility of mass use in 

horticulture. 

5. Conclusions 

The main objective of this study was to verify the optimal method for identifying and 

counting apples on trees from photographs taken in the orchard. Based on the tests per-

formed, it can be concluded that the best results are obtained using the YOLO method. 

The reduced number of trees accepted for the test allowed manual counting of the 

number of fruits on each tree. With a larger test sample, without the ability to count and 

determine a reliable number of reference fruits, the tests would have low reliability. There-

fore, for validation of individual object recognition methods, in the authors’ opinion, the 

presented sample is sufficient. The adopted approach provided an unambiguous refer-

ence number of counted fruits. It allowed to unequivocally determine the level of counting 

accuracy. The obtained accuracy of individual methods was confirmed by literature re-

view and achievements of other researchers. After carrying out the pilot experiments ac-

cording to the assumptions presented above, the decision was made to implement the task 

using smartphones equipped with a camera with the required image acquisition accuracy 

and accurate positioning by GNSS (Figure 9). 
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Figure 9. The global scheme of the system functioning. Source: own study. 

Initially, a solution can be proposed based on the measurements with the mobile de-

vice, because of its advantage over the classical methods, used mainly by mass users. 

Regarding the considerations related to fruit counting, YOLO was chosen for its: 

• efficiency, 

• possibility of implementation on mobile devices, 

• effectiveness, 

• ability to increase the effectiveness by constantly supplementing the YOLO training 

patterns requiring time for specific apple cultivars. 

The main component obtaining the data is an orchardist or a person indicated by 

him/her. The measurement is made according to the assumptions that were initially set 

for the given orchard (depending on the way the trees are planted, density, number of 

rows, etc.). 

The mobile application made available to the orchardist allows the user to take im-

ages with initial control. 

The proposed solution preliminarily assesses the images in terms of chromatics, a 

histogram and its alignment and width, which makes it possible to reject completely in-

correct photos (at the stage of acquiring them). 
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