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Abstract—Intel Optane persistent memory has the potential
to induce a change in how high-performance calculations
requiring a large system memory capacity are conducted. This
article presents what this change may look like in the case of
factorization of large sparse matrices describing electromagnetic
problems arising in the 3D FEM analysis of passive high-
frequency components. In numerical tests, the Intel oneAPI MKL
PARDISO was used to solve relatively large electromagnetic
problems defined using the finite element method.

Index Terms—Intel Optane PMem, finite element method,
sparse matrix factorization, Intel PARDISO

I. INTRODUCTION

The frequency-domain finite element method is a very
popular and efficient tool for analyzing electromagnetic
problems [1]. This type of analysis involves the computation-
ally intensive solution of a linear matrix equation (Ax = b).
In the basic analysis, the number of solutions to this equation
needed to evaluate the transfer function is equal to the number
of discretization points of the sweep in the frequency domain.
This number may be lower if the model order reduction
method is used [2]–[4]. However, in both scenarios, the solu-
tion of the matrix equation must be determined multiple times,
which is the most time-consuming part of the electromagnetic
simulation. Additionally, when the simulated structure is elec-
trically large or high simulation accuracy (leading to high mesh
density) is required, the size of the matrix A becomes very
large, and the resources needed in the solution phase grow.

Usually, the solution of large and sparse systems of linear
equations can be determined using iterative methods, which
are dedicated to solving this category of problems. It is known,
however, that achieving a satisfactory convergence of iterative
methods when applied to the solution of electromagnetic
problems is challenging [5], [6]. Additionally, if model order
reduction is applied, the solution phase is time-consuming, as
each frequency point and right hand side vector is processed
sequentially. In a situation where determining a large number
of solutions to this type of matrix equation is required, it
may be more effective to use direct methods based on matrix
factorization [3]. However, factorization of a large sparse
matrix requires a huge amount of memory. As a result, the
amount of memory required to factorize a large sparse matrix
severely limits the size of the problem that can be solved on
a single workstation.

Fig. 1. Visualization of analyzed high-power waveguide low-pass filter [10]

The memory requirement for sparse matrix factorization
strongly depends not only on the sparsity pattern and number
of non–zero elements but also on the quality of its imple-
mentation. One of the most efficient and publicly available
implementations of sparse matrix factorization is the Intel
oneAPI MKL PARDISO [7]. This software package also
partially alleviates memory resource constraints by allowing
some data to be stored on a hard drive or SSD while factorizing
a large sparse matrix (out-of-core Intel PARDISO). This
technique allows for factorization of larger matrices, but the
computational performance is much lower compared to the
standard in-core Intel PARDISO.

For many years, there were only two options for extending
the memory resources required for computation: either with
slow, cheap disks or with fast, expensive DRAM. Recently,
an alternative to these solutions, i.e. Intel Optane PMem,
has appeared on the market. Intel Optane PMem is a block
of memory connected to the processor via a DIMM socket,
which enables fast data transfers and short access times
between the processor and PMem, and can be used for efficient
computation [8], [9]. For this reason, it is possible to use
PMem to build efficient workstations or servers with high-
capacity system memory. The article presents an evaluation
of the computational efficiency of such a system during the
factorization of sparse matrices representing electromagnetic
problems. In electromagnetic simulators, such calculations are
the core of their implementation.

II. CSF BENCHMARK

In this paper, to analyze the performance of sparse matrix
factorization for different sizes of electromagnetic problems
and with different hardware configurations, the results of
tests performed on a single example of an electromagnetic
simulation are shown. For the example, the analysis of the
electromagnetic properties of the compact high-power low-
pass filter shown in Fig. 1 was selected. The filter was designed
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Fig. 2. Memory/storage hierarchy pyramid with estimated latencies [12]

for Ka-band satellite applications and is described in detail
in [11]. The matrices arising in the simulation of this structure
were generated using InventSim [10], which is a commercial
electromagnetic field simulator based on 3D FEM. These
matrices were then used to construct a linear problem that was
then solved with the Intel PARDISO direct solver. The Intel
PARDISO performance measurement for solving the problems
described in Tab. I is referred to as the CSF (Custom Sparse
Factorization) benchmark in this article.

III. INTEL OPTANE PMEM

Intel Optane persistent memory (PMem) bridges the gap
between DRAM and block storage, as shown graphically
in the memory hierarchy pyramid in Fig. 2, [12]. Its high
performance was confirmed for advanced applications, e.g.
in [8], [9], [13]. Additionally, PMem is not only a fast but
also a cost-effective solution for building a system with high
memory capacity, and “typical Optane-based systems provide
25% more memory for 20–30% cost reduction” [14]. However,
Intel Optane PMem performance is not equal to DRAM
performance, e.g. read/write latencies can be four times higher
than in the case of DRAM [15].

In the next part of this article, the performance of a system
with a large amount of non-volatile memory will be tested
with the CSF benchmark and Intel Optane PMem operating
in Memory Mode. In Memory Mode, the Intel Optane PMem
is configured as system memory and the DRAM as cache.
Intel Optane PMem also can operate in App Direct Mode,
where the DRAM and PMem are configured as separate pools
of memory, but this mode will not be tested in this article.

The topology of connecting the DRAM and PMem to the
processor can be flexibly formed [16]. For example, the 2–2–2
topology is shown in Fig. 3. In the 2–2–2 notation, each
number represents a single memory channel and its value
represents the number of modules connected to that channel,
for example, a connection to the same memory channel of
one DRAM module and one Intel Optane PMem module is
denoted by 2.

In this article, the performance of sparse matrix factorization
was measured for three test variants:

Intel® Xeon® Scalable

Processor

iMC iMC

DRAM

Intel® OptaneTM DC persistent memory

Fig. 3. 2–2–2 topology with six DDR4 DIMMs and six PMMs [16]

• DRAM-only, where the Intel Optane PMem and SSD are
not used in the calculations,

• MM, where the Intel Optane PMem was set to Memory
Mode and acted as system memory,

• OOC, where the SSD was used to store temporary data
during out-of-core Intel PARDISO calculations.

The details of these test configurations are as follows:

A. DRAM-only test

In this test variant, the system memory consisted only of
DRAM. This benchmark is performed to define a reference
system performance level when the Intel Optane PMem and
SSD are not used in the calculations.

B. MM test

In this variant of the test, the Persistent Memory Modules
(PMMs) were configured in Memory Mode and constituted
system memory, with the DRAM acting as the last-level cache
(LLC). This memory configuration does not require changes
to the operating system or the applications being executed.
This important feature allowed us to measure the performance
of Intel PARDISO operating in in-core mode on data stored
in system memory comprised of PMMs.

C. OOC test

In this test variant, if the memory requirement of in-core
Intel PARDISO exceeds the size of the DRAM, out-of-core
Intel PARDISO is used for sparse matrix factorization. For
smaller problems, the computation is performed using in-core
Intel PARDISO which stores all data in DRAM.

During this test, temporary data generated by out-of-core
Intel PARDISO was stored on the SSD. Out-of-core Intel
PARDISO “can solve very large problems by holding the
matrix factors in files on the disk, which requires a reduced
amount of main memory compared to IC” (in-core Intel
PARDISO) [7]. It is important to note that not all data managed
by out-of-core Intel PARDISO can be transferred to the disk,
so the DRAM capacity can still limit the maximum size of the
matrix for which it is possible to calculate the sparse matrix
factorization.
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TABLE I
MAIN PROPERTIES OF SPARSE MATRICES

Test
number

Number
of rows

Number
of non-zeros

Non-zeros
per row

1 100,254 1,541,325 15.37
2 150,082 2,407,039 16.04
3 230,204 3,515,046 15.27
4 350,060 5,631,346 16.06
5 562,704 10,050,956 17.86
6 920,980 16,513,754 17.93
7 1,515,634 29,233,635 19.29
8 2,490,592 51,014,880 20.48
9 3,299,680 66,899,280 20.27

10 4,105,922 82,954,035 20.20
11 5,547,038 111,990,629 20.19
12 7,346,496 144,255,036 19.64
13 11,219,216 239,266,296 21.33
14 14,001,618 295,678,299 21.12
15 18,257,014 392,264,345 21.49
16 21,946,996 470,771,798 21.45
17 26,768,864 568,199,704 21.23
18 32,353,620 693,404,462 21.43
19 42,918,578 909,810,911 21.20
20 50,292,162 1,040,894,587 20.69
21 91,789,118 2,010,041,081 21.90

TABLE II
SERVER CONFIGURATION

DRAM capacity 384 GB
Intel Optane PMem
capacity 1536 GB
DRAM 12x Samsung 32GB DDR4 2Rx4
PMem 12x 128GB Intel Optane PMem 100 Series
CPUs 2x Intel Xeon Platinum 8280L
Hyper-Threading Enabled
Number of CPU cores 112
Motherboard Lenovo SR650
OS Debian 11.3
Linux kernel version 5.17.8
Intel oneMKL version 2022.1.0
Compiler icpc 2021.6.0 20220226

IV. IBM CLOUD

Numerical tests were carried out on an IBM Cloud Bare
Metal server, made available in the Dallas 13 location. The
server details are listed in Tab. II. The server memory modules
were connected in the recommended 2–2–2 topology, which
achieves the highest capacity and bandwidth of the system
memory [16]. As a result, the described server had 12 DRAM
and 12 PMem modules (two processors times two memory
controllers per processor times three memory channels per
memory controller). The memory topology of this server is
presented in Fig. 3. During the MM tests, the entire PMem
capacity was configured in the Memory Mode. The disk space
used for the out-of-core Intel PARDISO calculations was built
from Micron 5200 MAX TCG-E 1.92 TB SSDs in a RAID
10 configuration. Its capacity was 5363 GB.

TABLE III
TOTAL PEAK MEMORY CONSUMPTION AND RELATIVE COMPUTATION TIME

Test
number

DRAM-only
test [MB]

OOC test
[MB]

MM test
[MB]

tOOC
tMM

1 381 381 381 0.95
2 648 648 647 0.97
3 905 905 905 1.00
4 1,662 1,662 1,661 1.00
5 3,016 3,016 3,022 0.92
6 5,125 5,125 5,090 0.97
7 7,690 7,690 7,697 0.93
8 18,174 18,174 18,082 0.87
9 24,734 24,734 24,653 0.94

10 28,859 28,859 28,800 0.93
11 44,794 44,794 44,688 0.96
12 57,836 57,836 57,891 0.95
13 102,433 102,433 102,628 0.98
14 135,179 135,179 135,222 0.94
15 183,456 183,456 183,451 0.92
16 253,527 253,527 252,267 1.09
17 316,687 316,687 316,772 1.22
18 OOM 358,653 412,317 3.35
19 OOM 358,735 582,275 3.61
20 OOM 358,793 662,122 3.78
21 OOM OOM 1,442,983 –

V. NUMERICAL RESULTS

The numerical tests were performed using the CSF bench-
mark for the set of electromagnetic problems listed in Tab. I.
All sparse matrices used in the tests were real and symmetric,
and were generated using the same InventSim project where
only the mesh properties were changed for subsequent prob-
lems to generate matrices of different sizes. The sparsity of
the test matrices (the number of non-zero elements divided by
the number of rows) increased from 15 to 22 with their size.

The total peak memory consumed by Intel PARDISO during
factorization is presented in Tab. III. The differences in mem-
ory consumption for the 1–17 tests performed with different
memory configurations may be due to different solutions
to the graph partitioning problem, which is NP-hard, and
whose approximate solution is obtained using heuristics [17].
Factorization for 18–21 problems could not be computed for
the DRAM-only tests as more system memory than the size of
the DRAM was required. In these cases, an “out of memory”
system error occurred, denoted as OOM in this article.

In the case of the OOC tests, the solutions were deter-
mined in the case of problems from 1 to 20. However,
during the OOC test for problem 21, there was an OOM
error. This is due to a feature of Intel’s PARDISO OOC
implementation that only allows some internal data to be
allocated to a block device. This is a significant limitation of
the out-of-core computation used to determine the problem
solution. The size of the DRAM memory used to solve
problems 18–20 in the OOC tests resulted from the memory
limit specified by the value of the environment variable
MKL PARDISO OOC MAX CORE SIZE.

Calculations with PMem in Memory Mode are not limited
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Fig. 4. Time of Intel PARDISO factorization
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Fig. 5. Intel PARDISO numerical factorization performance

by the size of DRAM memory, as is the case in the DRAM-
only tests and indirectly in the OOC tests. In the tests with
the Intel Optane PMem, it was possible to determine the
factorization of the sparse matrices even when 1.5 TB of
system memory was required.

In the DRAM-only test, the sparse matrix numerical factor-
ization time increased from 591 ms for the smallest problem
(100,254) to 1047 s for the largest problem (26,768,864). This
means that the computation time increased by 1771 times
while the size of the problem increased by 267 times. A
graphical presentation of the factorization time increase is
shown in Fig. 4. The increase in calculation time as the size
of the problem increases is reduced due to the better parallel
performance of the Intel PARDISO for larger problems, as
shown in Fig. 5. The significant increase in the computing
performance of Intel PARDISO along with the increase in the
problem size is probably due to the fact that a sufficiently large
amount of data is required for the effective parallelization of
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Fig. 6. Comparison of the MM and OOC test results
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Fig. 7. Execution time of solving the matrix equation with two RHS vectors

calculations in this type of algorithm.
The Intel PARDISO factorization time presented in Fig. 4

is similar for the DRAM-only and MM tests. The similarity
of the measured times is more accurately presented in the
last column of Tab. III, which contains the result of dividing
the factorization time measured for the OOC test (tOOC) by
the factorization time measured for the MM test (tMM). The
similar level of performance seen for both cases is a very
positive outcome as it means that significantly increasing the
system memory size by adding Intel Optane PMem to the
server has a very limited effect on increasing the computation
time. On the other hand, for the OOC test performed for
larger problems, the computation time was significantly longer
in comparison to the computation time for the MM tests.
This is largely due to the much lower out-of-core numerical
factorization performance which was around 100 GFLOPS for
the OOC test for problems 18, 19 and 20, which is significantly
lower than the more than 500 GFLOPS measured for the
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DRAM-only and MM tests for larger problems. These results
show that the way the data is accessed can have a large impact
on the computing performance of Intel PARDISO.

In recent decades, adding a memory source other than
DRAM (e.g. disk memory) to calculations has often required
the design and implementation of extensive add-on solutions.
These solutions also sometimes limited the functionality of
the program, as in the case of Intel PARDISO operating in
out-of-core mode (DRAM memory size can still limit the
ability to perform calculations). With the introduction of Intel
Optane PMem, this approach is firstly no longer required,
and secondly, out-of-core computing performance may be
significantly lower compared to computing performance with
Intel Optane PMem. This advantage is clearly visible in Fig. 6
which shows the computation time for the OOC test compared
to the computation time for the MM test. For problems 18,
19 and 20, the sparse matrix factorization time for the OOC
tests was more than three times larger than for the MM
test. This means that with the introduction of Intel Optane
PMem, out-of-core computing may become even less popular
for algorithms that require a significant amount of memory for
computation.

In the next step, the time to solve the matrix equation with
Intel PARDISO was measured, assuming that the LU factor-
ization had been calculated earlier. For this series of tests,
the right hand side (RHS) of the matrix equation contained
two columns corresponding to the two ports of the analyzed
microwave filter shown in Fig. 1. The time needed to solve
the matrix equation using Intel PARDISO was also similar for
the DRAM-only and MM tests (Fig. 7). These results confirm
that PMem is an efficient high-capacity memory source while
the sparse matrix factorization is computed.

VI. CONCLUSIONS

In this article, the high computing performance of a
microwave filter simulation carried out using Intel Optane
PMem was presented. The time of calculations made on
a server equipped with Intel Optane PMem configured in
memory mode was similar to the computing time performed
on the system in which the system memory was comprised
only of DRAM modules. Such high performance was achieved
for a system that had four times the memory capacity (384
GB compared to 1536 GB), which is very beneficial for the
efficient simulation of large electromagnetic problems by the
finite element method. Therefore, it can be concluded that
Intel Optane PMem allows for efficient execution of one of
the more time-consuming and numerically complex stages of
electromagnetic simulation based on the finite element method.
Of course, more tests need to be carried out to confirm the
high efficiency of calculations using Intel Optane PMem for
all parts of the implementation of electromagnetic simulators,
but the presented results bode well in this respect.

The performance measured for calculations run on a system
containing Intel Optane PMem compared to the performance
of out-of-core Intel PARDISO was significantly higher. This

result shows that the old approach of using block storage as
a source of additional large memory capacity may become
obsolete in the future, as a simpler solution with Intel Optane
PMem allows for much higher computing performance without
additional software modification costs. Most likely, this trend
will be more visible when Intel Optane technology is more
mature, and therefore its price is lower.
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