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Structured Abstract 

Purpose 

A framework for expedited antenna optimization with numerical derivatives 

involving gradient variation monitoring throughout the optimization run is proposed and 

demonstrated using a benchmark set of real-world wideband antennas. A comprehensive 

analysis of the algorithm performance involving multiple starting points is provided. The 

optimization results are compared with a conventional trust-region procedure, as well as 

the state-of-the-art accelerated trust-region algorithms.  

 

Design/methodology/approach 

The proposed algorithm is a modification of the trust-region gradient-based 

algorithm with numerical derivatives, in which a monitoring of changes of the system 

response gradients is performed throughout the algorithm run. The gradient variations 

between consecutive iterations are quantified by an appropriately developed metric. Upon 

detecting stable patterns for particular parameter sensitivities, the costly finite-

differentiation-based gradient updates are suppressed, hence the overall number of full-
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wave electromagnetic simulations is significantly reduced. This leads to considerable 

computational savings without compromising the design quality.  

 

Findings 

Monitoring of the antenna response sensitivity variations during the optimization 

process enables us to detect the parameters for which updating the gradient information is 

not necessary at every iteration. When incorporated into the trust-region gradient-search 

procedures, the approach permits reduction of the computational cost of the optimization 

process. The proposed technique is dedicated to expedite direct optimization of antenna 

structures, but it can also be applied to speed up surrogate-assisted tasks, especially solving 

sub-problems that involve performing numerous evaluations of coarse-discretization 

models. 

 

Research limitations/implications 

The introduced methodology opens up new possibilities for future developments of 

accelerated antenna optimization procedures. In particular, the presented routine can be 

combined with the previously reported techniques that involve (i) replacing finite 

differentiation with the Broyden formula for directions that are satisfactorily well aligned 

with the most recent design relocation and/or (ii) performing finite differentiation in a 

sparse manner based on relative design relocation (with respect to the current search 

region) in consecutive algorithm iterations.  

 

Originality/value 

Benchmarking against a conventional trust-region procedure, as well as previously 

reported methods confirm improved efficiency and reliability of the proposed approach. 
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The applications of the framework include direct EM-driven design closure, along with 

surrogate-based optimization within variable-fidelity surrogate-assisted procedures. To our 

knowledge, no comparable approach to antenna optimization has been reported elsewhere. 

Particularly, it surmounts established methodology by carrying out constant supervision of 

the antenna response gradient throughout successive algorithm iterations and utilizing 

gathered observations to properly guide the optimization routine. 
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Abstract 

Design automation has been playing an increasing role in the development of novel 

antenna structures for various applications. One of its aspects is electromagnetic (EM)-

driven design closure, typically applied upon establishing the antenna topology, and aiming 

at adjustment of geometry parameters to boost the performance figures as much as possible. 

Parametric optimization is often realized using local methods given usually reasonable 

quality of the initial designs obtained at the topology evolution stage. The major difficulty 

here is high computational cost associated with a large number of EM simulations required 

by conventional methods, both gradient and derivative-free routines. Possible workarounds 

including surrogate-assisted variable-fidelity methods (e.g., space mapping) face similar 

problems because the underlying low-fidelity model is often optimized directly. This paper 

proposes an expedited version of the trust-region (TR) gradient-based algorithm with 

numerical derivatives. A considerable reduction of the number of EM simulations is 

achieved by monitoring the behavior of the gradient throughout the algorithm run and 

omitting the finite-differentiation updates upon detecting stable patterns for particular 

parameter sensitivities. The proposed approach is benchmarked against the standard TR 

algorithm as well as the recently reported accelerated TR frameworks. Improved 

performance is consistently demonstrated for all considered test cases. 
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1. Introduction 

Design of modern antennas is a comprehensive process that consists of several stages, 

involving conceptual development, topology evolution interleaved with parametric studies 

(Saini and Dwari, 2016; Vendik et al., 2017), and typically concluded by a tuning of 

geometry parameter values (Ullah and Koziel, 2018; Lalbakhsh et al., 2019). The 

importance of this last step has been increasing over the years for several reasons. These 

include a growing complexity of antenna designs, a large number of variables necessary to 

parameterize antenna geometries, but also the need to handle multiple performance figures 

and constraints (Koziel and Bekasiewicz, 2016; Lalbakhsh et al., 2017a). Thereupon, 

traditional methods predominantly based on supervised parameter sweeping, become 

inadequate. Appropriate control over multi-dimensional parameter spaces, objectives and 

constraints requires rigorous numerical optimization. However, apart from some trivial 

setups (e.g., antenna array pattern synthesis involving analytical array models that ignore 

mutual coupling effects (Goudos et al., 2011; Reyna et al., 2017)), design closure has to 

be carried out at the level of electromagnetic (EM) simulation models. This induces 

practical problems, primarily related to the high cost of massive EM simulations required 

by conventional optimization algorithms (Nocedal and Wright, 2006). The issue is 

especially pronounced when global optimization is necessary, typically executed using 

tremendously expensive population-based metaheuristics (Choi et al., 2016; Zaharis et al., 

2017). 

A practical necessity led to the development of various methods for mitigating the 

problem of excessive costs of EM-driven design closure. The following two (although 

partially overlapping) groups of approaches can be distinguished: algorithmic 
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improvements and utilization of (global) replacement models. The first class includes 

gradient-based procedures with adjoint sensitivities (Ghassemi et al., 2013; Wang et al., 

2018)—very efficient but not widespread due to limited availability of adjoints through 

commercial EM solvers)—as well as surrogate-assisted frameworks (e.g., response 

correction techniques (Koziel and Ogurtsov, 2014), space mapping (Baratta et al., 2018), 

manifold mapping (Su et al., 2017), adaptive response scaling (Koziel and Unnsteinsson, 

2018), feature-based optimization (Koziel, 2015)). Utilization of these techniques for 

antenna design is hindered by the lack of fast underlying low-fidelity models. Within the 

second group, the most popular approaches are those involving data-driven (or 

approximation) surrogates such as kriging (de Villiers et al., 2017) or Gaussian process 

regression (Jacobs, 2016), also combined with machine learning methods (Liu et al., 2016), 

as well as artificial neural networks (Chavez-Hurtado and Rayas-Sanchez, 2016) or 

support-vector regression (Cai et al., 2018). Unfortunately, due to the curse of 

dimensionality, utilization of data-driven models is limited to antenna topologies described 

by a few parameters (de Villiers et al., 2017) or local applications (e.g., statistical analysis 

(Koziel and Bekasiewicz, 2018). Data-driven models are also employed in the design of 

other high-frequency devices, such as bandpass frequency selective surfaces (Lalbakhsh et 

al., 2015) or artificial electromagnetic conductor (Lalbakhsh et al., 2017b). 

In most practical cases, local optimization routines are applied because the initial 

designs obtained in the course of antenna topology evolution and parametric studies are 

reasonably good. This is pertinent to both direct optimization of the high-fidelity EM 

models and variable-fidelity surrogate-assisted frameworks where the EM-based surrogate 

model is optimized directly at certain stages of the process. A technique for expediting 
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trust-region (TR) gradient search has been proposed in Koziel and Pietrenko-Dabrowska, 

2019a, where the main mechanism involved sparse gradient updates controlled by design 

relocation between algorithm iterations. Considerable computational savings were 

demonstrated, yet obtained at the expense of design quality degradation. A different 

approach proposed in Koziel and Pietrenko-Dabrowska, 2019b yields an even better 

efficiency but without fixing the quality issue. In this paper, an alternative TR-based 

technique is proposed where a reduction of the number of EM simulations is achieved by 

monitoring the changes and variability of the antenna response sensitivities across the 

algorithm iterations. Stability of particular gradient components is quantified by 

appropriately developed metrics and promotes gradient updates suppression involving 

finite-differentiation (FD). As demonstrated using several antenna examples, the proposed 

approach ensured better efficiency than in Koziel and Pietrenko-Dabrowska, 2019a and 

Koziel and Pietrenko-Dabrowska, 2019b (average speedup of up to 45 percent as compared 

to the reference algorithm) but without compromising the design quality. 

 

2. Expedited Gradient Search by Means of Gradient Change Monitoring 

This section recalls the formulation of a design closure task, outlines the trust-region 

gradient search algorithm (a popular solution approach for EM-driven design problems), 

as well as introduces the proposed expedited version of the procedure. 

 

2.1. EM-Driven Design Closure. Problem Formulation 

Contemporary antennas must fulfill specifications imposed on various electrical and 

field characteristics of the device. Design closure involves final tuning of geometry 

parameters and improve its performance as much as possible. For that, a quality measure 
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is necessary and in majority of practical implementations of EM-based tuning it is a scalar 

function of the parameters (genuine multi-objective design, Koziel and Bekasiewicz, 2016, 

is out of the scope of this paper). In the presence of multiple objectives, a primary one can 

be selected with the remaining ones controlled through appropriately defined constraints. 

Using this approach, the design closure task may be defined as (x being a vector of 

geometry parameters) 

* arg min ( )U
x

x x                                                     (1) 

subject to gk(x)  0, k = 1, …, ng, and hk(x) = 0, k = 1, …, nh (inequality and equality 

constraints, respectively). As most of the constraints are computationally expensive 

(require EM simulation), a penalty function approach is a convenient way of handling these 

(Conn et al., 2000). The problem is then reformulated as 

* argmin ( )PU
x

x x                                                         (2) 

with  

1
( ) ( ) ( )

g hn n

P k kk
U U c




 x x x                                              (3) 

where ck(x) measure violations of the respective constraints whereas k are the penalty 

coefficients. A few examples follow: 

1. Best matching design: U(x) = S(x) = max{f  F : |S11(x,f)|}, where f is a frequency within 

a range of interest F. 

2. Gain maximization: U(x) = –G(x), where G(x) is the average in-band gain, with the 

constraint S(x)  –10 dB. 

3. Axial ratio improvement: U(x) = AR(x), where AR(x) is the maximum in-band axial ratio; 

constraint S(x)  –10 dB. 
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4. Size reduction of a CP antenna: U(x) = A(x), where A(x) is the footprint; constraints S(x) 

 –10 dB and AR(x)  3 dB. 

A typical form of the penalty function would be relative constraint violation, e.g., c(x) = [(S(x) 

+ 10)/10]2 for S11 (second power used to ensure the smoothness of UP at the feasible region 

boundary). The above examples do not constitute an exhaustive list. Another possible 

application is pattern synthesis (e.g., side lobe level reduction), especially when full-wave EM 

models are used to antenna array evaluation (e.g., in order to take into account mutual coupling 

effects), in which case local optimization methods would normally be applied due to excessive 

costs of global routines (Bencivenni et al., 2016; Siragusa et al., 2012). This is especially the 

case when handling very large arrays, in particular reflectarrays, comprising up to thousands 

of elements (Zhou et al., 2015; Richard et al., 2019; Prado et al., 2019). 

2.2. Trust-Region-Embedded Gradient Search 

The trust-region (TR) gradient-based algorithm (e.g., Conn et al., 2000) is used here as 

the reference method. It solves the problem (2) by generating vectors x(i), i = 0, 1, …, as 

approximations to x*, obtained through optimization of a linear expansion model UL
(i) of 

UP at x(i). The model UL
(i) is defined similarly as UP but using expansion models of the 

respective antenna responses. For example, for the reflection characteristic, we have 

( ) ( ) ( ) ( )

11( , ) ( , ) ( ) ( )i i i i

L SS f S f   x x G x x x                                       (4) 

and so on, where GS stands for the reflection gradient. The approximation vectors are found 

as 

( ) ( ) ( )

( 1) ( )

;
arg min ( )

i i i

i i

LU

   


x d x x d
x x                                              (5) 

For the later use, we denote sensitivity matrix corresponding to all antenna responses 

collectively as G, and it is estimated using finite differentiation; d(i) is the search region size 
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vector adjusted using the standard rules (Conn et al., 2000). The inequalities –d(i)  x – x(i)  

d(i) in (5) are component-wise. Interval-type definition of the trust region eliminates the need 

for variable scaling by making the initial size vector d(0) proportional to the design space 

sizes. The CPU cost of each algorithm iteration is at least n + 1 EM antenna simulations 

necessary to evaluate the system response and the gradient. For unsuccessful iterations, the 

cost increases because the candidate design has to be reset by solving (5) with a reduced d(i) 

and re-evaluated. 

 

2.3. Gradient Change Monitoring for TR Framework Acceleration 

In the proposed technique, the behavior of the gradient of the antenna 

characteristics throughout the algorithm run is monitored, in order to pinpoint the 

parameters characterized by stable sensitivity patterns. For such parameters, the finite-

differentiation-based update may be skipped. The gradient changes are quantified by a 

metric introduced below; if they are minor, the FD estimation is not performed.  

For the sake of explanations, let us assume that the antenna characteristic of interest 

is the reflection coefficient S11(x,f), here, being a function of the antenna designable 

parameter vector x and the frequency f. Let us denote as GS = [G1 … Gn]T the gradient 

vector of S11(x,f), where Gk denotes sensitivity w.r.t the k-th parameter, k = 1, …, n. In 

addition, let Gk
(i)(f) and Gk

(i–1)(f) refer to the k-th component of the gradient GS in the ith 

and (i–1)th iteration, respectively (the gradient dependence on the frequency f is shown 

explicitly). In order to compare Gk
(i) and Gk

(i–1) at two subsequent iterations, the gradient 

change factors (averaged over the frequency range of interest F) are utilized as a 

quantification metric 
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1

1

1

( ) ( )
2

( ) ( )

i i

k ki

k i if F
k k

G f G f
d mean

G f G f







 
  
 
 

                                          (6) 

In the i-th iteration, the minimum and the maximum value of gradient change factors of 

all parameters: dmin
(i) = min{k = 1, …, n : dk

(i)} and dmax
(i) = max{k = 1, …, n : dk

(i)}, 

respectively, is found. Using these, a number Nk
(i) of future iterations without FD for the k-

th parameter is assessed. The relationship between Nk
(i) and the factors dk

(i) is described 

by the affine conversion function  

( ) ( ) ( ) ( )

max min( )i i i i

k kN N a d d                                                (7) 

where a(i) = (Nmax – Nmin)/(dmin
(i) – dmax

(i)) and [[.]] denotes the nearest integer function. In 

addition, Nmin and Nmax refer to the minimum and the maximum number of iterations 

without FD (the algorithm control parameters). Clearly, the maximum number Nmax is 

assigned to the parameters featuring the smallest gradient change between subsequent 

iterations, as quantified by dk
(i). An increase in dk

(i) leads to a decrease of Nk
(i). The 

sensitivity update through FD is carried out at least once per Nmax iterations, and not more 

often than every Nmin iterations. The value of Nk
(i) is based both on the “current” difference 

factors dk
(i) (calculated using (6) for the parameters with FD performed in the i-th iteration), 

as well as the “prior” ones (retained from the previous iterations for the parameters without 

FD in the i-th iteration).  

Figure 1 shows the operation of the proposed algorithm in a form of a flow diagram. 

In each iteration, a binary selection vector α(i) is created. The nonzero entries αk
(i), k = 1, …, 

n, refer to the variables for which the gradient component Gk
(i) is to be updated using FD. 

Conversely, αk
(i) equal to zero implies omission of FD. In the first two iterations, the entire 

gradient is estimated solely using FD. From the third iteration on (see Fig. 1), the 
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components of the selection vector αk
(i) are derived from the Nk

(i) as follows: αk
(i) = 1 if Nk

(i) 

= 1, and αk
(i) = 0 if Nk

(i) > 1. The values Nk
(i+1) for the (i+1)th iteration are determined using 

(7) for the variables currently updated through FD, whereas for the remaining parameters 

the previously assigned number of iterations is decremented, i.e., Nk
(i+1 ) = Nk

(i) – 1. 

Consequently, in each iteration, the gradient GS is merged from the entries either currently 

estimated with FD (if αk
(i) = 1) or previously estimated with FD (if αk

(i) = 0). 

The proposed algorithm with the gradient change tracking follows the operation of 

the reference algorithm of Section 2.2 merely in the first two iterations. The major difference 

is a conscientious omission of FD updates in subsequent iterations governed by the gradient 

stability pattern.  The numerical results summarized in Section 3 indicate that the proposed 

procedure delivers considerable CPU cost savings, at the expense of a slight deterioration 

of the design quality. 

 

EM 
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No
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(i)
 = 1 ?

k   n ?
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No

Calculate Gk (x
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(i)
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(i 1)
)
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Set k = 1

No
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Calculate dk 
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(1)
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 = 1, k = 1, ..., n 

Set selection vector a
(2)

: 

ak
(2)

 = 1, k = 1, ..., n 

Optimization 

routine

GRADIENT 

UPDATE

SELECTION 

VECTOR 

UPDATE

Yes No

 
Fig. 1. Flow diagram the proposed algorithm with gradient change control. 
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3. Verification Case Studies 

Our benchmark set comprises three wideband antenna structures. Antenna I (Qing 

and Chen, 2009), shown in Fig. 2(a), is a uniplanar structure with a driven element in the 

form of a fork-shaped radiator fed through a coplanar waveguide. It is implemented on 

Taconic RF-35 substrate (h = 0.762 mm, εr = 3.5, tanδ = 0.0018) and its independent 

geometry variable vector is x = [l0 l1 l2r l3r l4 l5 w1 w2 w3 w4 g]T, with l2 = (0.5wf + s + 

w1)∙max{l2r, l3r} and l3 = (0.5wf + s + w1)∙l3r; wf = 3.5 and s = 0.16 fixed to ensure 50 ohm 

input impedance. Antenna II, (Fig. 2(b)), is also implemented on the same substrate and it 

comprises a quasi-circular radiator and a modified ground plane for bandwidth enhancement 

(Alsath and Kanagasabai, 2015). The design variables are: x = [L0 dR R rrel dL dw Lg L1 R1 

dr crel]T. Antenna III (Haq et al., 2017), shown in Fig. 2(c), is implemented on FR4 substrate 

(r = 4.3, and h = 1.55 mm) and its geometry parameters are x = [Lg L0 Ls Ws d dL ds dWs dW 

a b]T. The computational models for all antennas are implemented in CST Microwave Studio 

and evaluated using its transient solver. All models incorporate SMA connectors. The model 

setups are the following: Antenna I: ~550,000 mesh cells, simulation time 130 seconds; 

Antenna II: ~830,000 mesh cells, simulation time 210 seconds; and Antenna III: ~520,000 

mesh cells, simulation time 176 seconds. 

The antennas have been optimized for minimum reflection within the UWB band 

(3.1 GHz to 10.6 GHz) as formulated in Section 2. The proposed algorithm has been 

executed with Nmin = 1 and Nmax = 5 and 7. In order to properly assess the performance of 

the optimization routine, ten random initial designs have been used for each antenna. The 

reason for executing multiple runs of the algorithm is that all of the considered optimization 

problems are, as a matter of fact, multimodal. This primarily results from the parametric 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


redundancy, which, in turn, comes from various topological modifications introduced 

within the antenna geometries (all of the cases are compact antennas that contain 

modifications aimed at footprint area reduction). Consequently, starting from different 

initial designs, the local routine ends up in somehow different local optima. These optima 

are all of satisfactory quality yet distinct. Benchmarking made on the basis of multiple runs 

gives a more representative picture of the algorithm performance because of reducing the 

bias associated with selecting a particular initial design. 

The result statistics are presented in Table I. For comparison, Antennas I through 

III have been optimized using the reference algorithm of Section 2.2 (Algorithm 1). The 

comparison with previously reported algorithms is also given: Algorithm 2 (Koziel and 

Pietrenko-Dabrowska, 2019a) and Algorithm 3 (Koziel and Pietrenko-Dabrowska, 2019b; 

for the basic theory see Appendix). The results for the presented algorithm with Nmax = 5 

and 7 are given in Table I as well (Algorithm 4 and 5, respectively). Table II provides a 

thorough comparison of the main features of the aforementioned algorithms. The plots of 

the initial and optimized responses for the representative algorithm runs for all benchmark 

antennas are presented in Fig. 3.  
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(a) (b) (c) 

Fig. 2. Benchmark antenna structures used for verification of the proposed algorithm:  

(a) Antenna I, (b) Antenna II, (c) Antenna III. The ground plane marked using light gray shade. 
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Table I. Optimization Results for Antennas I through III, along with Computational 

Savings, Design Quality Degradation and Results Repeatability 
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1
1
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1 
96.5 

[209.1] 
– 

–21.7 

[–21.0] 
– 0.9 

111.2 

[389.2] 
– 

−14.9 

[–14.2] 
– 0.6 

111.0 

[325.6] 
– 

−13.9 

[–12.4] 
– 1.0 

2 
70.9 

[153.6] 
26.5 –20.9 0.8 2.3 

58.3 

[204.1] 
47.6 –13.7 1.2 1.3 

73.1 

[214.4] 
34.1 –12.8 1.1 1.3 

3 
63.3 

[137.2] 
34.4 –20.8 0.9 3.4 

75.9 

[265.7] 
31.7 –14.3 0.9 1.0 

80.0 

[234.7] 
27.9 –11.9 1.9 2.0 

4 
55.6 

[120.5] 
42.4 –21.9 –0.2 1.0 

66.3 

[232.1] 
40.4 –14.7 0.2 0.8 

68.7 

[201.5] 
38.1 –13.5 0.4 1.1 

5 
55.5 

[120.3] 
42.5 –21.8 –0.1 1.0 

61.2 

[214.2] 
45.0 –14.5 0.4 0.9 

57.6 

[169.0] 
48.1 –13.1 0.8 1.2 

a Number of EM simulations averaged over 10 algorithm runs. The values in brackets below stand for 
optimization time [min] obtained with Intel Xeon 2.1 GHz dual-core CPU, 128 GB RAM. 
b Relative computational savings in percent w.r.t. the reference algorithm. 
c Maximum in-band reflection max|S11| in dB averaged over 10 algorithm runs. The values in brackets below 
are obtained by the reference algorithm within the overall optimization time of Algorithm 5. 
d Degradation of max|S11| w.r.t. the reference algorithm in dB. 
e Standard deviation of max|S11| in dB across the set of 10 algorithm runs. 
1 Reference TR region algorithm (gradient updated solely using FD). 
2 Algorithm of Koziel and Pietrenko-Dabrowska, 2019a (smart gradient update scheme based on relative 
design relocation during optimization run). 
3 Algorithm of Koziel and Pietrenko-Dabrowska, 2019b (sparse update scheme using Broyden formula based 
on the alignment of the most recent design relocation with coordinate system axes). 
4, 5 This work, gradient change control algorithm: Nmax = 5 and 7, respectively. 

 

 

   

                              (a)                                           (b)                                         (c) 
Fig. 3. Reflection responses of the considered antennas for the representative algorithm runs: 
(a) Antenna I, (b) Antenna II, (c) Antenna III. Horizontal lines mark the design specifications; (- - 
-) initial design, (—) optimized design. 
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Table II. Main Features of the Optimization Procedures Utilized in this Work 

(Including Benchmarking) 
 

Algorithm 

Initial 

gradient 

estimation 

Acceleration 

rationale 

Finite 

differentiation  

gradient update 

Average 

quality 

deterioration 

w.r.t. 

Algorithm 1 

Average 

cost savings 

w.r.t. 

Algorithm 1 

1 
Reference trust-

region 

finite 

differentiation 
N/A 

Performed in each 

iteration for each 

parameter 

N/A N/A 

2 

Algorithm of Koziel 

and Pietrenko-

Dabrowska, 2019a 

finite 

differentiation 

relative design 

relocation w.r.t. trust 

region size 

Omitted in some 

iterations for some 

parameters 

~1 dB ~35 % 

3 

Algorithm of Koziel 

and Pietrenko-

Dabrowska, 2019b 

finite 

differentiation 

alignment of the 

design relocation 

with coordinate 

system axes 

Replaced in some 

iterations for some 

parameters with 

Broyden formula 

> 1 dB ~30 % 

4 
Algorithm of Section 

2.3 (Nmax = 5) 

finite 

differentiation 

measure of changes 

of the response 

gradient between 

iterations 

Omitted in some 

iterations for some 

parameters 

~0.2 dB ~40 % 

5 
Algorithm of Section 

2.3 (Nmax = 7) 

finite 

differentiation 

measure of changes 

of the response 

gradient between 

iterations 

Omitted in some 

iterations for some 

parameters 

~0.5 dB ~45 % 

 

The results confirm that the proposed algorithm performs consistently over the 

considered benchmark set and delivers designs of fine quality (cf. Table I and Fig. 3). It 

should be underlined, that the solution quality obtained for Antenna I with Algorithm 4 (Nmax 

= 5) is even better than that of the reference algorithm. For Antennas II and III, Algorithm 4 

delivers designs of insignificantly deteriorated quality: a degradation w.r.t. the reference 

algorithm is only 0.2 dB and 0.4 dB, respectively. In addition, a considerable computational 

speedup of 40 percent on average is obtained (from around 38 percent, for Antenna I, to 45 

percent for Antennas II and III). The results repeatability is measured by the standard 

deviation of the objective function value over the set of ten algorithm runs. The results of 

Table I verifies the reliability of the proposed algorithm, since the obtained values of the 

standard deviation are only slightly higher than those for the reference algorithm. 
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In Table I, the results obtained using the two values of algorithm control parameter 

are presented: Nmax = 5 and 7. Clearly, increasing Nmax (Algorithm 5), i.e., omitting FD for 

a greater number of iterations, further accelerates the optimization process. The average 

cost savings rise up to 45 percent, which is, however, accompanied by a more pronounced 

degradation of the solution quality (up to 0.8 dB for Antenna III). The higher value of Nmax, 

however, does not influence standard deviation.  

It should be noted that because the only objective of the optimization process was 

matching improvement, there was no control over other performance figures such as the 

radiation pattern or the physical dimensions of the antenna. As the improvement of the antenna 

matching (especially at the lower end of the operating frequency range) and the reduction of 

the footprint area are partially conflicting objectives, it is expected that the optimized designs 

would exhibit increased size. This is indeed the case. For the specific cases shown in Fig. 3, 

the footprints before and after optimization are as follows: 716 mm2, 550 mm2, 509 mm2 

(Antenna I, II, and III, at the initial design), and 746 mm2, 575 mm2, 468 mm2 (Antenna I, II, 

and III, optimized), which generally confirms the above prediction (however, note that 

Antenna III has it footprint reduced upon optimization). On the other hand, the radiation 

patterns are expected to be relatively stable under the optimization because the antenna 

topologies are fixed. This has actually been observed as indicated in Figs. 4 and 5 where the 

H- and E-plane patterns before and after optimization are provided for the selected frequencies. 
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(a) 

 
(b) 

 
(c) 

Fig. 4. H-plane radiation patterns before (—) and after (-o-) optimization for 4 GHz, 6 GHz, and 8 
GHz: (a) Antenna I, (b) Antenna II, (c) Antenna III. 
 
 
 

Table I also provides benchmarking against the previously reported procedures: 

Algorithm 2 (involving a smart gradient update scheme based on relative changes of the 

parameter values during optimization process; Koziel and Pietrenko-Dabrowska, 2019a), and 

Algorithm 3 (utilizing a sparse gradient update scheme with a Broyden formula applied for 

selected parameters; Koziel and Pietrenko-Dabrowska, 2019b; Pietrenko-Dabrowska, Koziel, 

2019; for the details see Appendix). The procedure introduced in this paper outperforms both 

methods with respect to all the quality measures considered: the design quality and its standard 
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deviation, as well as the results stability. Algorithms 2 and 3 deliver lower computational 

savings of around 30 percent, and the design quality is considerably worse: objective function 

deterioration exceeds 1 dB w.r.t. the reference algorithm. In addition, the results repeatability 

is also inferior, especially for Algorithm 3 it is approximately twice as high as for the reference 

and the proposed algorithm. 

 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. E-plane radiation patterns before (—) and after (-o-) optimization for 4 GHz, 6 GHz, and 8 
GHz: (a) Antenna I, (b) Antenna II, (c) Antenna III. 
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4. Conclusion 

The paper presented a novel algorithm for expedited (local) design optimization of 

antenna structures. Our approach is based on the trust-region gradient search with numerical 

derivatives. It offers an improvement of computational efficiency by monitoring gradient 

alterations along the optimization path and by suppressing utilization of finite-

differentiation-based updates whenever small sensitivity variations are detected. Verification 

studies demonstrate that the proposed approach outperforms recently reported accelerated 

TR procedures in terms of computational savings, along with the result reliability and design 

quality. The primary limitation of the approach is that—just as the reference TR algorithm—

it is a local method, and a reasonably good initial design is required to ensure satisfactory 

outcome. Also, depending on the functional landscape of the considered objective function, 

the achieved computational savings may be lower than those presented in this work, although 

given the comprehensiveness of the verification process it is not very likely in practice. 

Potential uses of the proposed framework include direct EM-driven design closure as well 

as solving sub-problems for variable-fidelity surrogate-assisted routines (surrogate model 

extraction and optimization). Furthermore, the presented algorithm may be combined with 

the previously reported techniques (i.e., FD replacement with the Broyden formula for 

directions suitably aligned with the most recent design relocation and/or omission of FD 

depending on relative design relocation with respect to the current search region), which may 

potentially lead to additional computational saving and design quality improvement. This 

will be the subject of the future work. 
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Appendix: Gradient Search with Selective Broyden Updates 

Here, the particulars of the algorithm with selective Broyden updates are briefly 

outlined, for a more detailed description see Koziel and Pietrenko-Dabrowska, 2019b. In 

the procedure, the initial estimate of the antenna response gradient is obtained through full 

finite differentiation. In subsequent iterations, FD is superseded for some variables with a 

rank-one Broyden formula (Koziel et al., 2010)  

   
       ( 1) ( ) ( ) ( 1) ( 1)

11 11
( 1) ( )

( 1) ( 1)

, ,i i i T i i

S
i i

S S i T i

S f S f f
f f

  



 

   
 

x x G h h
G G

h h
, i = 0, 1, (8) 

where GS
(i)(f) is the reflection gradient GS(f) = [G1(f) … Gn(f)]T = [S11(x,f)/x1 … 

S11(x,f)/xn]T at the frequency f in the i-th iteration; and h(i+1) = x(i+1) – x(i) denotes the 

recent design relocation. The choice of the gradient components to be updated by (8) is 

based on the alignment between h(i+1) and the coordinate system vectors e(k) = [0 … 0 1 0 

… 0]T (1 on the k-th position), k = 1, …, n. This is quantified in the ith iteration as φk
(i+1) = 

|h(i+1)Te(k)|/||h(i+1)|| and compared to the alignment threshold φmin, a control parameter of the 

algorithm. Gk(f) is either estimated through FD (if φk
(i+1) < φmin) or calculated using (8) (if 

φk
(i+1)  φmin). Increasing the threshold φmin makes a condition for using the Broyden 

formula more rigorous. On the other hand, lowering φmin is advantageous from the 

computational savings point of view, however it may lead to design quality degradation. 
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