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Abstract—In a generic setting subsuming communication 

networks, resource sharing systems, and multi-agent communi-

ties, a client generates objects of various classes, to which a server 

assigns class-dependent service quality. We identify a class of 

Fake VIP attacks as false declarations of a high class to acquire 

undue service quality, with an awareness that a defense via object 

signature detection is costly and so invoked reluctantly. We show 

that, unexpectedly, such attacks can be mitigated by a double-

blind reputation scheme at the server side. We offer a minimum-

information framework for Fake VIP attacks and a stochastic 

analysis of a two-player Stackelberg game to find optimum at-

tack and defense strategies, as well as to identify regions of opera-

tion where both the client and the server find the reputation 

scheme beneficial. 

Keywords—service provision; Fake VIP attack; signature 

detection; reputation; Markovian analysis; Stackelberg game 

I. INTRODUCTION 

In distributed multi-agent systems, interactions between 

agents can be modeled in the Client-Server paradigm: Client 

requests service of some quality level, which Server grants. To 

reflect the workings of today's communication networks or 

resource sharing systems, this paradigm can be extended to 

include Sender and Relay. Client generates objects (e.g., pack-

ets, queries, or transactions) of various intrinsic classes; the 

latter determine the service quality the object is entitled to. For 

simplicity, we only distinguish two intrinsic classes, low (L) 

and high (H). Sender, acting on behalf of Client, appends in-

trinsic class-dependent information to each object (e.g., suit-

able metadata) and passes the object to Relay as a request for 

service. The appended information, called declared class, is 

used by Relay to decide the assigned class for the object, i.e., 

the service quality to be granted; subsequently, Relay passes 

the object on to an appropriate Server. Thus Relay acts on 

behalf of Server and embodies, e.g., an intermediate network 

node with a routing scheme, a load balancer, a front-end proc-

essor performing service discovery etc. 

When service quality differentiation is supported, a serious 

threat to system security and performance are usurpation at-

tacks, where Sender declares a higher class than an object's 

intrinsic class to ensure better service quality for Client. This 

imposes undue effort (service level) upon Server, whose inter-

ests Relay should protect. Consider a packet network where a 

source node (Sender) appends voice/video headers to best-

effort packets generated by a local application (Client). The 

packets then enjoy priority queuing/medium access before 

onward transmission at the nearest neighbor node (Relay) and 

at all subsequent nodes (Servers) en route to destination, in-

stead of non-priority queuing/medium access that these pack-

ets are entitled to. An example is the traffic remapping attack 

(TRA) [1] in wireless networks employing the IEEE 802.11 

MAC protocol in Enhanced Distributed Channel Access 

(EDCA) mode [2]. In a distributed resource sharing system, a 

similar attack can be launched by an intelligent terminal (i.e., 

Sender) issuing a transaction request on behalf of Client, by 

falsely stating the urgency or nature of the transaction. In the 

user-centric Social Internet of Things [3], an entity may pre-

tend to be a "trusted friend" and request a higher level of ser-

vice from another entity within reach. 

To defend against usurpation attacks, Relay should infer 

the intrinsic class of an arriving object, e.g., via a signature 

detection scheme. A signature is an abstraction of intrinsic 

class-dependent features of an object that Sender cannot mod-

ify, e.g., packet length and/or data content, client's credentials 

and/or contextual information in a query, transaction security 

data etc. A classical defense approach consists in tight access 

rights control that involves checking the detected signature 

against a trusted database. However, signature detection may 

be costly: in packet networks it amounts to Deep Packet In-

spection, e.g., using pattern matching [4], which is hard to 

perform online at high transmission rates; in high-volume 

transaction processing systems frequent communication with a 

remote trusted database would foster devastating denial-of-

service attacks. Therefore, Relay may be reluctant to invoke 

signature detection and Sender may hope for an attack to go 

undetected. This is why we use here the term Fake VIP attack 

to conjure up a cheeky impostor whose legitimacy no one 

dares to check lest they run into trouble.
1
 Besides being costly, 

signature detection in general is also imperfect: voice/video 

packets are typically short, but so can be best-effort packets; 

client's credentials may remain the same even though succes-

sive objects have different intrinsic class etc. 

                                                           
1
 One particularly daring Fake VIP attack was portrayed in Nikolai Gogol's 

The Government Inspector; another was actually launched in the famous 

historical episode known as "the Captain of Koepenick." 



Several postulates aggravate the problem of Fake VIP at-

tacks and outline the minimum-information framework of our 

subsequent analysis: 

(i) launching a Fake VIP attack is costless for Sender (unless 

payments are imposed for merely requesting high service 

quality, which is often impractical), 

(ii) Relay has no means of learning an arriving object's in-

trinsic class: the declared class may result from a Fake 

VIP attack, and signature detection is imperfect, 

(iii) Relay's decision whether to invoke signature detection in 

general cannot be conditioned upon the demanded class, 

since the latter may have been incorporated into the sig-

nature at Sender, or only be revealed after the decision 

has been made, 

(iv) providing high-quality service is costly for Server and not 

necessarily accompanied by payment to Relay or Server, 

(v) Sender cannot learn the class assigned at Relayher (and 

Client's) perception of service quality only forms across a 

long sequence of class assignments to successive objects, 

(vi) Relay is not allowed to cheat on class assignment, i.e., 

assign a low class when detected signature indicates a 

high intrinsic class, since it could jeopardize the mission 

of the system. 

In our TRA example, postulate (i) is obvious given that a 

Fake VIP attack consists in simply substituting a false packet 

header. Postulate (ii) is due to best-effort packets sometimes 

having features (such as length, source/destination port or cer-

tain bit patterns) characteristic of voice/video packets and vice 

versa. Postulate (iii) arises when Deep Packet Inspection has 

to be performed in a cut-through fashion, as a packet's bits 

flow through the node, the demanded class being appended in 

the packet's trailer. Postulate (iv) is realistic, since priority 

handling of packets being part of a TRA consumes bandwidth 

dedicated to other Clients. Postulate (v) is realistic too, since 

the source node cannot read headers (priority assignments) of 

packets forwarded by distant en route nodes, and perceived 

end-to-end performance of an individual packet or session 

may be misguiding, as it is influenced by encountered conges-

tion, failures, or rerouting. Finally, postulate (vi) reflects the 

adverse effect of mishandling real-time traffic. In distributed 

environments other than wireless networks, the above postu-

lates can be justified similarly. 

From the system design viewpoint, postulates (i) and (ii) 

create a powerful incentive for Sender's Fake VIP attacks, 

which can be launched with impunity and at no cost; Relay 

can only attempt to mitigate their effects, i.e., make them not 

too beneficial for Client and not too damaging for Server, 

while keeping the signature detection cost acceptable. How-

ever, postulate (iii) prevents easy savings at Relay, e.g., by 

only invoking signature detection when the demanded class is 

high; it also implies that Relay cannot easily punish a sus-

pected Fake VIP attack (when the detected signature does not 

match the demanded class). Postulates (iv) and (v) create a 

moral hazard situation for Relay [5], who might feel incentiv-

ized to cheat, e.g., by assigning low-quality service regardless 

of the declared class or detected signature. However, object-

by-object cheating is prevented by postulate (vi). Moreover, in 

connection with postulate (v) it can be assumed that Sender 

perceives the statistical impact of Relay's assignments; there-

fore Relay should refrain from long-term cheating as well, as 

it might raise suspicions in Sender. Clearly, postulate (v) rules 

out the use of online prediction algorithms [6] by a smart 

Sender who would attempt to learn the rules behind Relay's 

assignments and so contrive good attack strategies (unless 

Sender and Relay collude, in which case the former can com-

pare declared and assigned classes of successive objects).  

Postulates (ii), (iii), and (v) constitute a demanding mini-

mum-information framework. Given the little information on 

Relay's behavior, Sender might reasonably resort to a prob-

abilistic attack strategy, whereby a Fake VIP attack on a spe-

cific object is launched with an intrinsic class-dependent prob-

ability; this probability Sender should optimize based on the 

statistical expectation of perceived service quality. Given the 

inability to learn an object's intrinsic class, Relay should find a 

balance between the cost of frequently providing high-quality 

service and that of frequently executing signature detection, 

subject to good enough statistical perception at Sender. How-

ever, Relay has too little information to learn Sender's attack 

strategy − inferring it from the statistics of declared classes 

and detected signatures would require the knowledge of the 

statistics of intrinsic class generation, which is Sender's pri-

vate information. 

If the signature detection cost is significant, Relay would 

rather trust declared class than invoke signature detection, i.e., 

absorb the damage caused by Fake VIP attacks. On the other 

hand, a small signature detection cost permits Relay to never 

trust declared class. However, Relay might reason that Sender 

will then refrain from Fake VIP attacks, which will render 

signature detection unnecessary. Thus trusting declared class 

should be subject to a clever policy at Relay, to which Sender 

should respond with a clever Fake VIP attack strategy. In this 

paper we provide a novel design and evaluation framework for 

a reputation scheme at Relay. It helps Relay to decide for an 

arriving object whether to invoke a signature detection (reduc-

ing the risk of undue high-quality service provision) or skip it 

and trust the declared class (reducing the cost of signature 

detection). A number of reputation states are distinguished 

and updated on an object-by-object basis, and only the highest 

one (the trust state) permits to skip signature detection. In non-

trust reputation states, the comparison of the declared class 

and detected signature governs reputation state transitions. To 

thwart sophisticated attack strategies, current reputation state 

is not revealed to Sender. The operation of the proposed repu-

tation scheme is thus double-blind: it is unable to observe the 

true behavior of the agent under scrutiny, nor is the agent 

aware of the inferred reputations or decisions they lead to. 

While our double-blind approach may raise doubts as to 

the term reputation (since by standard definitions, reputations 

should be publicly known [7]), we believe any measure de-
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rived from an agent's past behavior and used for trust deci-

sions deserves that name. Note that revealing reputations to 

agents may not always be rational: it may prompt agents to 

exploit their current reputations [8] or discover the logic of the 

reputation scheme to later manipulate it [9], [10]. 

The contributions of this paper can be stated as follows: 

• We identify Fake VIP as a class of usurpation attacks 

aware of signature detection being costly (and imperfect), 

and offer a game-theoretic analytical framework to evalu-

ate Sender's and Relay's expected utilities under opti-

mized Sender's attack strategy and Relay's defense.  

• We consider a demanding minimum-information frame-

work to address real-world environments where Sender's 

and Relay's actions are not transparent to each other. 

• We design a double-blind reputation scheme at Relay and 

use Markovian analysis to identify regions of operation 

where Fake VIP attacks are mitigated and moreover, both 

Client and Server find the scheme beneficial. Unaware of 

any other existing mitigation approach in the minimum-

information framework, we compare our reputation 

scheme with a baseline reputation-free scenario. 

The rest of the paper is organized as follows. After a brief 

survey of related work (Section II), in Section III we specify 

the system model and define the agents' utilities. Sender's util-

ity (benefit) reflects the effectiveness of Fake VIP attacks as 

compared with a system without a reputation scheme; Relay's 

utility (cost) combines the high-quality service provision and 

signature detection costs. Expected utilities are derived in Sec-

tion IV using a simple Markovian analysis. Next, in Section V 

we consider a Stackelberg game [5] between Sender and Re-

lay, in which Relay sets the parameters of the reputation 

scheme so as to minimize her cost, anticipating that Sender 

will respond with an attack strategy that maximizes her bene-

fit. That is, the players reach a Stackelberg equilibrium (SE). 

We show that for a range of signature detection costs, the 

presence of the reputation scheme improves the expected SE 

utilities of both players: Sender launches Fake VIP attacks 

with restraint, while Relay trusts declared class quite fre-

quently. We also consider Sender's off-equilibrium (possibly 

malicious) play. In Section VI we briefly discuss the impact of 

the reputation scheme. Section VII concludes the paper. 

II. RELATED WORK 

Local and multihop wireless networks face a variety of 

Fake VIP attack known as the traffic remapping attack (TRA) 

[1]. The reason is that Deep Packet Inspection (signature de-

tection) [4] is rarely practical. The authors of [11] propose that 

nodes should report to an access point the traffic priority they 

claim and truthful reporting is incentivized via Vickrey-

Clarke-Groves payments. This amounts to Relay charging 

Sender for declaring class H. However, a payment scheme 

may be hard to implement and our solution does not require it. 

In [12], MAC-layer parameters are configured to improve 

transmission characteristics of low-priority traffic and so dis-

incentivize claiming high priority for such traffic − in our 

framework, Relay claims from Servers more equitable treat-

ment of objects with assigned class L relative to class H ob-

jects. However, such claims may not be supported by the Re-

lay-to-Server communication protocol or service provision 

mechanisms at Servers. In an opposite approach [13], nodes 

can take, or threat to take, punitive measures, e.g., selective 

radio jamming, against high-priority traffic that Deep Packet 

Inspection detects as intrinsically low-priority. This would 

require an extension of our framework whereby class H as-

signed at Relay could be subsequently double-checked at 

Server. Likewise, the solution in [1] has nodes broadcast a 

predefined primitive to signal their dissatisfaction with current 

service quality, presumably due to some other node's TRA. 

Translated into our framework, Relay signals her discomfort 

due to frequent assignment of class H and so threatens Sender 

to invoke a punishment, e.g., assign class L to subsequent ob-

jects even if signature detection advises otherwise. In [14], a 

traffic source node is supposed to occasionally correct traffic 

priority claimed by client applications. This amounts to Sender 

performing signature detection on behalf of Relay instead of 

acting on behalf of Client. 

In this paper we find that reputation can come to an unex-

pected rescue under Fake VIP attacks. A large body of work 

on reputation and trust in multi-agent systems exists, cf. [7], 

[15]. The mission of the proposed reputation scheme is for 

Relay to learn Sender's behavior under imperfect and occa-

sionally skipped signature detection. In doing so, Relay should 

not let Sender learn the workings of the reputation scheme; 

accordingly (and contrary to the common understanding of 

reputation [7]), she does not reveal Sender's current reputation 

level. This is in line with studies indicating that a knowledge-

able Sender might manipulate the reputation scheme, e.g., 

through oscillation [9] or whitewashing [16], which some-

times justifies "security by obscurity" [17].  

Sender might attempt to learn her present reputation level 
to see whether she is presently trusted so that a Fake VIP attack 
will go unpunished. E.g., she might recreate Relay's compari-
sons of the declared class and signature detection output for 
recent objects, or she might compare their declared and as-
signed classes. Both approaches are in the spirit of online pre-
diction [6], a field of study at the junction of machine learning 
and pattern recognition. A pertinent game-theoretic setting [18] 
has the learner match the adversary's action (in our context, 
Sender seeks a coincidence of declared class L and assigned 
class H). The trouble with any learning approach applied in our 
framework is that neither the signature detection output nor 
assigned class is observable to Sender, hence she can only 
judge her Fake VIP attack strategy by her long-term utility. 

In a game-theoretic Intrusion Detection System model (e.g., 
[19]), a strategic intruder (in our context, Sender) pretends to 
be the honest type and so attacks with restraint to avoid being 
detected as the attacker type, whereas a defender (in our con-
text, Relay) does or does not invoke a defensive mechanism (in 
our context, signature detection) based on Bayesian updating of 
perceived Sender type. However, Fake VIP attacks cannot be 
punished due to postulate (vi), hence the risk of revealing her-
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self as the attacker does not stop Sender and Fake VIP attack is 
her dominant strategy. 

III. SYSTEM MODEL AND PLAYERS' UTILITIES 

A. System Model 

Sender and Relay communicate via a noiseless channel 
(Fig. 1). At Sender, abstract objects sequentially generated by 
Client are passed to Relay as requests for service provided by 
Server. An object can be of intrinsic class low (L) or high (H).  

attack strategy

(σL, σH)
signature

detection

reputation scheme

(R,δ)

class

assignment
s(k)

Sender Relay reputation state, r(k)

intrinsic class, c(k)

declared class, d(k)

Client

assigned class, a(k)

signature, s(k)

Server

service

provision

communication 

channel

object

generation

attack strategy

(σL, σH)
signature

detection

reputation scheme

(R,δ)

class

assignment
s(k)
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intrinsic class, c(k)

declared class, d(k)

Client

assigned class, a(k)

signature, s(k)

Server

service

provision

communication 

channel

object

generation

 

Fig. 1. System operation. 

Object generation follows a stationary memoryless random 
process. Let c

(k)
 be the intrinsic class of the k

th
 generated object 

(k = 1,2,…) and ρ be the proportion of class H objects, i.e., 
probability that a generated object is of intrinsic class H. De-

note by rand(ρ) an event occurring with probability ρ. Then 





−
=

).1(,L

),(,H
)(

ρ

ρ

rand

rand
c

k
           (1) 

A generated object bears a signature, i.e., a set of features 
that Relay defines as relevant to the class to be assigned (the 
intrinsic class not being observable). Like intrinsic classes, 
signatures are exogenous to Sender and cannot be modified; 
yet Sender is aware of them provided that she knows Relay's 
signature detection scheme. It is realistic to assume that signa-
tures are intrinsic class-dependent, but not in a deterministic 
way: an intrinsic class L object may "accidentally" bear an H 
signature and vice versa. E.g., in the context of packet classifi-
cation into Access Category under EDCA, a packet's signature 
can be defined as byte length, with short packets recognized as 
voice/video and assigned high-quality service, and long ones 
recognized as best-effort and assigned low-quality service. 
However, best-effort packets are of variable length, hence 
some can bear an H signature. Let s

(k)
 represent the k

th
 object's 

signature, and εc = Pr[s
(k)

 ≠ c
(k)

 | c
(k)

 = c], c = L or H, be the (sta-
tionary) signature error rates, i.e., probabilities that a generated 
intrinsic class c object has a "wrong" signature. Then 





−=

≠

).1(,

),(,

)(

)(

)(

)(

)(

k

k

c

k

c

k

k

randc

randc
s

ε

ε
          (2) 

When passing the k
th

 object to Relay, Sender declares its class 

as d
(k)

 based on c
(k)

, s
(k)

 and a stationary Fake VIP attack strat-

egy (σL, σH), where σc = Pr[d
(k)

 = H | s
(k)

 = L ∧ c
(k)

 = c]; 

clearly, if s
(k)

 = H then d
(k)

 = H is only plausible. That is, 



 ∨=

=
otherwise.,L

),(H,H )(

)(

)( k
c

k

k
rands

d
σ

                   (3) 

At Relay, assignments of class (service quality) to succes-

sively arriving objects are based on Sender's declared class, 

signature detection and Sender's current reputation state. Let 

r
(k)

 ∈ {1,…,R} be the reputation state just before the arrival of 

the k
th

 object and let a
(k)

 denote its assigned class, where R ≥ 2 

and k = 1,2,…. In the trust state R, Relay trusts the object and 

passes it to Server as is, implying a
(k)

 = d
(k)

; in the spirit of our 

minimum-information framework, in such a case we assume 

that Relay does not observe d
(k)

. In the non-trust states, Relay 

disregards declared class and invokes signature detection to 

decide the assigned class a
(k)

: 





<

=
=

.,

,,
)()(

)()(

)(

Rrs

Rrd
a

kk

kk

k            (4) 

(note that in accordance with postulate (vi), under no circum-

stances can (s
(k)

,a
(k)

) = (H,L) occur). 

If r
(k)

 < R and (s
(k)

,d
(k)

) = (L,H), i.e., a Fake VIP attack is 

suspected (of which Relay cannot be certain, since s
(k)

 = L 

does not imply c
(k)

 = L), then Sender's reputation state is low-

ered. On the other hand, a perceived honest demand of class L 

(i.e., (s
(k)

,d
(k)

) = (L,L)) raises the reputation state. In the trust 

state R, s
(k)

 is not detected and only declared class is observed; 

a cautionary policy is then to lower the reputation state if d
(k)

 = 

H. In all other cases the reputation state remains unchanged. 

The reputation scheme also defines a parameter δ ∈ [0, 1] that 

measures the tendency to lower a reputation state (including 

state R). Both R and δ are Relay's private information. For-

mally, reputation state transitions are as follows, where Φ = 

(r
(k)

 = R ∧ d
(k)

 = H) ∨ (1 < r
(k)

 < R ∧ (s
(k)

,d
(k)

) = (L,H)) and Θ = 

(r
(k)

 < R ∧ (s
(k)

,d
(k)

) = (L,L)): 

         

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−∧Θ+

∧Φ−

=+

otherwise.,

),1(,1

),(,1
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)1(

k

k

k

k

r

randr

randr

r δ

δ

          (5) 

B. Utilities 

Under the reputation scheme, Sender's utility associated 

with the k
th

 generated object is a unit benefit if a Fake VIP 

attack has been successful, a unit loss if Relay has wrongly 

assigned class L, and neutral otherwise: 

     

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
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otherwise.0,
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As a baseline utility, Sender may take the never-trust scenario, 

where Relay does not employ a reputation scheme and so 

never trusts declared class, i.e., a
(k)

 ≡ s
(k)

:  









=−

=+

=

otherwise.0,

),LH,(),(,1

),HL,(),(,1

),(
)()(

)()(

)()(trust-never

Sender

kk

kk

kk
sc

sc

scu    (7) 

Another baseline, ideal from Sender's perspective, is the al-

ways-trust scenario, where Relay does not employ signature 

detection and always trusts declared class, thus allowing un-

punished Fake VIP attacks with (σL,σH) = (1,1): 

     


 =+

=
otherwise.,0

L,,1
)(

)(

)(trust-always

Sender

k

k
c

cu           (8) 

Relay's utility can be defined as a linear combination of 

signature detection and high-quality service provision costs. 

The former is suffered whenever an object arrives in a non-

trust state, and the latter when class H is assigned (recall that 

Relay seeks to protect Server from undue effort). Thus 

          uRelay = 
H

)()( 11
=<

+⋅ kk
aRr

β ,           (9) 

where β > 0 is the relative weight of the signature detection 
cost, and 1Z = 1 if Z = true and 0 otherwise. Sender optimizes 

(σL,σH) and Relay optimizes (R,δ) with a view of the statistical 
expectation of utility across a long sequence of objects. 

IV. PLAYERS' EXPECTED UTILITIES 

A. Markov Chain Analysis 

At Relay, arriving objects determine successive reputation 

levels so that (r
(k)

)k=1,2,… is a homogeneous Markov chain over 

state space {1,…,R}. Its one-step transition matrix is T = 

(tij)i,j=1,…,R, where tij = Pr[r
(k+1)

 = j| r
(k)

 = i]. Based on (5), Fig. 2 

depicts the state transitions (self-loops are not drawn). The 

relevant probabilities occurring in tij can be expressed as fol-

lows (whenever no confusion arises, the superscripts k are 

omitted): Pr[d = L] = Pr[(s,d) = (L,L)] = ω(1 − x), Pr[d = H] = 

1 − ω(1 − x), and Pr[(s,d) = (L,H)] = ωx, where 

     ω = (1 − ρ)(1 − εL) + ρεH,         (10) 

 L]|HPr[
)1)(1(

HHLL ===
+−−

= sdx
ω

σρεσερ
.     (11) 

R R R – 1R – 1i i i – 1 i – 1 11 … …

δPr[(s,d)=(L,H)]

(1– δ)Pr[d=L]

δPr[d=H]

(1– δ)Pr[d=L](1– δ)Pr[d=L](1– δ)Pr[d=L]

δPr[(s,d)=(L,H)] δPr[(s,d)=(L,H)]

R R R – 1R – 1i i i – 1 i – 1 11 … …

δPr[(s,d)=(L,H)]

(1– δ)Pr[d=L]

δPr[d=H]

(1– δ)Pr[d=L](1– δ)Pr[d=L](1– δ)Pr[d=L]

δPr[(s,d)=(L,H)] δPr[(s,d)=(L,H)]  

Fig. 2. Reputation state transitions. 

Assume r
(1)

 = R. Then it is easy to distinguish the follow-

ing cases: δ = 0 implies that the Markov chain stays indefi-

nitely at the trust state R, δ = 1 implies that the trust state is 

never revisited, and if 0 < δ < 1 and x = 1 then with high prob-

ability state R will be visited only finitely many times. In the 

remaining cases, i.e., 0 < δ < 1 and x < 1, a stationary prob-

ability πi of visiting each state i can be obtained (for x > 0 the 

Markov chain is ergodic and for x = 0 only states R and R − 1 

are recurrent). Of interest is πR, the probability of visiting the 

trust state. Since T is clearly tridiagonal, the Markov chain is 

reversible and local balance applies: πiti,i+1 = πi+1ti+1,i for i = 

1,...,R − 1. This yields for i < R: 

  
δ

δ

ωδ

δ
πππ

−







−

−









−−
==

−−
−

= +

+

∏
1

1
)1(

1

11

1
1

1,

,1

xx

x

t

t
iR

R

R

ij jj

jj

Ri
. 
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Using the normalization constraint π1 + … + πR = 1 and com-

bining with the above described nonergodic cases we have:  
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If f(1,0) = 1 then the last case in (13) subsumes the former two. 

B. Expected Utilities 

Under the reputation scheme, Sender's expected utility (net 

benefit) derived from (6) is 

         reput

Sender
uE  = +1⋅Pr[(c,a) = (L,H)] − 1⋅Pr[(c,a) = (H,L)] 

                      = ωxπR + (1 − ρ)εL − ρεH.                            (14) 

For the never-trust scenario (a ≡ s), we have from (7): 

      trust-never

Sender
uE  = +1⋅Pr[(c,s) = (L,H)] − 1⋅Pr[(c,s) = (H,L)] 

                      = (1 − ρ)εL − ρεH.          (15) 

If Sender's expected utility under the reputation scheme falls 

below that under the never-trust scenario, she may be suspi-

cious of Relay cheating on class assignments. Sender is there-

fore interested in her excess benefit defined as: 

        reput

Sender
uE  − trust-never

Sender
uE  = ωxπR               (16) 

This excess Sender owes to Relay occasionally entering the 

trust state R. Observe that (16) is nonnegative, and is strictly 

positive in the generic case 0 < σL, σH, δ < 1. Hence, the repu-

tation scheme does not put Relay under Sender's suspicion of 

cheating to exploit the moral hazard situation; at the worst, 

Sender may surmise that Relay never trusts declared class. For 
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convenience, (16) is further normalized to the always-trust 

scenario, where a ≡ d and (σL,σH) = (1,1). From (8): 

    trust-always

Sender
uE  = +1⋅Pr[c = L] = 1 − ρ .        (17) 

Finally, Sender's expected utility (benefit) is: 

EuSender = 
trust-never

Sender

trust-always

Sender

trust-never

Sender

reput

Sender

uu

uu

EE

EE

−

−
 = xπR = 

),( δxf

x
 ∈ [0,1] (18) 

(the extreme values signify never trusted and always trusted 
declared class). Note that Sender can derive (15) and (17) from 
the objects' intrinsic classes and signatures. 

The statistical expectation of (9) is: 

EuRelay = β(1 − πR) + Pr[a = H] 

              = β(1 − πR) + Pr[s = H] + Pr[(s,d) = (L,H)]πR.      (19) 

Combining (18) and (19) we have Relay's utility (cost): 

   EuRelay = β(1 − πR) + 1 − ω(1 − EuSender).        (20) 

This cost becomes β + 1 − ω when Relay never trusts declared 

class, and 1 when Relay always trusts declared class (which is 

then always set to H). 

For illustration assume εL = εH, then ω ∈ [0, 1 − ρ]; a real-

istic range is, e.g., ω ∈ [0, 0.9]. As β we take the ratio of 

throughput degradation due to signature detection, on order of 

10%..90% as reported for proprietary DPI solutions [20], and 

that due to TRAs, on order of 50%..90% [1]. Therefore a real-

istic range is β ∈ [0, 2]. Fig. 3 plots both players' utilities vs. x 

for R = 5, ω = 0.8, β = 0.3, and various δ. 
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Fig. 3. Expected utilities under Fake VIP attacks. 

V. EQUILIBRIUM AND OFF-EQUILIBRIUM PLAY 

We formalize the two-person game arising between Sender 

and Relay as <P, S' × S'', (u', u'')>, where P = {Sender,Relay} 

is the set of players, S' = [0, 1]
2
 is the set of  Sender's strategies 

(represented by (σL,σH)), S'' = {2,3,…} × [0, 1] is the set of  

Relay's strategies (represented by (R,δ)), and u', u'': S' × S'' → 

R
 
are the players' utilities (represented by EuSender and EuRelay). 

In a Stackelberg game [5], Relay (the "leader") sets her strat-

egy (R,δ) anticipating a best-response strategy (σL,σH) of a 

selfish Sender (the "follower"); the players then remain at a 

Stackelberg equilibrium (SE). (Various paths to SE can be 

envisaged in a dynamic game scenario, given that the players 

are able to observe their utilities, e.g., via trial-and-error or 

more sophisticated long-term learning. This aspect will be left 

out and we will only characterize the static SE.) 

Sender selects a best-response (σL,σH) assuming a fixed 

Relay's strategy (R,δ). Note that σL and σH only enter Sender's 

and Relay's utilities through x ∈ [0, 1], as given by (11); x = 0 

corresponds to (σL,σH) = (0,0) and x = 1 to (σL,σH) = (1,1). 

Having decided on a particular x, Sender still has a freedom of 

choice of (σL,σH) as prescribed by (11); in particular, will not 

lose by setting σL = 0 or σH = 0, i.e., never launching a Fake 

VIP attack on a class L or class H object, respectively. For a 

given ω ∈ [0, 1] assume that R ≥ 2 is fixed (we will consider 

various R separately), and indicate explicitly the dependence 

of EuSender on x and δ. Then Sender seeks 

       x*(δ) = ),(maxarg
Sender

]1,0[

δxu
x

E 
∈

,         (21) 

i.e., in the ergodic case, seeks a maximum of x/f(x,δ), where f, 

defined in (13), is convex and increases monotonously in x. 

Clearly, x*(0) = 1 and it is easy to prove that for δ > 0, x*(δ), 

is unique in [0, 1) (cf. Fig. 3). Tedious but straightforward 

calculation of fx(x,δ) moreover reveals that x*(δ) decreases in 

δ regardless of R and ω (cf. Fig. 4). Relay selects a best-

response (R,δ) knowing Sender's best response x*(⋅) (again, ω 

is given and R is treated as fixed). For clarity, let us indicate 

the dependence of EuRelay on x, δ and β. By (20), Relay 

reaches an SE at 

δ*(β) = ),),(*(minarg
Relay

]1,0[

βδδ
δ

xuE 
∈

 = 
)),(*(

)(*
minarg

]1,0[ δδ

βδω

δ xf

x −

∈

 .            

       (22) 

Numerical calculation shows that f(x*(δ),δ) increases in δ. 

Hence for small enough β , δ*(β) = 1, i.e., Relay never trusts 

declared class and only relies on signature detection, thus it 

does not need a reputation scheme. For large enough β, δ*(β) 

= 0, i.e., Relay always trusts declared class, thus it does not 

need a signature detection mechanism either. Fig. 5 shows 

sample plots of both players' SE strategies: δ*(β) and 

x*(δ*(β)), as well as πR = 1/f(x*(δ*(β)),δ*(β)) against β (some 

of the plots look ragged due to the numerical inaccuracies of 

locating the maxima of EuRelay(x,δ,β) vs. δ that become quite 

flat for some β). As the plots illustrate, under a growing cost 

of signature detection Relay is inclined to trust declared class, 

to which Sender responds with constant Fake VIP attack. Thus 

Sender's benefit grows with β in return for Relay's growing 

cost, cf. Fig. 6. The plot of δ*(β) reveals a range of β for 
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which the reputation scheme is meaningful, i.e., 0 < δ*(β) < 1. 

For small enough β, Sender launches Fake VIP attacks with 

restraint (x*(δ*(β)) < 1), while Relay trusts declared class 

quite frequently (δ*(β) is distinctly above zero); this is when 

Relay may also find the reputation scheme practical. 
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Fig. 4. Sender's SE and OE best responses to (R,δ). 
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Fig. 5. SE play vs. relative cost of signature detection. 
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Fig. 6. Expected SE utilities vs. relative cost of signature detection. 

Would a reputation scheme of a larger complexity (i.e., R) 

yield a better tradeoff between both players' SE utilities? For 

ω = 0.8, Fig. 6 compares R = 5 and R = 20 and shows that, 

indeed, a larger R improves Relay's cost as well as worsens 

Sender's benefit at equilibrium, although the difference is 

barely perceptible. This qualitative conclusion is largely inde-

pendent of ω. Fortunately, then, R is not a sensitive parameter 

and the reputation scheme need not be complex. 

To what extent is Relay protected from Sender's off-

equilibrium (OE) play resulting from inaccurate observation of 

EuSender or insufficient intelligence to learn the SE strategy, or 

perhaps from malice? In the latter (worst) case, Sender seeks 

to maximize Relay's cost so that her strategy becomes: 

         x**(δ,β) = ),,(maxarg
Relay

]1,0[

βδxu
x

E 
∈

.        (23) 

Fig. 4 and Fig. 5 illustrate that x**(δ,β) decreases in δ and 

that x**(δ*(β),β) is typically larger than x*(δ*(β)), i.e., a ma-

licious Sender attacks an SE-playing Relay more frequently 

than does a selfish one. The utilities at OE are depicted in Fig. 

7. Relay is prepared for Sender's selfish play, but is exposed to 

malicious play instead, therefore her utility worsens consid-

erably for intermediate β and approaches β + 1 − ω, like in the 

never-trust scenario. However, Sender's utility suffers even 

more; hence, Sender's malice is either ineffective or self-

damaging. Thus off-equilibrium protection considerations do 

not reduce the range of β where Relay finds the reputation 

scheme practical. For large β, δ*(β) tends to 0 and x**(δ*(β)) 

tends to 1. Hence at OE, EuSender and EuRelay tend to 1, utilities 

achieved in the always-trust scenario under (σL,σH) = (1,1). 
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Fig. 7. Comparison of SE and OE expected utilities. 

VI. IMPACT OF THE REPUTATION SCHEME 

To quantify the impact of the reputation scheme upon both 

players' utilities, introduce the reputation-free (RF) scenario to 

subsume both never-trust and always-trust scenarios (the dif-

ference between them being the signature detection scheme). 

Recall that in the never-trust scenario, Sender's and Relay's 

expected utilities are 0 and β + 1 − ω, respectively, whereas in 

the always-trust scenario they are equal to 1. Thus in the RF 

scenario, Relay invokes signature detection when β < ω, to 

which Sender responds with any attack strategy, and skips it 

when β ≥ ω, to which Sender responds with (σL,σH) = (1,1). 

Fig. 8 provides a conceptual illustration, featuring also generic 

plots of EuSender and EuRelay at SE against β. The shaded R+ 

and R++ areas quantify Relay's gains due to the reputation 

scheme. The S+ and S− areas quantify, respectively, the corre-

sponding Sender's gains at β < ω and Sender's losses at β ≥ ω. 
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Fig. 8. Conceptual illustration of the impact of reputation scheme. 
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Fig. 9. Expected utility gains and losses due to reputation scheme. 

To reflect the gains and losses of SE play with respect to 

RF play we modify (18) and (20) as follows, using shorthand 

@SE for (x*(δ*(β)),δ*(β)): 

EuSender,mod = RF@SE@
SenderSender

uu EE − ,        (24) 

EuRelay,mod = SE@RF@
RelayRelay

uu EE − .        (25) 

Fig. 9 plots (24) and (25) based on Fig. 4. The range of β 

just beyond β = ω is where the reputation scheme at SE brings 

the most significant gains to Relay and the most significant 

losses to Sender, as compared to RF play. Interestingly, when 

β < ω, both players gain: Relay reduces cost by occasionally 

trusting declared class, while Sender's Fake VIP attacks occa-

sionally succeed (indeed, owing to the term β(1 − πR) in (20), 

(18) and (20) are not necessarily conflicting, i.e., the game 

need not be antagonistic). Overall, Relay can only gain by 

employing the reputation scheme, whereas even a clever 

Sender gains little when β < ω and loses much when β > ω. 

VII. CONCLUSION 

In the outlined minimum-information framework, no sys-

tematic analyses of, or defenses against, Fake VIP attacks are 

known as yet. We propose that Relay resort to a reputation 

scheme that dictates whether to trust the declared class or in-

voke signature detection. Unconventionally, the scheme is 

double-blind: Relay cannot learn an object's intrinsic class, 

whereas Sender cannot learn the assigned class or her current 

reputation. For a naturally arising Stackelberg game setting we 

offer, among others, the following findings: 

• compared to RF play, SE play brings Relay utility gains 

regardless of the relative signature detection cost β (with 

maximum gains at β = ω), i.e., the reputation scheme is 

uniformly beneficial against a selfish Sender; interest-

ingly, for small enough β, Sender gains too, whereas for 

larger she suffers utility loss, 

• against Relay's SE play, Sender's OE play, e.g., resulting 

from malice, is either ineffective or self-damaging; thus 

off-equilibrium considerations do not reflect upon the 

practicality of the reputation scheme, and 

• the complexity of the reputation scheme (in terms of R) 

has little bearing on both players' SE utilities. 

Sender might probably increase her SE utility (and dimin-

ish Relay's) by exploiting some rudimentary idea of the work-

ings of Relay's reputation scheme; this observation stimulates 

further research into even more intelligent strategies of, and 

optimum defense against, Fake VIP attacks. How close the 

presented heuristic design is to that goal is an open question. 
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