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Abstract— Electromagnetic (EM)-driven parameter adjustment 
has become imperative in the design of modern antennas. It is 
necessary because the initial designs rendered through topology 
evolution, parameter sweeping, or theoretical models, are often of 
poor quality and need to be improved to satisfy stringent 
performance requirements. Given multiple objectives, constraints, 
and a typically large number of geometry parameters, the design 
closure should be carried out through numerical optimization. 
Unfortunately, standard algorithms entail high CPU expenses and 
are prone to failure. Feature-based optimization (FBO) is one of the 
methods developed to alleviate these difficulties by reformulating the 
design task in terms of the characteristic points extracted from EM-
simulated responses. FBO capitalizes on a less nonlinear relationship 
between the feature point coordinates and antenna dimensions as 
compared to the original responses (e.g., frequency characteristics). 
This leads to flattening the functional landscape to be handled, faster 
convergence of the optimization algorithms, and a possibility of 
mitigating the issues pertinent to multi-modality. Notwithstanding, 
the response features have to be individually defined for each type of 
antenna response and tailored to a particular type of design 
specifications. This requires user experience and hinders a 
widespread application of FBO. This paper proposes a generalized 
and unified feature point definition, which is suitable for majority of 
typical antenna input characteristics (narrow-, multi-band, 
enhanced bandwidth, wideband), and performance specifications 
(matching improvement, bandwidth enhancement, mixture thereof). 
Our framework allows for an automated definition of the feature 
points given the performance specifications, along with their 
extraction from EM-simulated responses. The operation of the 
framework is illustrated using a range of planar antennas and 
favorably compared to conventional (non-feature-based) design 
closure task formulation. 

Index Terms— Antenna design; EM-driven design; parameter 
tuning; optimization; response features; computer-aided design. 

I. INTRODUCTION

eometry parameter tuning through electromagnetic (EM)-
driven optimization has nowadays become a commonplace 

in antenna design. It has various roots, among which the major 
role is played by a practical necessity. Beyond some elementary 
stand-alone structures (e.g., a simple patch antenna), it is 
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virtually infeasible to arrive at the optimum set of dimensions 
using theoretical models or interactive parameter sweeping, 
especially when the antenna topology is complex and has to 
conform to multiple performance requirements pertinent to its 
electrical and field properties [1], [2]. Adequate accounting for 
variable interactions and their effects on antenna characteristics 
requires simultaneous adjustment of all parameters, which can 
only be achieved using numerical procedures [3]. To ensure 
design reliability at the presence of mutual coupling effects and 
environmental components (connectors, housing), antenna 
evaluation has to be carried out through EM analysis [4], [5]. 
EM-driven optimization may be computationally expensive 
even if only local (e.g., gradient-based [6]) search is needed. 
Global optimization [7]-[11], required in the case of poor initial 
design or multi-modality [12] of the objective function, entails 
considerably higher expenses. The cost of other simulation-
based tasks such as uncertainty quantification (statistical 
analysis [13], yield optimization [14]) or multi-objective design 
[15], [16], may be unmanageable when conducted using 
conventional techniques, unless the objective function is fast to 
evaluate (e.g., involves analytical array factor models) [17]-
[19]. It should also be mentioned that certain factors, including 
a potentially high dimensionality of the parameter space 
(typical for modern antenna systems), considerably aggravate 
these challenges. The continuous advancements in simulation 
software and computing hardware mitigate the problem but 
only to some extent, because the increasing complexity of the 
antenna topologies, the need for including in the analysis 
previously neglected effects (e.g., substrate anisotropy [20], the 
presence of neighboring devices [21], etc.), act in the opposite 
direction and prolong the simulation times. 

The research efforts undertaken to address the 
aforementioned difficulties led to the development of a variety 
of techniques that aim at making EM-driven design procedures 
faster and more reliable. In the realm of gradient-based 
algorithms [22], a notable example is the incorporation of 
adjoint sensitivities [23], [24], which is, however, an intrusive 
technique of limited accessibility through commercial 
simulation packages [25]. Non-intrusive methods include the 
algorithms with sparse sensitivity updates [26], typically based 
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on detecting the stability patterns for antenna response 
Jacobians [27] or employing selectively applied updating 
formulas [28]. Another group of techniques is those exploring 
variable-fidelity models, which, in the case of antennas, are 
mostly based on variable-resolution EM simulations [29]. The 
main idea is to shift the computational burden onto the lower-
fidelity representation, often in the form of a physics-based 
surrogate, with only occasional reference to the high-fidelity 
EM analysis (for design verification and surrogate model 
enhancement). Popular implementations include space 
mapping [30] (with its various implementations [31]-[33]), as 
well as response correction techniques (e.g., manifold mapping 
[34], adaptive response scaling [35], shape-preserving response 
prediction [36]). Surrogate-assisted approaches involving data-
driven models [37]-[42] have been drawing more and more 
attention over the recent years due to their versatility. These 
methods often interleave the surrogate model construction and 
the prediction stage (local or global optimization) through 
sequential design of experiments involving various infill 
criteria, e.g., maximization of expected improvement or 
minimization of the statistical lower bound [43]. Among the 
techniques of this group that are popular in antenna design 
kriging [44], radial basis functions [45], or neural networks [46] 
may be listed. Recently, integration of global optimization with 
machine learning has been fostered as a way of efficient 
handling of multidimensional parameter spaces [66-70]. 

The methods mentioned in the previous paragraph are 
conventional in the sense of the design problem formulation, in 
particular, they operate on the original system outputs (e.g., the 
frequency characteristics), and use appropriately defined merit 
functions defined over these outputs. On the other hand, 
response features methodologies [47], [48] attempt to exploit a 
particular structure of the system outputs as well as the fact that 
the dependence of the frequency and level coordinates of 
suitably-defined characteristic points of these responses exhibit 
less nonlinear dependence on the design parameters than the 
original ones, when considered in their entirety [47]. 
Reformulation of the design task (e.g., parametric optimization) 
in terms of response features leads to flattening the objective 
function landscape and allows for improving the reliability and 
the computational efficiency of the EM-driven procedures [47], 
[49]. In some cases, e.g., microwave devices such as filters, the 
response features may be selected as zeros and poles of the 
transfer function [50], or the entries of the coupling matrix [51]. 
However, the most generic approach (e.g., [47]), more suitable 
for antennas, assumes that the characteristics points are defined 
on and directly extracted from the simulated frequency 
characteristics of the system under design. These may be the 
location of the antenna resonances [47], the minima of the 
coupler matching/isolation responses [52], the local (in-band) 
maxima of the filter return loss characteristic [53], [54], or the 
points corresponding to particular response levels (e.g., –10 dB 
when determining the antenna impedance bandwidth) [47]. In 
other words, the feature definition depends on the design 
problem (i.e., considered performance figures and 
requirements), and the type of response (narrow-band, multi-
band, broadband, etc.). Both make the technique less accessible 

for inexperienced users.  
 This paper proposes a generalized formulation of the response 
feature technology for optimization of antenna input 
characteristics. In particular, we discuss a unified definition of the 
feature points, which is suitable for the majority of antenna 
responses, including the narrow-band, multi-band, enhanced-
bandwidth, and broadband responses. Furthermore, our approach 
enables handling of various types of performance requirements 
(matching improvement, bandwidth enhancement), allows for 
automated definition of the feature points given the 
specifications, as well as their extraction from EM-simulated 
responses. The numerical results obtained for several antenna 
structures of different input characteristics corroborate versatility 
of the approach and the computational benefits it provides when 
compared to the standard (non-feature-based) formulation of the 
design closure problem. It should be emphasized that the scope 
of this paper is limited to input characteristics. Generalization for 
other types of responses (gain, axial ratio, etc.) will be addressed 
in the future work. 

The novelty and the technical contributions of this work 
include: (i) a unified definition of the feature points suitable for 
the majority of antenna input characteristics and handling of 
various types of performance requirements, (ii) a conceptual 
development of the optimization framework using the 
generalized formulation of the response feature technology for 
optimization of antenna input characteristics, (iii) 
implementation of the generalized feature-based optimization 
algorithm integrating local gradient-based search with 
automated response feature definition, (iv) comprehensive 
verification of suitability of the proposed generalized feature-
based optimization approach for rendering optimal designs 
satisfying the assumed performance requirements. The 
verification is based on four antenna structures of distinct 
response types and different formulations of the design task. To 
the best knowledge of the authors, this is the first exposition of 
a versatile feature-based optimization framework proposed in 
the literature that does not require individual definition of the 
characteristics points by the user, and allows for capitalizing on 
all of the benefits of this technology for antenna parameter 
tuning. At the same time, it should be emphasized that the 
considered methodology is a customized approach capitalizing 
on the ability to define and explore the characteristic points of 
antenna responses. Consequently, it is not a general-purpose 
optimization technique, yet its versatility is greatly improved 
over the previously reported variations of the response-feature-
based optimization frameworks. 

II. RESPONSE FEATURES. GENERALIZED FEATURE-BASED 

OPTIMIZATION 

This section introduces the concept of generalized feature-
based optimization, here, considered for antenna input 
characteristics. Handling of other types of responses, such as 
gain or axial ratio, will be addressed elsewhere. The section 
begins by formulating the antenna design closure task (Section 
II.A). Conventional feature-based optimization and its benefits
but also limitations are discussed in Section II.B. Sections II.C
through II.E introduce generalized response features. A unified
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definition of characteristics points suitable for various types of 
antenna input characteristics (multi-band, wideband, etc.) is 
outlined in Section II.C. Feature-based objective function 
definition is dealt with in Section II.D. Section II.E discusses 
the overall algorithm operation and illustrates it using a flow 
diagram. 

A. Antenna Design Closure: Problem Formulation

The primary computational representation of the antenna
under design is a full-wave EM model R(x) that returns all 
relevant characteristics (reflection S11(x), gain G(x), etc.). It is 
a function of a designable variable vector x that contains all 
independent (mostly geometry) parameters undergoing the 
adjustment process. In the numerical optimization 
nomenclature, the design closure task can be formulated as 

* arg min ( ( ))U
x

x R x                              (1) 

where x* is the optimum design to be identified, whereas U is 
the objective function that encodes the design requirements 
imposed upon the structure. Often, the objective function is of 
a minimax type, i.e., a set of lower and/or upper acceptance 
levels is defined over the specified frequencies or frequency 
bands. For example, when optimizing a wideband antenna to 
improve its matching over the frequency range f  [fL, fU], the 
function U would be defined as  

11( ( )) max{ : | ( , ) |}L UU f f f S f  R x x               (2) 

If the antenna is optimized to reduce the gain variation over the 
same frequency range while satisfying the condition |S11(x,f)|  
–10 dB for fL  f  fR, the objective function could be defined as

2

( ( )) max{ : ( )}

min{ : ( )} ( )

L R

L R

U f f f G

f f f G c

   

   

R x x

x x
 (3) 

where c(x) = max{max{fL  f  fR : |S11(x,f)| + 10},0} is a 
penalty function enforcing the matching condition. The latter 
may be also handled explicitly, as a design constraint. 
Similarly, optimizing a multi-band antenna to be matched at the 
target operating frequencies f0.j, j = 1, ..., N, would imply the 
following function U: 

 11 0.1 11 0.( ( )) max | ( , ) |, ...,| ( , ) |NU S f S fR x x x           (4)

The particular cases mentioned above constitute merely 
selected examples that are supposed to give a flavor of a large 
variety of possible options. Other design scenarios will be 
discussed later in the paper. 

B. Feature-Based Optimization: Formulation, Benefits, and
Challenges

Feature-based optimization (FBO) has been introduced in 
[47] as a way of improving computational efficiency and
reliability of EM-driven design procedures. FBO departs from
the original formulation of the design problem (cf. Section II.A)
and expresses the performance requirements in terms of
appropriately defined characteristic points of the antenna
responses. For the sake of further discussion, we denote the
feature points as pk = [fk lk], k = 1, …, Np, where fk and lk stand
for the frequency and level coordinate of the kth point, and Np

is the number of features defined for a given antenna structure.
The aggregated feature vector will be denoted as P(x) = [p1(x)

… pNp(x)]T. FBO capitalizes on the fact that the dependence 
between the design parameters x and the coordinates fk and lk is 
significantly less nonlinear than a similar dependence for the 
original responses, i.e., R(x) [47], as illustrated in Fig. 1 for a 
dual-band antenna with the feature points being the locations of 
the antenna resonances. The following consequences of the 
aforementioned property can be observed:  
 Reformulating the original design problem (1) in terms of

the feature points results in “flattening” the functional
landscape to be handled by the optimization algorithm,
which leads to improved reliability and a faster convergence
[47];

 When used in the modelling context, feature-based
approach may enable considerable computational savings in
terms of training data acquisition, i.e., less training samples
are required (as compared to operating at the level of
frequency characteristics) to render the surrogates of similar
predictive power [48];

 Operating at the level of response features facilitates
frequency manipulation of the antenna characteristics (e.g.,
shifting the resonances to different operating frequencies),
which is usually challenging when handling the entire
responses through, e.g., minimax objective functions;

 Using response features often allows us to get away with
poor initial designs, in particular, the use of local search
procedures may be sufficient even in situations normally
requiring global algorithms [49].

The advantages of FBO (and response feature approach in
general) have been demonstrated in the context of design 
optimization of multi-band [48] and broadband antennas [55], 
microwave couplers [52], surrogate modeling [48], uncertainty 
quantification [54], as well as globalized search [49]. 

Selection of the feature points is generally problem 
dependent. It might be related to the circuit transfer function 
(e.g., pole and zero location) [50], or may be directly extracted 
from the circuit responses (e.g., locations of the resonances [47] 
or local maxima of the filter return loss characteristic in the 
passband [53]). In either case, the prerequisite is that the 
information carried by the characteristic points is sufficient to 
account for the design specifications. For illustration, let us 
consider the minimax objective function (4) of Section II.A, 
defined for the problem of allocating the antenna resonances at 
the target operating frequencies f0.j, j = 1, …, N, and improving 
the matching therein. In this case, it is sufficient to select the 
response features to be the locations of the antenna resonances 
so that we have pk(x) = [fr.k(x) lr.k(x)], k = 1, …, N, where fr.k(x) 
and lr.k(x) are the resonant frequencies and the corresponding 
reflection levels. Using these, the feature-based objective 
function UF can be defined as 

 .1 .
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where  is a multiplication factor determining the contribution 
of the frequency misalignment term  into the objective function. 
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It should be noted that the optimum designs according to (4) 
and (5) coincide (assuming that it is possible to perfectly match 
the target frequencies), yet the profile of (5) along the line 
section considered in Fig. 1 is monotonic as opposed to that of 
(4), cf. Fig. 2, which makes the problem easier to handle. 
 As mentioned before, the response features need to be 
defined so that the information therein allows us to account for 
performance specifications imposed on the system at hand. This 
is illustrated in Fig. 3, where—for the purpose of matching 
improvement at the target frequency—the right choice of the 
feature point would be the location of the resonance, whereas 
for the sake of bandwidth enhancement, it is more appropriate 
to select the points corresponding to –10 dB levels of the 
reflection characteristic.  

(a) 

(b) 

(c) 

(d) 
Fig. 1. Response feature concept: (a) example reflection characteristic of a dual 
band antenna and the feature points corresponding to the antenna resonances 
(o); (b) exemplary initial design (- - -), the design optimized for target 
frequencies 3.0 GHz and 5.5 GHz (—), and the family of reflection responses 
along the line segment connecting these two designs, parameterized by 0  t  
1 (gray lines); (c) feature point coordinates as functions of the parameter t.

Fig. 2. Minimax objective function (4) (- - -) and feature-based objective 
function (5) (—) versus parameter t (cf. Fig. 1). The feature-based objective 
function is smoother, monotonic, and the target design is reachable from the 
given initial point through local search.  

C. Generalized Response Features: Feature Point Definition

In general, the feature definition, its extraction from EM-
simulated antenna responses as well as a definition of the 
feature-based objective function has to be tailored to a 
particular type of antenna response and a specific design task. 
This is perhaps the most serious disadvantage of the FBO 
technique in terms of its automation because the setup of the 
optimization framework requires a certain amount of user 
experience and interaction. This work proposes a unified 
definition of response features so that the characteristic points 
can be defined and extracted automatically regardless of a 
specific set of performance specifications, and subsequently 
used to formulate a feature-based objective function (which will 
be dealt with in Section II.D). As mentioned in the introduction, 
in this paper, our considerations are restricted to antenna input 
characteristics (reflection response). Generalization to other 
types of responses such as gain or axial ratio will be given 
elsewhere. 

Design specifications concerning the antenna reflection 
response are either related to matching improvement (or 
satisfying given acceptance thresholds) at a specific frequency 
band (or bands in the case of multi-band structures), or to 
bandwidth enhancement at, and in the vicinity of the specific 
operating frequencies. Thus, when considering the 
characteristic points capable of accounting for the 
aforementioned types of requirements, one needs to include the 
following: 
 A point corresponding to the reflection minimum within

the bandwidth; the left-most local minimum is to be
considered;

 Bandwidth-defining points, which for the reflection
characteristic would be those corresponding to –10 dB
level of |S11|;

 Points corresponding to the target operating frequencies;
 Points corresponding to the levels in the middle (in dB

scale) between the reflection minimum and 0 dB;
 Points corresponding to the local maxima within the

bandwidth.
The rationale behind selecting these particular points will be 

elaborated on further in this section. The above set of points will 
be considered the maximum feature set, which may be reduced 
for some cases by merging the points that belong to different 
categories, depending on the type of antenna response, the 
design specifications, or simply the fact that some of the points 
may be non-existent at particular designs. Furthermore, in the 
case of multi-band antennas, there will be a separate set of 
feature points corresponding to each band. However, for the 
sake of simplifying the discussion, we assume the case of a 
single-band antenna at the moment. Figure 4 illustrates the 
definition and the meaning of the particular categories of 
feature points. In the exemplary situation shown in the picture, 
all types of points are present. Notwithstanding, in many 
practical situations, one will often encounter degenerate cases. 
These will be discussed later in the section. 

The following notation will be used throughout (for the sake 
of brevity, henceforth, the dependence of the entries of the 
vector P(x) on the design variables will be omitted) 

U
(R

(x
))

, U
F

(P
(x

))
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min 10. 10. / 2 / 2 max .1( ) [ ...]L R L R L R P x p p p p p p p p   (6) 

where (f and l stand for the frequency and the level coordinates 
of the feature points):  
 pmin = [fmin lmin]T – feature point corresponding to the left-

most in-band minimum;
 p–10.L = [f–10.L l–10.L]T, p–10.R = [f–10.R l–10.R]T – feature points

corresponding to –10 dB reflection levels (left- and right-
hand side, respectively);

 pL = [fL lL]T, pR = [fR lR]T – feature points corresponding to
the target bandwidth frequencies fL and fH, respectively;

 pL/2 = [fL/2 lL/2]T, pR/2 = [fR/2 lR/2]T – feature points
corresponding to the level in the middle (in dB scale)
between the reflection minimum and 0 dB;

 pmax.k = [fmax.k lmax.k]T – feature points corresponding to the
kth local in-band reflection maximum. For the purpose of
extracting pmax.k, the bandwidth is understood as the
frequency range between min{f–10.L, fL/2} and max{f–10.R,
fR/2}.

The reason for defining these particular types of points is that
they are necessary but also sufficient to account for the various 
types of performance specifications that one may encounter 
while handling the reflection characteristics of antennas. In 
particular: 
 pmin can be used to control the antenna matching at the

operating frequency (in the cases of narrow- and multi-band
antennas) as well as to relocate the antenna resonances
towards the target frequencies.

 p–10.L and p–10.R can be used to control the antenna bandwidth
(e.g., when optimizing the antenna for maximum
bandwidth);

 pL and pR will be useful to implement minimax type of
specifications (e.g., matching improvement over a specific
frequency range);

 pL/2 and pR/2 are auxiliary points that will be useful to
approximately determine antenna bandwidth in some
degenerate cases (e.g., when the overall in-band reflection
level is above –10 dB);

 pmax.k will be employed to control antenna matching for
minimax type of specifications (e.g., in the cases of
wideband structures);

As mentioned before, some of the features may or may not
exist for a given instance of the reflection characteristic: 
 If the minimum reflection level in the vicinity of the antenna

operating bandwidth is higher than –10 dB, neither p–10.L nor
p–10.R exist and we assign p–10.L = p–10.R = pmin;

 If the reflection characteristic does not have any local
maxima in the operating band, the points pmax.k are not
assigned;

 In some cases, one may have fL = fR = f0, i.e., the design
specifications are defined with respect to an operating
frequency f0 rather than the operating bandwidth [fL fR]. In
this situation, we assign pL = pR = p0 = [f0 l0]T, where l0 is the
response level at f0.

The reason for the above assignments is that for the sake of
practical handling of the response features (e.g., through 
numerical procedures), it is more convenient to maintain a 

constant number of points (apart from the local maxima, which 
are at the end of the response feature vector), so that their 
identification within P(x) is straightforward. Figure 5 shows 
several degenerate situations that may be encountered in 
practice. Depending on the case, some of the points may not be 
defined as described above. 

It should also be noted that some of the feature points may 
not be well-defined simply because of a limited frequency range 
of antenna simulation. This would be typically the case for 
ultra-wideband antennas which are well matched even for the 
highest simulation frequency. Therein, the feature points pR and 
pR/2 may not exists. 

|S11(x
(0))|

–10 dB

|S11|

|S11(x
(1))|

ff0

[initial 
design]

[enhanced-
bandwidth 

design]

[best-matching 
design]

–10 dB

|S11|

ff0

|S11(x
(2))|

–10 dB

|S11|

ff0

Feature definition

Matching improvement Bandwidth enhancement

Fig. 3. Selecting response features for particular design tasks. The feature point 
corresponding to the antenna resonance can be used for matching improvement 
at the target frequency f0 (left plot). The points corresponding to –10 dB levels 
can be employed for bandwidth enhancement (right plot).  

f

|S11|

–10 dB

fL fR

0 dB

L0.5L

0.5L

- Reflection minimum point
- Bandwidth-defining points (–10 dB level)
- Target bandwidth points
- Half-minimum-level points
- Local maxima points

pmin

p–10.L p–10.R

pL

pR

pL/2 pR/2

pmax.1

Fig. 4. Example reflection response, target bandwidth (frequencies fL and fR), 
and the feature points: pmin – the left-most local reflection minimum; p–10.L, p–

10.H – the points corresponding to –10 dB levels; pL, pH – the points 
corresponding to the target frequencies fL and fH; as well as pL/2, pH/2 – the points 
corresponding to the levels determined by half of the distance between 0 dB 
and the level of the minimum point (in dB), and the local maxima (pmax.k). In
this case, the characteristic only contains one in-band local maximum (i.e., 
k = 1). The picture shows a generic situation where all types of feature points 
actually exist. Degenerate situations will be discussed later in the section, see 
also Fig. 5.
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Fig. 5. Response features for several specific scenarios (explanations of the 
feature points can be found in Fig. 4): (a) the presence of a single operating 
frequency f0 (instead of the target bandwidth defined by the frequencies fL and 
fR), (b) the lack of local maxima, (c) part of the operating bandwidth below –10 
dB, in which case half-level points are more appropriate to estimate the antenna 
bandwidth than –10 dB ones, (d) reflection minimum above –10 dB, in which 
case the–10 dB points are assigned to be identical to the minimum point. 

In the case of multi-band antenna, each band will have an 
independent set of feature points extracted according to the 
same rules as discussed in this section. The overall feature point 
structure will consist of vectors  

.min . 10. . 10. . . . / 2 . / 2 .max.1( ) [ ...]j j j L j R j L j R j L j R j P x p p p p p p p p (7) 

with j = 1, …, NB, where NB is the number of antenna operating 
bands.   

D. Generalized Response Features: Objective Function
Definition

The primary purpose of the feature-based technology is to 
improve the reliability and to expedite the design optimization 
procedures. Having a unified definition of response features, 
our next goal is to develop a versatile formulation of the feature-
based objective function that would express the original (often, 
minimax) objectives imposed on the antenna reflection 
characteristic in terms of the feature point coordinates. To this 
end, we will consider several types of specifications, which 
essentially cover most of the practical possibilities in terms of 
antenna reflection response manipulation, the designer might 
want to pursue. For the sake of notational simplicity, the list 
below concerns single-band antennas but generalization for 
multi-band cases is straightforward. Similarly as before, f0 will 
be referred to as a (single) target frequency, whereas fL and fR 
will denote the target operating bandwidth: 
 Matching improvement within the frequency range [fL fR]

(which implies relocation of the antenna operating
bandwidth near [fL fR]).

 Matching improvement at f0 (which implies relocation of the
antenna resonance to f0);

 Maximization of bandwidth that includes the frequency
range [fL fR] (relocation of the antenna operating bandwidth
near [fL fR] is implied).

 Maximization of (symmetric) bandwidth around the center
frequency f0 (relocation of antenna operating bandwidth
towards f0 is implied);

However, as mentioned before, the second and the fourth
case are special cases of the first and the third one, respectively 
(with the assignment of fL = fR = f0, and pL = pR = p0 = [f0 l0]T). 
Thus, in the following, only these two cases (matching 
improvement and bandwidth maximization) will be considered. 

1) Feature-Based Objective Function for In-band
Matching Improvement 

The objective function for matching improvement will be 
defined as (single-band case) 

 max .1

2 2
. .

( ( )) max ( ), ( ), ( ),...

( ) ( )

F L R

m m L m R

U l l l

c c

 

   

P x x x x

x x
   (8) 

where  

 . 10. / 2( ) max min{ ( ), ( )} ,0m L L L Lc f f f x x x  (9) 

 . 10. /2( ) max min{ ( ), ( )},0m R R R Rc f f f x x x  (10) 

The first term in (8), which is the primary objective, 
represents the maximum in-band reflection to be minimized. 
Note that for the case fL = fR = f0 (single operating frequency 
instead of a range [fL fR]), this term reduces to l0(x). The second 
term is a penalty factor that allows us to relocate the antenna 
bandwidth to [fL fR]. The penalty term has a non-zero 
contribution if either the left-hand-side edge of the actual 
operating band is higher than the target fL, or the right-hand-side 
edge of the operating band is lower than the target fR. 

Generalization of (8)-(10) for the case of multi-band 
antennas will take the form of 

1. . 1.

. 1.max .1 .max .1

2 2
. . . .1 1

( ( )) max{ ( ),..., ( ), ( ),...

( ), ( ),..., ( ), ...}

( ) ( )

B

B B

B B

F L N L R

N R N

N N

m j m L j m Rj j

U l l l

l l l

c c
 





    

P x x x x

x x x

x x

 (11) 

with 

 . . . 10. . /2 .( ) max min{ ( ), ( )} ,0j m L j L j L j Lc f f f x x x  (12) 

 . . . . 10. . / 2( ) max min{ ( ), ( )},0j m R j R j R j Rc f f f x x x  (13) 

The above definitions are consistent with the “traditional” 
feature-based objective functions. For example, it can be 
observed that the objective function (5) considered in 
Section II.B is a special case of (11)-(13) because we have: 

. . .min .( ) ( ) ( )j L j R j r jl l l l  x x x  for j = 1, …, NB = N, i.e., the 

first term in (11) becomes  .1 .max ( ),..., ( )r r Nl lx x . Also,

. 10. . 10. .min .( ) ( ) ( )j L j R j r jf f f f   x x x , hence . / 2 . 10.( ) ( )j L j Lf f x x  

and . / 2 . 10.( ) ( )j R j Rf f x x . Due to these relations we have 

. 10. . / 2 . . / 2 0.min{ ( ), ( )} } ( )j L j L j L j L jf f f f f   x x x  and 

. . 10. . / 2 0. . / 2min{ ( ), ( )} ( )j R j R j R j j Rf f f f f  x x x . Now, if 

. /2 0.( )j L jf fx  then . . ( ) 0j m Lc x , otherwise, . . . /2 0.( ) ( )j m L j L jc f f x x . 

Similarly, if 0. . / 2 ( )j j Rf f x  then . . ( ) 0j m Rc x , otherwise 
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. . 0. . / 2( ) ( )j m R j j Rc f f x x . Thus, the second term in (11) 

becomes 
2 2

. . . .1 1

2
. / 2 0.1

2
. / 2 0.1

( ) ( )

(max{ ( ) ,0})

(min{ ( ) ,0})

B B

B

B

N N

j m L j m Rj j

N

j L jj

N

j R jj

c c

f f

f f

 





 

  

 

 



x x

x

x

 (14) 

The term (14) becomes zero if the antenna operating 
frequencies are sufficiently close to the target frequencies, i.e., 
fj.L/2 < f0.j < fj.R/2 for all j, and it is proportional to the second 
power of the respective frequency differences otherwise. On the 
other hand, the penalty term in (5) gets close to zero under the 
same conditions, i.e., fr.j  f0.j for all j, and it has quadratic 
dependence between the operating frequency deviations with 
respect to the target otherwise.  

2) Feature-Based Objective Function for Bandwidth
Maximization 

The objective function for bandwidth maximization is more 
complex. For a single-band case, it takes the form of 

2( ( )) ( ) ( )F b bU B c  P x x x                    (15) 

where the bandwidth (here, symmetric w.r.t. the center 
frequency fc = (fL + fR)/2) is defined as 

 . .( ) 2min ,c B L B R cB f f f f  x               (16)

The bandwidth-defining frequencies fB.L and fB.R are 

10. /2
/2 min

/2 /2.

10.

1
if 10 dB or

3

otherwise

L L
L

R LB L

L

f f
f l

f ff

f





     



 (17) 

/ 2 10.
/ 2 min

/2 /2.

10.

1
if 10 dB or

3

otherwise

R R
R

R LB R

R

f f
f l

f ff

f





     



 (18) 

The reflection levels at fB.L and fB.R are lB.L and lB.R, 
respectively (and equal to either –10 dB or to LL/2/LR/2 
depending on the case in (17) and (18)). The penalty factor cb(x) 
in (15) is to ensure that the antenna reflection does not exceed 
–10 dB within its operating bandwidth. We have

  . . max.1( ) max max ( ), ( ), ( ),... 10,0b B L B Rc l l l x x x x  (19)

The reason for the particular definition of the bandwidth-
defining frequencies in (17) and (18) is that—in some cases—
the –10-dB points p–10.L and p–10.R do not give a proper account 
for the bandwidth, either because these point may not exist (if 
lmin > –10), or because of a specific shape of the reflection 
characteristic (cf. Fig. 6). Eventually, i.e., when close to the 
optimum, the bandwidth will be determined by p–10.L and p–10.R.  

A practical problem related to (17) and (18) is that fB.L and 
fB.R are discontinuous with respect to x whenever there is a jump 
from –10 dB frequencies to fL/2 or fR/2. This would be 
troublesome from the point of view of numerical optimization. 
The following formulas provide the alternative versions which 
are smooth with respect to x, therefore more suitable for 
handling by numerical procedures, especially gradient-based 
algorithms: 

f

|S11|

–10 dB

0 dB

f

|S11|

–10 dB

0 dB

–10 dB points close 
to each other

–10 dB points do not 
exist

      (a)                                                           (b) 
Fig. 6. Exemplary situations when a better account for the impedance 
bandwidth can be obtained using the frequencies fL/2 and fR/2 rather than –10-dB 
points: (a) the –10-dB points are very close to each other, (b) the –10-dB points 
do not exist. Both cases motivate the definitions (17) and (18) of the frequencies 
fB.L and fB.R. 
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Fig. 7. Functional dependence of fB.L on gL(x) according to (20). 
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where 
10. / 2 / 2 / 2( ) [ ] / [ ]L L L R Lg f f f f  x  (here, f–10.L = fmin if 

lmin > –10 dB), and  
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where / 2 10. / 2 / 2( ) [ ] / [ ]R R R R Lg f f f f  x  (here, f–10.R = fmin if 

lmin > –10 dB). Figure 7 shows the functional dependence of fB.L on 
gL(x).  

Generalization of (15)-(21) for the case of multi-band 
antennas is straightforward. The details are omitted for the sake 
of brevity. 

E. Generalized Response Features: Algorithm Flow

This section briefly summarizes the operation of the
optimization procedure involving generalized response 
features. The algorithm flow has been shown in Fig. 8. Design 
specifications are used to define the feature points 
(cf. Section II.C), and the feature-based objective function 
(cf. Section II.D).  
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Fig. 8. Optimization using generalized response features: algorithm flow. The 
response feature part is pertinent to the design task formulation and EM 
simulation results post-processing as discussed in Sections II.C and II.D. The 
optimization algorithm is an independent part of the process. In this work, a 
trust-region gradient-based procedure is employed for all verification cases of 
Section III. 

  (a)    (b) 

  (c)    (d) 

  (e)     (f) 
Fig. 9. A variety of the optimization tasks that may be handled in a unified 
manner regardless of the particular type of antenna characteristics within the 
proposed optimization approach using the generalized formulation of response 
features: (a) a single-band antenna optimized for improved matching, (b) a 
single-band antenna optimized for bandwidth enhancement, (c) a dual-band 
antenna optimized for improved matching in both operating bands, (d) a dual-
band antenna optimized for bandwidth enhancement in both bands, (e) a wide-
band antenna optimized for improved matching within the target operating 
bandwidth, (f) a dual-band antenna optimized for improved matching at and 
around the first operating frequency and, at the same time, optimized for 
bandwidth enhancement at and around the second operating frequency; the 
initial and optimal designs are marked gray and black, respectively, horizontal 
and vertical lines indicate the design specifications. 
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Fig. 10. Conceptual illustration of the optimization process flow according 
to the conventional response features approach; from left to right: (i) 
optimized antenna input characteristics of various types, (ii) definition of 
individual response features, (iii) feature extraction procedure ((ii) and (iii) 
are mandatory in the conventional response feature approach or for 
bandwidth enhancement within the conventional approach), (iv) definition 
of the objective function that encodes design specifications (has to be carried 
out separately for each design task and each antenna type), (v) design 
optimization routine of choice, (vi) the optimal solution. 

GENERALIZED
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design
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Engine

Fig. 11. Conceptual illustration of the optimization process flow in the 
generalized response features approach proposed in this work; from left to 
right: (i) optimized characteristics of various types, (ii) generalized features 
procedure that handles: response features definition and extraction, as well 
as unified objective function definition, (iii) design optimization routine of 
choice, (iv) the optimal solution. 

The feature points are extracted from EM simulation 
responses each time a specific design is to be evaluated by the 
optimization algorithm. Using this data, the objective function 
value is computed. The optimization algorithm itself is an 
independent part of the procedure. In the numerical experiments 
discussed in Section III, the trust-region (TR) gradient-search 
[56] is employed.

It should be noted that although the unified definition of the
feature points (Section II.C) as well as the defining details of 
the feature-based objective functions (Section II.D) may seem 
complex, both the feature extraction and objective function 
technicalities, once implemented, are hidden from the user. 

As mentioned before, such a generalization is the main 
purpose of this work so that the same routines can be used 
regardless of the particular type of antenna characteristics 
(narrow-band, broadband, multi-band) to both extract the 
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feature points and to translate the performance specifications 
into mathematically rigorous cost functions that adequately 
assess the design quality and can be directly employed by the 
optimization algorithms. 

III. DEMONSTRATION CASE STUDIES

This section provides a numerical verification of the unified 
feature based optimization (FBO) technique in the context of 
design optimization of antenna input characteristics of various 
types. The numerical studies are carried out using four planar 
structures of distinct reflection responses: a ring slot antenna, a 
patch antenna with enhanced bandwidth, a multi-band dipole 
antenna, and an ultra-wideband monopole.  

All the verification structures have been optimized for best 
in-band matching, whereas the ring-slot antenna has been also 
optimized for bandwidth enhancement. The same routines 
implementing the feature point extraction and objective 
functions are employed in each case showing the versatility of 
the presented approach. The feature-based formulation is 
compared to the conventional ways of representing the 
performance specifications (mostly minimax), so that the 
benefits of generalized FBO in terms of design reliability but 
also computational efficiency can be identified.  

Our approach is benchmarked against the following 
methods: (i) gradient-based TR algorithm [56], (ii) derivative-
free pattern search algorithm [57] (the specific implementation 
used here, described in [58], is a stencil-based procedure with 
variable grid size enhanced by grid-constrained line search), as 
well as (iii) particle swarm optimizer (PSO) [59]. The first two 
algorithms are local search procedures, whereas the third is a 
global nature-inspired population-based routine. 

Figure 9 presents a selection of a variety of optimization 
tasks of the antenna input characteristics that the proposed 
approach is capable of handling without introducing any 
adjustments pertaining to the objective function formulation 
otherwise unavoidable in the conventional approach. These 
include:  
 Optimization for the best in-band matching in the assumed

target operating band of a single-band antenna (Fig. 9(a)),
 Optimization of the aforementioned structure for bandwidth

enhancement (Fig. 9(b)),
 Minimization of a dual-band antenna reflection coefficient

in both operating bands (Fig. 9(c)),
 Maximization of the bandwidths of the same antenna

(Fig. 9(d)),
 Optimization for improved matching of a wide-band

antenna within the target operation bandwidth (Fig. 9(e)),
 Optimization of a dual-band antenna for improved matching

at and around the first operating frequency and, at the same
time, for bandwidth enhancement at and around the second
operating frequency (Fig. 9(f)).

In order to demonstrate the benefits offered by the proposed
framework using a unified definition of the response features, a 
comparison of the optimization flow arrangement is discussed 
for the conventional FBO approach involving individualized 
response features definition of [47] (Fig. 10), and the approach 
proposed in this work (Fig. 11).  The former requires that the 

designer separately handles any specific type of antenna 
structure and its corresponding response, which entails 
individual definition and extraction of the feature points 
(including implementation of the relevant Matlab codes, etc.), 
cf. Fig. 10. Subsequently, the designer needs to define the 
objective function encoding the design specifications. Whereas 
in the proposed approach, as shown in Fig. 11, the generalized 
features procedure handles all the response types and the design 
tasks in a unified and automated manner. Thus, the response 
features definition and extraction, as well as the definition of 
the merit function is carried out without the designer’s 
interaction, which streamlines the entire design process. 

The aim of the paper is to propose an optimization framework 
for reliable and efficient antenna design, therefore, the 
experimental validation of the benchmark verification structures 
is considered irrelevant. Interested reader can find measurement 
data in prior works (e.g., [60]-[63]). 

A. Example I: Ring Slot Antenna

Our first example is a slot antenna shown in Fig. 12 [64]. The
structure is implemented on a 0.76-mm-thick substrate of 
relative permittivity εr = 3.5. The antenna is excited through a 
microstrip line, which feeds a circular ground plane slot with 
defected ground structure [64]. The designable variables are 
x = [lf ld wd r s sd o g]T. The unit for all the parameters is 
millimeter. The feed line width wf is adjusted to achieve 50 ohm 
input impedance. The lower and upper bounds for the design 
variables are: l = [20 1 0.2 6.5 0.2 0.2 1 0.2]T and u = [35 10 2.2 
15.5 7.0 7.0 12 4]T, respectively. The EM simulation model is 
evaluated in CST (~300,000 cells, simulation 90 s). The antenna 
has been optimized for: (i) the best in-band matching around the 
center frequency f0, and (ii) enhanced impedance bandwidth 
around f0.  

The first design task is to improve antenna matching at the 
target operating frequency f0. The numerical experiments have 
been performed for the following two values of the operating 
frequency: f0 = 2.45 GHz and f0 = 5.3 GHz. Figure 13 shows the 
designs optimized within the proposed approach, as well those 
rendered using the conventional local search procedures: trust 
region and pattern search algorithm, starting from four different 
initial designs. The optimal designs shown in Figs. 13(a) and 
13(c) satisfy the assumed specifications for both the 
approaches. Whereas the conventional TR local search starting 
from the initial designs distant from the required target 
operating frequencies fails to find satisfactory designs (see Figs. 
13(b) and 13(d)). As for the pattern search algorithm, it has been 
capable of appropriately allocating the operating frequency in 
three out of four cases, and failed only in the case of the design 
of Fig. 13(b). Notwithstanding, the procedure of Section II is 
capable of accurately allocating target operating frequencies in 
all considered cases. As the objective function is defined 
differently in both approaches, for comparison purposes, we 
quantify the design quality as the maximum reflection level at 
f0. For the designs yielded in our approach (shown in Fig. 13) 
the average value is –17.1 dB, whereas for the TR algorithm it 
is –14.0 dB, and –12.5 dB in the case of pattern search 
algorithm.  
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Fig. 12. Geometry of a ring-slot antenna; dashed lines mark feeding line [64]. 

  (a)    (b) 

  (c)    (d) 

Fig. 13. Ring-slot antenna of Fig. 12, optimization for best in-band matching. 
Shown are the responses: at the initial design (), the design optimized using 
the proposed algorithm exploiting generalized formulation of response features 
(—), the design optimized using classic TR algorithm (- - -), and the design 
optimized using the conventional pattern search algorithm (gray). The 
presented designs correspond to the following target operating frequencies: (a), 
(b) f0 = 2.45 GHz, (c), (d) f0 = 5.3 GHz and have been optimized staring from 
different initial designs. Vertical lines indicate the design specifications. 

The respective computational costs equal 152, 72, and 338 
EM analyses (i.e., the cost of design optimization using the 
pattern search algorithm is the highest among the compared 
local procedures, over twice as much as the proposed 
technique). Yet, perhaps the most important factor that allows 
for comparing both the approaches is the accuracy of the 
operating frequency allocation. In our approach, the average 
error of the operating frequency misalignment (for the designs 
of Fig. 13) equals merely 2.6 percent, whereas in the 
conventional approaches, it is as high as 91.9 and 91.0 percent, 
for TR and pattern search algorithm, respectively. This 
corroborates suitability of the proposed generalized features 
optimization framework for reliable antenna design. 

Figure 14 shows the results of maximizing the bandwidth for 
the ring-slot antenna of Fig. 12 using our methodology. As 
before, the optimal designs meet the assumed design 
specifications. It should be observed that—within the 
conventional local approach (both TR and pattern search 
algorithms)—the bandwidth enhancement cannot be performed 
without some kind of feature definition (as well as extraction) 
for assessing the antenna bandwidth at each iteration of the 
optimization algorithm run.  

  (a)     (b) 

Fig. 14. Ring-slot antenna of Fig. 12, optimization for bandwidth enhancement 
(observe that this kind of optimization task cannot be directly carried out within 
the classical approach). Responses of ring-slot antenna at the designs optimized 
using the proposed algorithm exploiting generalized formulation of response 
features: the initial design (), the design optimized for enhanced bandwidth 
(—), and the design optimized for the best in-band matching (- - -). Shown are 
the designs corresponding the target operating frequency f0 = 2.45 GHz and f0 
= 5.3 GHz. Horizontal lines mark the design specifications. 

  (a)     (b) 

Fig. 15. Ring-slot antenna of Fig. 12, optimization for the best in-band matching 
at f0 = 2.45 GHz using PSO benchmark algorithm (—). Shown are 
representative optimal designs. Vertical lines indicate design specifications. 

For comparison purposes, Fig. 15 provides the selected 
optimal designs for best in-band matching at f0 = 2.45 GHz
rendered by multiple runs (ten) of the benchmark particle 
swarm optimization (PSO) procedure (population size of 20, 
maximum number of iterations equal to 50). The quality of the 
PSO-optimized designs is very good (the maximum reflection 
at f0 is –27.7 dB on average, with the standard deviation of 2.2 
dB across ten algorithm runs). The accuracy of the operating 
frequency is excellent and equals 1.0 percent. Yet, this is 
achieved at the computational cost that equals 1000 EM 
analyses which is significantly higher (by a factor of about ten) 
than that of the local search (both classical and the 
proposed one).  

B. Example II: Triple-Band Dipole Antenna

Our second verification case is a triple-band dipole antenna
shown in Fig. 16 [61]. The structure is fed by a coplanar 
waveguide, and implemented on RO4350 substrate (εr = 3.48, 
h = 0.762 mm). The geometry parameters are: x = [l1 l2 l3 l4 l5 
w1 w2 w3 w4 w5]T. The following dimensions l0 = 30, w0 = 3, s0 
= 0.15 and o = 5 remain fixed. All dimensions are expressed in 
mm. The lower and upper bounds on the design variables are: l
= [30 5 20 5 15 0.2 0.2 0.2 0.2 0.2]T and u = [50 15 30 14.9 21
2.2 4.2 2.2 4.2 2.2] T, respectively. The computational model is
simulated in CST Microwave Studio using its time-domain
solver. The antenna is intended to operate within 50 MHz
bandwidths around the following center frequencies: 2.45 GHz,
3.6 GHZ and 5.3 GHz.
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Fig. 16. Geometry of the triple-band dipole antenna [61]. 

   (a)      (b) 

   (c)      (d) 

Fig. 17. Triple-band antenna of Fig. 14, optimization for the best in-band 
matching at the ±50 MHz bands centered at 2.45 GHz, 3.6 GHz and 5.3 GHz. 
Shown are the responses: at four different initial designs (a) through (d) (), 
the designs optimized using the proposed algorithm exploiting generalized 
formulation of response features (—), the designs optimized using classic TR 
algorithm (- - -), and the designs optimized using the conventional pattern 
search algorithm (gray). Vertical lines indicate design specifications.  

   (a)      (b) 

Fig. 18. Triple-band antenna of Fig. 14, optimization for the best in-band 
matching at the ±50 MHz bands centered at 2.45 GHz, 3.6 GHz and 5.3 GHz 
using PSO benchmark algorithm (—). Shown are two selected PSO-optimized 
designs featuring: (a) correctly allocated operating frequencies, (b) operating 
frequencies misaligned with respect to the assumed design specifications 
(marked with vertical lines).  

Figure 17 shows the designs optimized within the classical 
and the proposed approach for the triple-band antenna of Fig. 
16. The results of Fig. 17 show superiority of our algorithm over
the benchmark: the target operating frequencies of all the
optimized designs are allocated accurately. Whereas the
optimal designs rendered by classical local search TR
procedure are considerable misaligned with the target in all
presented cases. As far as pattern search algorithm is concerned,
it has been capable of allocating the operating frequencies in
three out of four cases. The respective errors of the target
frequency allocation equal 1.6 percent (our approach), 26.2
percent (TR approach), and 27.4 percent (pattern search

algorithm). The design quality (quantified as the maximum 
reflection level at the center frequencies) is –11.8 dB, –3.9 dB, 
and –12.0 dB (the proposed, TR and pattern search approaches, 
respectively) on the average, across the design set of Fig. 17. 
The corresponding CPU cost is 76.3, 85.7 and 730 EM 
analyses, respectively. As before, the cost of pattern search 
algorithm is the highest (around ten times higher than that of 
the proposed procedure) among local routines. 

For additional verification, Fig. 18 presents the designs 
optimized with the use of PSO (selected from the ten algorithm 
runs). The operating frequencies of the antenna of PSO-
rendered designs are allocated accurately for the design of Fig. 
18(a), yet, they are considerably misaligned for the design 
shown in Fig. 18(b). The average maximum reflection around 
at the operating frequencies is –7.0 dB, with the standard 
deviation of 2.5 dB. The average accuracy of the operating 
frequencies allocation is slightly worse than in our approach 
and equals to 1.8 percent. Still, one has to bear in mind the 
tremendous cost of optimizing these designs (1000 EM 
simulations), considerably (over ten times) higher than that of 
the proposed technique. 

C. Example III: Bandwidth-Enhanced Patch Antenna

Our third example is a bandwidth-enhanced planar antenna
presented in Fig. 19 [62]. The structure comprises two radiating 
elements in the form of a quasi-microstrip patch with inset feed 
excited through a microstrip line. The antenna is implemented 
on 0.76-mm-thick substrate of relative permittivity εr = 3.0, tanδ 
= 0.0018. The independent geometry parameters are x = [L l1 l2 
l3 W w1 w2 g]T. Whereas the following parameters are fixed: o = 
7, l0 = 10 and s = 0.5. The lower and upper bounds on design 
variables are: l = [10 0.1 5 0.1 2 0.2 0.1 –6]T, and u = [40 10.0 
30 15 30 8 15 15]T, respectively. The unit for all dimensions is 
mm. The feed line width w0 is adjusted to ensure 50-ohm
impedance. The EM antenna model is implemented in CST
Microwave Studio.

The antenna has been optimized for the best in-band 
matching within the frequency range 4.5 GHz  f  5.5 GHz. 
Figure 20 shows the designs optimized using our methodology, 
along with those optimized using classical TR gradient-based 
search and pattern search procedure. In three out of four cases, 
the proposed approach outperforms both benchmark local 
procedures in terms of allocating the target bandwidth. It should 
be emphasized that the initial designs are considerably 
misaligned with respect to the target bandwidth, yet, the 
proposed technique has been capable of finding the optimal 
solutions satisfying the design specifications. The average 
value of the maximum of the input reflection characteristic 
within the target bandwidth is –15.8 dB for the proposed 
approach, as well as –9.9 dB and –1.1 dB for the local 
benchmark procedures, respectively (across the set of designs 
of Fig. 20). The computational cost of rendering the optimal 
designs is comparable for our and TR approach and it equals to 
113.8 and 110.5 EM simulations per design, respectively. 
Whereas in the case of pattern search algorithm it is 
significantly higher and equals to 585 EM analyses (i.e., it is 
over five times higher). 
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Fig. 19. Geometry of the planar antenna with enhanced bandwidth [62]. Ground 
plane marked using light gray shade. 

  (a)    (b) 

  (c)    (d) 

Fig. 20. Bandwidth-enhanced patch antenna of Fig. 19, optimization for the best 
in-band matching within the frequency range 4.5 GHz  f  5.5 GHz. Shown 
are the responses: at four different initial designs considerably misaligned with 
the target bandwidth (), the designs optimized using the proposed algorithm 
exploiting generalized formulation of response features (—), the design 
optimized using classic TR algorithm (- - -), and the design optimized using the 
conventional pattern search algorithm (gray). Vertical lines indicate design 
specifications.  

   (a)      (b) 

Fig. 21. Bandwidth-enhanced patch antenna of Fig. 19, optimization for the best 
in-band matching within the frequency range 4.5 GHz  f  5.5 GHz using PSO 
benchmark algorithm (—). Shown are representative optimized designs. 
Vertical lines indicate design specifications. 

Similarly as for the previous examples, Fig. 21 provides the 
exemplary optimal designs rendered with PSO optimization 
algorithm. One of them accurately allocates the antenna 
operating bandwidth (from 4.5 GHz to 5.5 GHz), whereas the 
other is considerably misaligned. The average quality of PSO-
rendered designs equals –12.9 dB, with the standard deviation 
of 4.1 dB (across ten algorithm runs). The operational 
bandwidth has been properly allocated at six out of ten optimal 
designs. Nevertheless, the cost of rendering these designs is 
equal to 1000 EM analyses, which is—again—around ten times 
higher than that of the local search. 

L0

R

2R

dR

rrelR

dL

dw

Lg

L1

R1

dr

R1 crelR1

Fig. 22. Geometry of the ultra-wideband antenna [65]. Ground plane marked 
using light gray shade. 

   (a)    (b) 

  (c)     (d) 

Fig. 23. Broadband antenna of Fig. 21, optimization for best in-band matching 
within UWB band from 3.1 GHz to 10.6 GHz. Shown are the responses: at the 
initial designs (), the designs optimized using the proposed algorithm 
exploiting generalized formulation of response features (—), the designs 
optimized using classic TR algorithm (- - -), and the designs optimized using 
the conventional pattern search algorithm (gray). Vertical line indicates the 
design specifications.  

   (a)    (b) 

Fig. 24. Broadband antenna of Fig. 21, optimization for best in-band matching 
within UWB band from 3.1 GHz to 10.6 GHz using PSO benchmark algorithm 
(—). Shown are two designs: (a) meeting the assumed design specifications 
(marked with horizontal line), and (b) with |S11| exceeding the level of –10dB 
in a part of the UWB frequency range. 

D. Example IV: Ultra-wideband Antenna

The last verification case is an ultra-wideband antenna
implemented on Taconic RF-35 substrate (h = 0.762 mm, εr = 
3.5, tanδ = 0.0018) shown in Fig. 22 [65]. The structure 
employs a quasi-circular radiator, along with a modified ground 
plane for bandwidth enhancement. The antenna geometry 
parameter vector is x = [L0 dR R rrel dL dw Lg L1 R1 dr crel]T. The 
lower and upper bounds on the parameters are: l = [4.0 0 3.0 0.1 
0 0 4.0 0 2.0 0.2 0.2]T, and u = [15.0 6.0 8.0 0.9 5.0 8.0 15.0 6.0 
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5.0 1.0 0.9]T, all dimensions in mm. The antenna is to be 
optimized for minimum reflection within the UWB frequency 
range (3.1 GHz to 10.6 GHz). 

Figure 23 shows the optimal designs for antenna of Fig. 22. 
rendered in the proposed approach, as well as those obtained 
using the benchmark local TR and pattern search algorithms. 
The results indicate that our method allows for meeting the 
design specifications in all the considered cases, whereas the 
TR algorithm is not capable of assigning the antenna bandwidth 
accurately, especially when the initial design is allocated over 
the intended frequency range (see Figs. 23(c) and 23(d)), the 
same pertains to the pattern search procedure. The average 
computational cost of rendering the designs of Fig. 22 is 125.5, 
83.5 and 598 EM simulations for our, TR and pattern search 
algorithms, respectively. The corresponding design quality 
(maximum value of the reflection characteristic within the 
UWB range) is –14.7 dB, –7.51 dB and –6.7 dB, respectively. 
Again, the cost of the pattern search procedure is the highest 
one (around five times higher than that of the feature-based 
technique). 

As a supplementary verification, the broadband antenna of 
Fig. 22 has also been optimized with the PSO algorithm (see 
Fig. 24). One of the presented PSO-optimal designs is of high-
quality: the intended UWB bandwidth is allocated accurately 
and the reflection does not exceed –10 dB level (Fig. 23(a)). 
However, this is not the case for the design shown in Fig. 23(b), 
which exceeds the assumed reflection level. The cost of 
rendering both the designs shown in Fig. 24 is as high as 1000 
EM analyses. The average design quality (maximum in-band 
reflection) is –10.9 dB (i.e., it is poorer than within our 
approach), with standard deviation of 1.8 dB across 10 
algorithm runs. The maximum reflection level of the PSO-
rendered designs does not exceed –10 dB level for 7 out of 10 
designs. 

E. Discussion

The analysis of the results presented in Section III.A through
III.D allows us to draw several conclusions concerning the
advantages offered by the proposed optimization algorithm
exploiting the unified and automated definition of response
features, as well as the performance of the proposed procedure
when compared to that of the conventional local search and
particle swarm optimization algorithm. The observations can be
summarized as follows:
 The proposed approach has been demonstrated to

successfully handle a variety of antenna structures featuring
different types of input characteristics while using identical
setup with no need of user interaction;

 The allocation and extraction of the feature points is
automated with the only information provided by the user
being design specifications;

 Based on the same information, the procedure selects and
sets up the appropriate feature-based objective function,
again, without engaging the expert knowledge of the user;

 The results confirm the reliability of our approach: for all of
the verification structures, the optimal designs satisfy the

assumed specifications, even for severely misaligned initial 
designs; 

 The conventional local trust-region gradient search
algorithm frequently fails to find the optimal designs
meeting the target operating frequencies and it is very much
dependent on the quality of the start point;

 The pattern search algorithm (the second local benchmark
procedure), also is incapable of yielding the designs that
satisfy the specifications in some of the presented cases, and
its outcome heavily depends on the antenna operating
frequencies at the intial design. In addtion, it incurs the
highest computational cost among the three local optimizers
(from five to even ten times higher, depending on the
structure);

 The considered problems are generally challenging even for
state-of-the-art nature-inspired procedures (here,
represented by PSO). The PSO-rendered optimal designs for
some structures do not meet the assumed design
specifications, which puts its reliability in question;

 The quality of the optimal designs rendered by all the
compared procedures (the proposed one, conventional local
algorithms: TR and pattern search, as well as PSO
optimizer) is similar across the set of four benchmark
antenna structures of different types of input characteristics
(provided the local and PSO optimizer have been able to
identify these);

 The computational cost of the proposed procedure is—on
the average—comparable (or slightly higher) that that of the
conventional TR approach, and considerably lower than that
of the pattern search algorithm. Still, even though the TR
local search is in some cases faster, its reliability is
significantly inferior to that of our approach;

 The computational cost of our procedure is around ten times
smaller than for the PSO algorithm while providing optimal
designs of similar quality.

The overall conclusion is that the performance of the
optimization process is greatly improved by employing the 
generalized definition of the response features. The execution 
of the entire procedure is facilitated by the unified feature 
definition and extraction, but also unified objective function 
formulation. Comprehensive validation studies demonstrate 
that generalized response feature technology allows for 
obtaining high quality designs, even when starting from poor 
initial parameter vectors, normally call requiring the 
employment of global procedures. Moreover, the proposed 
procedure is computationally efficient with the cost comparable 
to conventional local TR procedure, a fraction (ten to twenty 
percent) of the cost of pattern search algorithm, and about ten 
percent of that of the particle swarm optimizer. The most 
important observation is that the generalization introduced in 
this work performs up to the expectations and the purpose it was 
developed for, especially in terms of handling a variety of 
design tasks and types of antenna input characteristics within a 
single and automated algorithmic framework. 
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IV. CONCLUSION

This paper proposed a generalized formulation of the 
response feature technology for efficient and reliable 
optimization of antenna input characteristics of various types. 
The presented approach unifies different definitions used so far 
in the literature to determine the characteristic points of antenna 
responses and provides a single framework, suitable for 
handling narrow-, multi-band, enhanced bandwidth, as well as 
broadband (also ultra-wideband) structures. The generalized 
definition of response features is accompanied by a unified 
formulation of the feature-based objective functions that cover 
the design tasks related to in-band matching improvement and 
bandwidth enhancement. The major advantage of our 
methodology is that it eliminates the need for defining both the 
response features and the cost functions individually for a 
particular antenna structure. Thus, it makes the feature-based 
optimization (FBO) more accessible for an inexperienced user. 

A comprehensive numerical verification demonstrates the 
performance of the method over a range of antenna structures 
featuring different types of input characteristics (ring-slot, 
triple-band dipole, enhanced-bandwidth patch antenna, and 
ultra-wideband monopole antenna) but also corroborates other 
advantages of FBO, which include the improved reliability (in 
particular, good performance when facing poor initial design) 
and reduced computational cost as compared to the standard 
design problem definitions. The presented formulation has been 
specifically developed for handling antenna input 
characteristics. Generalizations for antenna responses such as 
gain, axial ratio, etc. (i.e., other than input characteristics), as 
well as for compound problems (e.g., gain maximization under 
reflection constraints, or simultaneous impedance matching and 
axial ratio bandwidth improvement) will be addressed in the 
future work. 

All the aforementioned benefits are achieved at the expense 
of limiting the scope of applicability of the modelling method 
to structures whose responses feature well distinguished 
characteristic points, e.g., the aforementioned multi-band 
antennas. As a result, the proposed methodology is not as 
versatile as other frameworks that do not impose any restraints 
on the response structure of the component under design. Yet, 
the characteristics of many real-world antennas are inherently 
structured (e.g., narrow-band or multi-band antennas). 
Consequently, the employment of the feature-based techniques 
is not hindered by the aforementioned factors. 

Having said that, by unifying the definition of response 
features, the proposed technique overcomes some of the 
limitations of the prior versions, all of which exploited 
individual (i.e. problem-specific) definitions of the 
characteristic points.  The application of the latter has been 
significantly limited to such antenna structures whose responses 
featured readily discernible characteristic points (e.g., multi-
band antennas). Therefore, such frameworks have been not as 
versatile as other procedures capable of handling antenna 
responses of arbitrary shapes.  

The technique discussed in this work can be considered a step 
towards extending the applicability of the response feature 
technology for antenna design. It can be of interest, among 

others, for the readers dealing with simulation-driven 
optimization tasks that are difficult to handle by means of 
conventional local optimization algorithms, yet, for which the 
use of global search routines may be impractical from the point 
of view of their computational complexity. It is also useful 
whenever the antennas need to be re-designed with respect to 
their operating frequencies because FBO is a practical tool for 
manipulating the antenna resonances/bandwidth in a 
convenient manner. Finally, it should be mentioned that the 
feature-based optimization concept can also be generalized for 
handling other types of high-frequency structures, including 
microwave components. Notwithstanding, such a 
generalization is a more challenging endeavor due to a larger 
variety of possible system outputs (e.g., pertinent to filters, 
couplers, power dividers, etc.) that need to be taken into account 
by a respective framework. 
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