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Abstract: A common-path polarization interferometer using a Wollaston prism and an area detector
for the measurement of retardation or optical path difference is presented. Employing a moderate-
resolution 1280 by 1024 pixel monochrome camera, it offers a measurement range of approximately
780 radians at 830 nm and 1350 radians at 515 nm while maintaining a high measurement resolution.
Retardation introduced by a zero-order waveplate or a Soleil–Babinet compensator was measured to
evaluate the performance of the interferometer. Based on the presented measurement results, the
resolution of the measurement is estimated to be better than 0.002 rad.

Keywords: polarization; optical fiber sensors; polarization interferometers; Wollaston prism;
detection setups

1. Introduction

Polarization interferometers, difference interferometers, and polarimetric optical fiber
sensors induce a change in optical path length between orthogonally polarized components
of optical radiation in the directions of the principal axes of these devices. In sensors
using the Faraday effect, propagating optical radiation undergoes a rotation of the state
of polarization. In the case of point sensors, a detection setup converts the information
contained in the optical signal into a single value of the measurand. Distributed polarimetric
optical fiber sensors must recover information about the value of measurand along the
length of sensing fiber.

The selected detection method depends on the principle of operation of a particular
sensor and other considerations, such as the measurement range, accuracy, and bandwidth.
The reliability, cost, and availability of components are also factors that influence the decision.

In general, distributed polarimetric sensors use detection techniques based on polar-
ization optical time-domain reflectometry (P-OTDR) [1], polarization optical frequency-
domain reflectometry (P-OFDR) [2–5], or wavelength-scanning phase-sensitive optical
time-domain reflectometry (ϕOTDR) [6–8].

Point sensors, especially those that employ the Faraday effect, use a polarimeter as
their detection setup [9–13] or a polarization division multiplexing detection setup [14].
The detection of signal from difference interferometers is often performed using spectral
interferometry with a broadband source and an optical spectrum analyzer (OSA) [15–17]
or a tunable laser and a broadband detector [18,19]. The same technique, spectral inter-
ferometry, is used in some surface plasmon resonance sensors (SPR) [20–25] and in the
characterization of sensitivity to hydrostatic pressure, strain, and temperature of specialty
optical fibers [26–28], where it can resolve phase difference as a function of wavelength.
Sagnac interferometer detection is also often employed in optical fiber polarimetric sen-
sors [29–31]. Other techniques include tracking interference fringes with photodiodes [32]
or the use of diffraction gratings to produce interference fringes that are subsequently
detected by a linear detector array [33,34].
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Last but not least, polarimetric sensors of hydrostatic pressure, biosensors, and waveg-
uide refractometers often use a detection setup employing a common-path interferometer
consisting of a Wollaston prism [34,35] or a birefringent wedge [36–38], followed by a
polarizer and a linear detector array (CCD or CMOS). The interferometer produces an
equidistant and straight fringe pattern (Young’s fringes; fringe interference field) that is
recorded by the detector array and processed by a computer, yielding retardation. An accu-
racy of 2π/2100 rad was demonstrated in [36], with a resolution from 2π/4000 rad [36] to
2π/1000 rad [34]. However, unless continuous tracking of the fringe pattern is performed,
the unambiguous measurement range of this method is restricted to 2π rad.

In some instances, retardation must be measured in a range much broader than 2π rad.
Such a measurement can be performed by using low coherence interferometry (LCI), i.e., by
illuminating the interferometer or sensor with a low-coherence light source and applying a
detection technique capable of measuring the optical path difference. In particular, common-
path interferometers [34–38] can be used, but the number of fringes on the detector must
be increased to allow for tracking of the fringe pattern across the required measurement
range. However, as the number of fringes is increased, the number of pixels per fringe is
reduced, lowering the resolution and accuracy of the measurement.

The measurement range can be extended without degrading resolution by using a
Soleil–Babinet compensator [34] or by introducing a step optical delay line in front of the
birefringent wedge or the Wollaston prism and replacing the linear detector array with an
area detector array [39]. Such modifications increase the cost and complexity of the detection
setup, especially through the use of a custom-made, precision step optical delay line.

In this paper, an alternative method for detecting the optical path difference is pre-
sented. Obviating the need for the step optical delay line, it uses a simple common-path
interferometer and an area detector array. Phase measurement is performed in a manner
similar to the Vernier scale, offering a broad measurement range and a high measurement
resolution and making the presented method another application of the Vernier principle
in the field of optical fiber sensors [40–42].

2. Materials and Methods

Let us consider the polarization interferometer presented in Figure 1a. A light beam
from a single-mode polarization-maintaining (SMPM) fiber is collimated by lens L and
impinges on Wollaston prism WP. As the axes of the Wollaston prism are aligned along the
axes of the fiber, polarization modes oHE11 and eHE11 do not mix; they deviate from each
other after propagating through the prism. They then pass through analyzer A, whose axis
forms an angle of 45◦ with the axes of Wollaston prism WP. Finally, the polarization modes
interfere on area image sensor AIS, forming a set of equidistant and straight fringes, as
shown in Figure 1b. When one side of the area image sensor AIS is parallel to the direction of
fringes, as shown in Figure 1b, the interferometer is equivalent to that described in Ref. [36].
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Figure 1. Common-path interferometer for retardation measurement: (a) schematic diagram; (b) fringe
pattern on the detector. L—lens; WP—Wollaston prism; A—analyzer; AIS—area image sensor.

Consider the modification to the interferometer presented in Figure 1 in which the
area image sensor AIS is aligned at an angle α to the fringe pattern, as shown in Figure 2.
An xy coordinate system associated with the image sensor is introduced for the purpose of
subsequent analysis.
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In order to obtain insight into operation of such a setup without dealing with exces-
sively complicated formulas, let us introduce four simplifying assumptions: (i) the AIS
consists of equally spaced pixels of a width xp and a height yp; (ii) the AIS is aligned in such
a way that the phase difference ϕ between the two beams interfering at the origin of the
coordinate system xy equals the phase difference of interfering beams; (iii) power density
p0 is constant on the area of the detector; and (iv) visibility of the fringe pattern is 1.0. Then,
power density of the interference pattern p(ϕ, x, y) can be expressed as:

p(ϕ, x, y) = p0

[
1 + cos

(
ϕ +

2π
Λ

(x sin α + y cos α)

)]
, (1)

where Λ represents the fringe spacing, α represents the orientation angle, p0 represents the
maximum power density, and ϕ represents the phase difference of the polarization modes.

The power incident on a pixel from the bottom row of pixels located at a distance xN from
the origin of the xy coordinate system, as shown in Figure 2, can be expressed using (1) as:

P(φ, xN) =

xN+xp∫
xN

yp∫
0

p0

[
1 + cos

(
φ +

2π
Λ

(x sin α + y cos α)

)]
dydx. (2)

By setting:
k0 = 2π

Λ sin α,

k1 = 2π
Λ cos α

(3)

using these in (2), we arrive at:

P(ϕ, xN) = p0

xN+xp∫
xN

(
yp +

1
k1

sin
(

ϕ + k0x + k1yp
)
− 1

k1
sin(ϕ + k0x)

)
dx. (4)

Rewriting (4) as the sum of three integrals and integrating and employing some
trigonometric identities, we obtain

P(ϕ, xN) = P0 + P1 cos (ϕ + k0xN + γ), (5)

where
P0 = p0xpyp, (6)

P1 =
4p0

k0k1
sin
(

k0xp

2

)
sin
(

k1yp

2

)
, (7)
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and offset angle γ is given by

γ =
1
2
(
k0xp + k1yp

)
, (8)

the power Pi incident on the m-th pixel can be expressed using (5) as:

Pi(m, φ) = P(φ, (m− 1) xp) = P0 + P1 cos
(
φ + (m− 1) k0xp + γ

)
, (9)

From (9), it can be seen that for a given phase difference ϕ and the offset angle γ, the
power incident on subsequent pixels of the bottom row of the detector array varies as a
sampled harmonic function. If angle α is adjusted to fulfill the condition

k0xD ≥ 2π, (10)

where xD is the width of the detector array, at least one period of this harmonic function
can be registered.

Let us calculate the phase difference change ∆ϕ needed to shift the detected pattern
Pm by one pixel. This means that

Pi(m, φ) = Pi(m− 1, φ + ∆φ), (11)

from (9), we have

cos(ϕ + γ + k(i− 1)xP) = cos (ϕ + ∆ϕ + γ + k(i− 2)xP), (12)

which reduces to
∆ϕ = k0xP. (13)

If k0xD = 2π, and a detector with N pixels in the row is used, Equation (13) becomes

∆ϕ =
2π
N

. (14)

This means that when a detector with 1024 pixels in the row is used, the resolution of
phase measurement can be 2π/1024 rad. It may be expected that the resolution can be even
better when data proceeding techniques that enable sub-pixel resolution are used.

The resolution of the presented method may degrade when the amplitude P1 of the
harmonic component in Equation (9) is much smaller than P0, which is similar to working
with low-visibility interference fringes.

In order to investigate this issue, let us introduce a parameter V, defined as:

V =
max(P(m, ϕ))−min(P(m, ϕ))

max(P(m, ϕ)) + min(P(m, ϕ))
, (15)

It should be noted that V is not the visibility of fringes described by Equation (1); it can
be regarded as the visibility in a single row of pixels. From Equations (3), (6), (7) and (9),
we obtain:

V =
P1

P0
=

sin
(

2π
Λ

xp
2 sin α

)
2π
Λ

xp
2 sin α

sin
(

2π
Λ

yp
2 cos α

)
2π
Λ

yp
2 cos α

, (16)

which is a product of two sin(x)/x functions. Since the dimensions xp and yp of a pixel
are much smaller than the fringe spacing Λ, sinα is much smaller than one and cos α ≈ 1,
V becomes:

V ≈ 2Λ
2πyp

sin
(

2π
Λ

yp

2

)
. (17)

For five pixels per fringe, i.e., Λ = 5yp, V equals 0.93. This means that the method is
capable of operation even when the fringes are closely spaced.
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The quantization of the signal in an image sensor is another factor that introduces an
error, often referred to as quantization error. In the case of the detection setup presented,
this error affects the accuracy of the phase difference measurement.

Most commonly, image sensors use one or more analog-to-digital (A/D) converters
that have a resolution ranging from eight to sixteen bits (cf., e.g., [43,44]). In the most
prevalent CMOS image sensors, these A/D converters are integrated on the detector chip.

The quantization error is difficult to investigate analytically; therefore, numerical
modeling was conducted. First, an analytical description of an ideal image sensor, followed
by an ideal N-bit A/D converter, was created. This image sensor is illuminated by the
fringe pattern shown in Figure 2. The power incident on each pixel in a row is described
by (9). The orientation angle α of the fringe pattern is selected in such a way that the
period of the cosine function in (9) is equal to the number of pixels in the row (e.g., 512),
i.e., condition (10) becomes k0xD = 2π. The output is vector vc, which contains values of
power incident on each pixel, corresponding to a given phase difference ϕ and rounded
down to the nearest level of the N-bit A/D converter. The complex fast Fourier transform
of vector vc produces complex spectrum vector sc. The phase of the second component of
the calculated spectrum vc[1] is phase difference ϕF, corresponding to the rounded data
(Please note that the first component of vc, i.e., vc[0] is the constant component). The phase
error, arising from quantization, is calculated as ϕF − ϕ. The results of the calculations are
presented in Section 3.1.

Testing of the proposed interferometer should focus on its resolution, as the operation
of similar interferometers in the fringe counting mode is already well-researched. This
requires a means of introducing small amounts of phase difference or optical path length
difference into the light incident on the Wollaston prism. A method used in ellipsometry
that employs a quarter-wave (λ/4) plate rotated by angle θ was selected, and a test setup
was designed.

A schematic diagram of the test setup is presented in Figure 3. Light from source LS
(a laser diode or a superluminescent diode) is collimated by lens L, polarized by a linear
polarizer P, and passes through a quarter-wave plate λ/4. The light then passes through
Wollaston prism WP and analyzer A. Finally, the light interferes on the area detector array
in camera C, forming the fringe pattern.
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The Jones vector vo of light incident on the Wollaston prism can be expressed as:

vo(θ) = R
(π

4
+ θ
)

MQWP R(−π
4
− θ) vi, (18)

where R() represents the rotation matrix, θ is the rotation angle of the quarter-wave plate,
MQWP is the matrix of the quarter-wave plate, and vi is the Jones vector of the light after
the polarizer P. Substituting for R, MQWP, and vi in Equation (18) and performing matrix
multiplications and some rearrangements, we arrive at:

vo(θ) =
1√
2

[
1− (1− i) (sin(θ))2 − 1

2 (1− i) sin(2θ)

1− (1− i) (sin(θ))2 + 1
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The phase difference ∆ϕ between the mx and my components of vo can be expressed
as the argument of (mx/my), viz.:

∆ϕ(θ) = arg
(

mx

my

)
= arg

(
(cos(2θ))2 + i · sin(2θ)

)
. (20)

For small angles (i.e., |θ| < 0.105 rad (6◦)), ∆ϕ can be conveniently approximated by

∆ϕ(θ) = 2θ (21)

with an approximation error below 2%. If values greater than 0.1 rad of the phase difference
∆ϕ are needed, a Soleil–Babinet compensator can be used instead of a rotating quarter-
wave plate.

A measurement setup was built in the configuration schematically presented in
Figure 3. A laser diode or a superluminescent diode was used as the light source LS.
The polarizer P and analyzer A were made from a high-contrast polarizing film on a glass
substrate. A zero-order quarter-wave plate λ/4, mounted in a rotation mount (PRM1/M,
Thorlabs, Newton, NJ, USA), was used to change the retardation. A Wollaston prism WP
made from quartz was used. A monochrome 1280 × 1024 camera (EO-1312M-GL, Edmund
Optics, Mainz, Germany) acquired the fringe pattern, which was sent by a USB link to a PC
for image processing.

The quarter-wave plate was rotated by the action of the micrometer actuator in the
rotation mount. The rotation of the waveplate was 776 µrad (2.4 arc min) per graduation,
corresponding to the retardation change of 1.55 mrad (4.8 arc min), while the full travel of
the micrometer head yielded 175 mrad (10◦) of retardation change.

Additionally, a Soleil–Babinet compensator (i.e., SBC-VIS from Thorlabs or RKQ 10
from B. Halle Nachfl. GmbH, Berlin, Germany) was used in place of the rotated quarter-
wave plate. A side view of two configurations of the measurement setup is presented
in Figure 4.
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3. Results

The influence of the quantization errors on the measurement was investigated first,
using a computer model. The results are presented in Section 3.1. The range and resolution
of the detection setup were then investigated, as described in Section 3.2.

3.1. Influence of the Quantization Errors

A simple computer model was created in MathCAD (MathCAD v. 15, PTC, Boston,
MA, USA), following the description in the previous Section. The model describes an ideal
area image sensor with 2K pixels in a row and an ideal N-bit A/D converter. Parameters K
and N were assumed to be positive integers.

Calculations were performed for 256, 512, and 1024 pixels in a row, corresponding to
K = 8, 9, and 10. For each value of K, the number of bits N in the A/D converter was varied
from 8 to 10 to 12. The phase difference ϕ was changed in the range corresponding to the
shift of intensity pattern (9) by one pixel, i.e., 2π/2K rad, with an increment equal to 0.001
of the range.

First, the phase error of an ideal area image sensor with 256 pixels in a row and an ideal
N-bit A/D converter was calculated using the model. The range of the phase difference ϕ
in that case was 24.5 mrad. Calculation results are presented in Figure 5.
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From the data presented in Figure 5, it follows that the magnitude of the error does not
exceed 880 µrad for an 8-bit A/D converter, which is 36·10−3 of the range corresponding to
one pixel. For a 12-bit A/D converter, the magnitude of error is below 72 µrad, i.e., 2.9·10−3

of the range.
The phase error of an ideal area image sensor with 512 pixels in a row and an ideal

N-bit A/D converter was then calculated. The range of phase difference ϕ in that case was
12.3 mrad. The phase error is shown in Figure 6.

Based on the data presented in Figure 6, it can be concluded that the magnitude of the
error does not exceed 474 µrad for an 8-bit A/D converter, which is 39·10−3 of the range
corresponding to one pixel. For a 12-bit A/D converter, the magnitude of error is below
55 µrad, i.e., 4.4·10−3 of the range.

Finally, the calculations were repeated for an image sensor with 1024 pixels in a
row and an ideal N-bit A/D converter. The range of phase difference ϕ in that case was
6.14 mrad. The phase error is shown in Figure 7.

The magnitude of the error did not exceed 350 µrad for an 8-bit A/D converter,
which is 57·10−3 of the range corresponding to one pixel. For a 12-bit A/D converter, the
magnitude of error was below 41 µrad, i.e., 6.7·10−3 of the range.
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While this indicates that the presented detection setup can perform measurements
with a sub-pixel resolution, the influence of non-idealities and noise in the image sensor
and in the A/D converters may degrade this resolution substantially.

3.2. Range and Resolution

The setup was then carefully aligned, and its operation was tested. First, a laser diode
emitting at λ = 515 nm (PLT5 510, ams-OSRAM International, Premstätten, Austria) was
used as the light source. Its operating current was set above the lasing threshold. The fringe
pattern incident on the area image sensor was aligned with fringes parallel to the shorter
side of the sensor. Part of that pattern is presented in Figure 8a. Subsequently, the laser
diode was replaced by a superluminescent diode emitting at λ = 830 nm (SLD830S-A10W
with CLD1015 controller, Thorlabs, Newton, NJ, USA), and the fringe pattern was recorded
and is presented in Figure 8b.
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Figure 8. Fringe pattern fragment recorded by the image sensor. (a) Illumination with a laser diode
emitting at 525 nm; (b) illumination with a superluminescent diode emitting at 830 nm.

The fringe pattern in Figure 8a consists of 239 fringes distributed equally on 1280 pixels,
i.e., 5.36 pixels per fringe. The contrast is uniform across the pattern, as expected for a laser
source. The use of a broadband source to obtain the fringe pattern presented in Figure 8b
resulted in a contrast of the fringes that varied across the pattern, being the highest in
the central part of pattern and decreasing to zero at the edges of the pattern. In this case,
the central part of the fringe pattern (610 pixels) contains 66 fringes, corresponding to
9.24 pixels per fringe and 139 fringes in the entire fringe pattern.

In both fringe patterns from Figure 8, artifacts from dust and imperfections of the
optical surfaces are apparent.

A first attempt at measuring retardation was performed with the laser diode emitting
at λ = 525 nm and its operating current set below the lasing threshold. The fringe pattern
on the camera was aligned to have more than one period of the pattern on one row but not
more than two such periods. Unfortunately, small variations in the phases of interfering
beams affected the shape of the fringes, resulting in a substantial distortion of the data that
were to be analyzed. An example of such a pattern is shown in Figure 9.
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Figure 9. Distorted measured data pattern recorded by one row of pixels and pattern expected from (9).

Most likely, the variations in the phases of the interfering beams arose from the lack of
planarity of the interfering beams and the local imperfections of optical components, in
particular the lens L, polarizer P, and analyzer A, as these components are usually man-
ufactured with moderate attention to their phase characteristics. Aberrations introduced
by these components and the Wollaston prism WP and parasitic effects due to speckles
or dust were also responsible for these variations. Unfortunately, the quality of the phase
measurement results was rather poor, necessitating a change of approach.
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Therefore, a second attempt at measuring the retardation was made with the supler-
luminescent diode emitting at λ = 830 nm. The fringe pattern on the camera was aligned
to have three to four periods of the pattern on one row. This reduced the resolution but
improved the quality of the data.

The fringe pattern was then recorded as a function of retardation. Measurements
were performed by changing retardation in one direction to avoid hysteresis and backlash.
The position of the fringe pattern was determined by finding the location of a selected
minimum. This was accomplished by approximating a fragment of the pattern close to
the minimum with a quadratic function and finding the minimum of that function, as
illustrated in Figure 10. The position of that minimum, expressed in pixels, was treated as
the output signal of the detection setup.
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Figure 10. Fragment of measured data pattern recorded by one row of pixels and quadratic function
approximating that fragment of the pattern.

The response of the detection setup was plotted against the set retardation, and it is
shown in Figure 10.

Based on data shown in Figure 11 and the behavior of the experimental setup, it can
be concluded that the resolution of presented setup is approximately 2 mrad (0.11◦) or
2π/3000 rad. The conversion factor kϕ, links the response of the setup expressed in the
number of pixels ∆N with measured retardation ∆ϕ, i.e.,

kϕ =
∆N
∆ϕ

(22)

was determined to be 57.8 pixels/rad, which corresponds to 363 pixels per 2π rad of the
measured phase shift.
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4. Discussion

An analysis of the influence of the quantization errors on the accuracy of the measure-
ment yielded some expected and some unexpected results. As expected, the calculated
error decreases with the increasing resolution of the A/D converter. The decrease is not
exactly proportional to the increase in the resolution. When moving from an 8-bit resolution
to a 10-bit resolution, the error is reduced by less than four times, as one would expect,
while moving from a 10-bit resolution to a 12-bit resolution can yield a reduction that is
greater or smaller than four times.

While the error decreases with an increasing number of points in the row, interesting
behavior is observed for the 8-bit resolution and 512 and 1024 pixels (Figures 5 and 6,
respectively), for which the peak-to-peak error decreases by only 24%, while a much greater
average error reduction is readily apparent. This may be an indication that a more in-depth
investigation into the behavior of this error should be performed in the future. At present,
however, we should note that predicted error is sufficiently small for the measurement
resolutions obtained in this paper.

It should also be noted here that in most available CMOS image sensors, the analog-to-
digital conversion is internally performed with a resolution of 10–14 bits (cf. e.g., [43]), and
the result is subsequently rounded down to 8–10 bits. Consequently, the eight-bit output
exhibits little nonlinearity.

The measurement range of the presented interferometer depends on the number of
fringes in the field of view of the detector. However, since the identification of the central
fringe in the fringe pattern is often difficult based only on its amplitude, the shape of the
interference pattern is often used for that purpose. This requires that some fringes from
both sides of the central fringe always be visible, restricting the movement of the central
fringe by a margin on both sides of the detector. It can be safely assumed that this margin
can be 5% of the total number of fringes, corresponding to twelve and seven fringes for
the two cases discussed in the previous Section. Therefore the fringe pattern is allowed
to move by 215 fringes or 125 fringes, which corresponds to the measurement range of
1352 rad and 786 rad.

While setups using other detection methods, such as a polarization analysis [9–13],
can attain such a range, they are only capable of doing so by tracking the change in the state
of polarization, with any interruption of the tracking process invalidating the measurement.
Setups employing low-coherence interferometry [34–39] can also attain such a measurement
range, but this typically comes at the cost of a reduced measurement resolution.

The demonstrated resolution of the presented interferometer (0.002 rad) is comparable
to the resolution of setups using polarization analysis or low-coherence interferometry.
Further work is needed to provide a better, more accurate evaluation of this parameter. In
particular, a setup for generating retardance with an improved resolution and accuracy
must be devised.

Temperature is a factor that limits the performance of the presented interferometer.
It can be shown that temperature affects its performance mainly via the change of the
birefringence of the material from which the Wollaston prism is made. In the experiments
presented in this paper, a prism made from quartz was used. The birefringence ∆n of
quartz, measured at room temperature (25 ◦C) at a wavelength of 632.8 nm, is approxi-
mately 9.02·10−3, while its change with temperature δn is approximately 1.0·10−6 per ◦C
(cf. e.g., Figure 4 in [45]).

Using the properties of the Wollaston prism, it can be demonstrated that the measured
phase difference ∆ϕ is proportional (to a good approximation) to the birefringence ∆n of
the material from which the prism was made, i.e.,

∆ϕ = k · ∆n. (23)

The measurement error δϕ due to the temperature change is

δϕ = k · δn. (24)
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Combining Equations (23) and (24), we obtain

δϕ =
δn
∆n

∆ϕ. (25)

For ∆ϕ = 1000 rad, the measurement error δϕ is 0.11 rad/◦C. This is a large value
when compared with the resolution of the presented set-up (0.002 rad). Reducing this error
would require either keeping the setup in a constant-temperature environment, or using a
method in which the setup is periodically illuminated by a reference beam from a source
whose wavelength is independent from temperature, and the arising fringe pattern is used
to recalibrate the setup. Alternatively, designs based on an athermalized Mach–Zehnder
interferometer or on Fresnel’s mirrors can be considered.

The functionality of the discussed interferometer can be implemented using a Mach–
Zehnder interferometer, which offers three important advantages in this application. First,
when an athermalized design is used, its sensitivity to temperature can be greatly reduced
compared to that of the presented interferometer. Second, it can be aligned in such a way
that the region of the localization of fringes coincides with the area image detector [46].
Third, the spacing of the interference fringes can be varied by changing the orientation of the
mirrors of this interferometer. However, a potential disadvantage of this implementation is
the presence of multiple reflective surfaces whose imperfections can introduce distortion
into the fringe pattern, degrading accuracy or even preventing the correct operation of
such a setup. Moreover, the mechanical stability of such a setup, as well as its susceptibility
to vibration, can limit the usability of such a setup. In spite of this, further work will be
performed on its implementation.

Finally, the scope of application of the presented interferometer can be extended to sen-
sors in which two beams of the same polarization interfere, such as those described in [47].

5. Conclusions

A common-path polarization interferometer using a Wollaston prism and an area
detector for the measurement of retardation or optical path difference was demonstrated.
The measurement range of this interferometer is approximately 1350 rad at 515 nm and
786 rad at 830 nm, and it can be altered by using a Wollaston prism with a different splitting
angle or a camera with a different pixel size.

The resolution of this interferometer was investigated in a test setup using a Soleil–
Babinet compensator or a quarter-wave plate to change the retardation. Based on the
experimental results, it can be concluded that the minimum detectable phase change is
0.002 rad. The resolution can be further improved by using a better camera and pre-
processing the acquired images more carefully. Using better-quality polarizers and lenses
should also result in an improvement in resolution and accuracy.

The presented interferometer offers a measurement resolution comparable with that
of the setups described in [36], as well as measurement range of around 1000 rad, which
was unattainable for these setups.

Until quite recently, this interferometer was capable of operation only in the spectral
range from approximately 400 nm to 1000 nm, limited by the spectral sensitivity character-
istics of silicon CCD/CMOS detectors, excluding its use in sensors operating in 1310 nm
and 1550 nm bands. At present, the commercial availability of InGaAs image sensors and
cameras allows for the presented interferometer to also work in the spectral range from
700 nm to 1700 nm. However, its operation in the mid-infrared range, where sensing fibers
are being developed [48,49], will not soon be possible due to the lack of array detectors that
are sensitive in that range.
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