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a b s t r a c t

The application of small-scale electrical systems is widespread and the integration of Maximum Power
Point Tracking (MPPT) control for Photovoltaic systems with battery applications further enhances
the techno-economic feasibility of renewable systems. For this purpose, a novel MPPT control system
using Dynamic Group based cooperation optimization (DGBCO) algorithm is utilized for PV systems.
The population in the DGBCO is divided into exploration and exploitation groups. Due to effective
mathematical modeling, the drawbacks of existing MPPT control techniques are undertaken. The
drawbacks of modern MPPT control become prominent under partial shading conditions (PSC) which
give rise to power loss, random fluctuations, and slow control action. The DGBCO is implemented
using a search and skip mechanism which significantly enhances the performance of the MPPT
controller and improves the efficiency of PV systems. The results are compared with recently developed
Artificial Bee Colony (ABC), Cuckoo Search Algorithm (CS), DragonFly Optimizer (DFO), and Particle
Swarm Optimization (PSO) techniques. The operating conditions case studies include fast varying
irradiance and PS with skewed GM. The DGBCO based MPPT control technique is also validated by the
experimental setup. The results are compared using statistical and analytical indices such as tracking
time, settling time, power tracking efficiency, total energy, RMSE, MAE, and RE. The results show the
superior performance of the proposed DGBCO. Relatively, 2%–8% higher energy harvest, and up to 60%
faster tracking time helps to achieve up to 99.86% power tracking efficiency in both transient and
steady-state control operation. Lower values of statistical metrices i.e. RMSE, MAE, and SR indicate the
robustness and effective mathematic modeling of DGBCO for effective MPPT of PV systems under PS
conditions.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Resources of the Earth are gradually but surely depleting.
n growing societies, much focus has been shifted on the re-
earch and development of energy consumption. Non-renewable
esources are no longer considered a viable source for fuel and
ence for the purposes of flourishment of future generations,
enewable energy has become the main ingredient (Agyekum,
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2021). Amongst all the types of non-renewable energy resources
such as Nuclear, Wind, Biofuels, and Solar. Solar energy has been
the target of much research and debate. This is primarily due to
the fact that the Solar Photovoltaic (SPV) energy source is fuel-
free, requires minor maintenance, is free of rotary or moving
parts, and causes no pollution to the environment (Vicente et al.,
2020; Mendez et al., 2020; Yang et al., 2020).

From an application standpoint, the SPV energy system can
be categorized into four distinct types: Stand-alone low power
plants, remote small SPV plants, large-scale grid-connected plants
(Matayoshi et al., 2020), and a hybrid of SPV and other
renewable/non-renewable energy sources (Belhachat and Larbes,
2018; Rezk et al., 2017). In any case, for any smart home system,
a constant flow of power is required. This can only be met by the

arrangement of a system of batteries to supply stored energy to
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Abbreviations and Variables

Abbreviations

DFO Dragonfly optimization
CSA Cuckoo search optimization algorithm
FOCV Fractional open circuit voltage
FSCC Fractional short circuit current
GM Global maxima
GMMP Global maximum power point
GWO Grey wolf optimizer
IPSO Improved particle swarm optimization
LM Local maxima
LMPP Local maxima power point
MAE Mean absolute error
MPPT Maximum power point tracking
P&O Perturb and observe
PS Partial shading
RE Relative error
RMSE Root mean square error
SR Success Rate
DGBCO Dynamic group based optimization al-

gorithm

Variables

a Diode ideality factor
GSTC Irradiance at STC condition

(1000 W/m2)
G Irradiance (W/m2)
IPV Cell current
IPV−STC Cell current at STC conditions
Id Diode current
Io Reverse saturation current
Iout Output current
KI Short circuit current constant
k Boltzmann constant = 1.38073 ×

10−23 J/K
Np Number of cells in parallel connection
Ns Number of cell connected in series
q Electron charge = 1.6022 × 10−19 C
Rp Equivalent parallel resistance cell
Rpeq Total Equivalent parallel resistance ar-

ray
Rs Equivalent series resistance cell
Rseq Equivalent series resistance array
TSTC Temperature at STC condition (25 ◦C)
T Temperature (◦C)
VT Thermal voltage of the PV module
Vout Output voltage

homes during poor weather conditions or during peak loading
states. On the other hand, during peak irradiance conditions
and/or low loading state, batteries store the extra power.

The process of storing and delivering energy from the SPV
rray to batteries is paramount to the overall efficiency of the sys-
em (Atri et al., 2020). The point where the SPV array operates at
ts maximum power output point is called Maximum Power Point
MPP) (Golla et al., 2021). Different soft computing techniques
ave been applied in recent years to guarantee maximum Power
utput for battery charging in different renewable energy sources
13530
such as Fuel cells, Thermoelectric (TEG), and PV systems. Classical
Constant Current and Voltage Charging based MPPT methods in
which SPV are directly connected with the battery and load which
trail in efficiency (Premkumar et al., 2020).

However, most studies do not consider the underlying fact
that solar irradiation in practical terms is not fixed (Fathabadi,
2020). For example, Kumar et al. (2021b) suggests that MPP
current is tracked when the battery is being charged and once
the charging limit is met, the control switches to a constant
voltage supplying mode. Another method proposes work on the
maximum power theorem i.e. maximum power to be transferred
when the load resistance is equal to internal resistance. Such
methods of MPP tracking (MPPT) for battery charging cannot be
employed at variable solar irradiance and temperature condi-
tions (Kim et al., 2021).

1.1. Literature review

Due to the deficiency of a constant high irradiation source,
research has been carried out for the MPPT of partial shading
conditions through the use of DC–DC converters (Kumar et al.,
2021a). The power of the SPV panels is fed into the battery
via a DC–DC converter as presented in Fig. 1. The operating
point of the converter for battery charging is defined by the
duty cycle which is determined through complex soft computing
techniques (Zongo, 2021; Bahri and Harrag, 2021; Ahmed et al.,
2021).

The MPPT controllers are classified into three categories based
on control and optimization principles (Mao et al., 2020). The first
one is the classical techniques, modern intelligent control, and
array reconfiguration schemes. Conventional techniques such as
Perturb and Observe (P&O), incremental conductance, hill climb-
ing, modified incremental conductance, hybrid incremental con-
ductance have been seen to perform well only with uniform
irradiance and are unable to find the Global Maximum Power
Point (GMPP) (Feroz Mirza et al., 2020). These gradient-based
algorithms operate at a single point in the search space. The
only comparison is made between consecutive samples of power
magnitude between current and previous sample (∆P = Pnew(k)−
old(k − 1)). The change in power is utilized for the decision-
aking process. Since the algorithms utilize the change in duty
ycle (P&O) or change in conductance (IC) to improvise the output
ower, therefore, the updated control signal (D) forces to move
n only one direction at a time. PS generates multiple epic points
maxima) where the gradient slop equals zero. At these points
f operation, oscillations are observed by classical techniques.
he magnitude of such oscillation is directly proportional to the
tep size of the control signal. To quickly attain MPP large step
ize is useful however under PS this generates undesired os-
illations caused by power loss in steady-state. To reduce such
ower loss smaller step size is preferable. But this leads to slower
racking. Hence a balanced approach is needed. Adaptive control
echniques are utilized to modify the step size to take advan-
age of quick and simple implantation. Up to 90% reduction in
scillation is achievable around MPP. But the PS problem re-
ains unresolved. As a solution, swarm intelligence (SI) based
etaheuristic algorithms are utilized. These algorithms initialize
ultiple random solutions and using an objective function such
s power (max(Pi−n)) or ref voltage improvised the solution over
terative time. Therefore meta-heuristic optimization techniques
ave been studied in the literature. Direct online control of the
ase system is possible under this scenario. These techniques
re implemented as MPPT control for actively tracking GMPP.
he meta-heuristic optimization techniques are Particle Swarm
ptimization (PSO), Salp swarm optimization (SSO), Harris hawk
ptimization (HHO), Flashing Fireflies Optimization (FFO), Grey

http://mostwiedzy.pl


S.K.R. Moosavi, M. Mansoor, M.H. Zafar et al. Energy Reports 8 (2022) 13529–13543

W
r
G
(
(
t
e
e
e
m
T
p
m
a
f
e
a
f
r
f
m
d
g
p
t
I
n
t
a
i
c

e
o
a
e
o
w
a
a
s
t
M

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

Fig. 1. PV system interfaced with load through boost converter.
olf Optimization (GWO), Group teaching optimization algo-
ithm (GTOA), Cuckoo Search (CS), PSO-gravitational search (PSO-
S), Bat optimization algorithm (BOA), Grasshopper optimization
DFO), Henry gas solubility optimization, Artificial Bee Colony
ABC), Dragonfly Optimization (DFO), improved team game op-
imization, Squirrel Search Optimization Algorithm (SSA) (Fares
t al., 2021), and Pigeon Optimization Algorithm (POA) (Mirza
t al., 2020b,a; Mansoor et al., 2020b,a; Mirza et al., 2019; Javed
t al., 2019). The reconfiguration techniques utilize switching
odules to minimize the effects of partially shaded modules.
hese schemes utilize series, parallel, total cross-tied, series–
arallel, Honeycomb, and Bridge link configurations. The perfor-
ance of metaheuristics is highly dependent upon factors such
s parameter tuning, population size, objective function, fitness
unction, and position updating mathematical models (Shams
t al., 2020). The efficiency of the information-sharing model
nd the extent of randomness in the searching process. Levy
light function utilized by the HHO, DFO, and CS generates highly
andom fluctuations and random intervals caused by the sigma
actor(σ ). Modified Butterfly optimization (Shams et al., 2020)
akes use of Voc dependent tuning parameter. The pheromones
ecay factor of ACO and probability function for random solutions
enerate undesired large surges in voltage. The movement of
articles in ABC restricted by parameter ‘a’ decreases with itera-
ions causing slower convergence towards the optimum solution.
n recent years neural networks (NN) are employed in combi-
ation with fuzzy logic control. The membership functions of
he hybrid Neuro-Fuzzy parameters structure are updated using
n enhanced mechanism that allows for the adaptive response
n steady and dynamic tracking stages undercharging operating
onditions.
PSO is a representative member of SI. The random numbers

mbedded in velocity vectors embed oscillations. The movement
f the swarm particles dependent upon the Pbest and Gbest which
re personal best and global best respectively. DFO takes large it-
rations to track GM because of the parameter ‘c ’. The movement
f particles in PSOGS is restricted due to the gravitational effect
hich causes the PSOGS to fall into the LM trap. So, high tracking
nd settling time, the oscillations at GMPP, falling into LM trap,
nd low tracking efficiency are the drawbacks of techniques de-
cribed above (Chandrasekaran et al., 2020). To effectively cater
o these drawbacks a metaheuristic optimization algorithm-based

PPT technique is presented in this work (Zhou et al., 2021).

13531
Conventional MPPT techniques i.e. P&O, INC, Mod-INC show
low efficiency under partial shading conditions due to trapping
in local maxima, which decreases the efficiency of the PV system.
Intelligent MPPT techniques or Machine learning based MPPT
techniques have high efficiency but these techniques require
a large amount of data for training and testing the model. In
addition, these techniques are system-dependent which means
we need to train and test the model again whenever the PV
system changes. Swarm intelligence (SI) based MPPT techniques
are the viable solution for the extraction of maximum power
under partial shading conditions but high tracking time, slow
convergence time, low tracking efficiency, low tracked power,
and extracted energy are the drawbacks observed. Hence, novel
swarm intelligence-based MPPT techniques are required to fill
this gap. A literature review of various optimization techniques
for MPPT of PV, TEG and hybrid PV-TEG systems is presented in
Table 1.

1.2. Contributions

In this study, a stochastic based Dynamic Group Cooperative
Optimization Algorithm (DGBCOA) is advocated as a tool to dis-
cover the GMPP of SPV Panels. The control is attained by varying
the duty cycle of the DC boost converter. The MPPT control is
mathematically modeled to minimize the drawback of existing
MPPT control techniques. Comparison is made with state of the
art MPPT techniques presented in literature i.e. PSO, CS, ABC and
DFO. The main contributions of the proposed work are presented
below:

1. The proposed MPPT technique required few iterations to
track global maxima due to the simultaneous working of
explorative and exploitative groups.

2. The proposed technique has only 1 tuning parameter which
makes it less difficult to balance the searching mechanism.

3. DGBCO based control technique for MPPT can also track
GMPP under PSC and dynamic PS conditions with high
efficiency.

4. Due to lower complexity of proposed algorithm, it can
be implemented on a very low-cost microcontroller for
experimental validation.

5. The results of four cases validate the dominance of the

presented MPPT technique.
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Table 1
Comparison of various MPPT techniques.
Reference Technique Summary

Immad Shams,
et al.

Modified Butterfly
Optimization
Algorithm (BOA)

In this research work, a modified Butterfly Search Algorithm for MPPT was
proposed which was capable of differentiating between partial shading,
uniform shading and load variations. Experimental results proved that the
method provided a tracking efficiency of 99.85%.

Dalila Fares,
et al.

Improved Squirrel
Search Algorithm
(ISSA)

A novel MPPT technique was used in this research based upon the Improved
Squirrel Search Algorithm to track global maximum power point (GMPP). The
efficiency and average tracking time were 99.48% and 0.06 s respectively. This
technique reduced track time 50% as compared to conventional Squirrel
Search Algorithm (SSA).

Kok Soon Tey,
et al.

Differential
Evolution
Algorithm

In order to track global maximum power point (GMPP), an improved
differential Evolution Algorithm was proposed which provide quicker response
against load variations. The response time of this algorithm was 0.1 s to load
variations and it tracked GMPP with an accuracy of 99%.

Houssam
Deboucha,
et al.

Collaborative
swarm algorithm
(CSA)

Collaborative swarm algorithm (CSA) algorithm-based MPPT methodology was
applied to the PV system in the presence of PSC. Simple structure with only
two tuning parameters, high efficiency and fast-tracking were some of the
merits of the CSA algorithm. Experimental results showed 99.8% efficiency
under PSC with a tracking time of up to 0.68 s.

Bo Yang, et al. Adaptive compass
search (ACS)

In this work, a single agent-based Adaptive compass search (ACS) was utilized
for MPPT of the TEG system under heterogeneous temperature difference
conditions. Less computational cost, high energy generation (513.89% more
than P&O) and small power variations were some of the merits of the ACS
algorithm
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Table 2
Characteristic of PV panel: ‘‘Clean Source & Energy CSE115M-1’’.
Parameter Value

Optimal power point, Pmpp 114.996 W
Optimal voltage, Vmp 25.9 V
Optimal current, Imp 4.44 A
Panel short current, Isc 5.09 A
Panel open voltage, Voc 30.2 V
Shunt resistance RP 57.82 �

Series resistance Rs 0.1041 �

6. Statistical analysis is carried out to check the robustness
and sensitivity of proposed technique.

The rest of the paper is structured as follows: PV cell mod-
ling and effect of partial shading on PV systems is explained
n Section 2, Section 3 explains the DGBCO algorithm with im-
lementation and working of DGBCO as MPPT control under
S condition, Extensive case study with statistical analysis and
xperimental validation is presented in Sections 4 and 5 contains
ome concluding remarks of this work.

. Modeling of photovoltaic cell and effect of partial shading

Multiple models are presented in the literature for the estima-
ion of PV cell parameters. The single diode PV model is a simple
nd efficient equivalent model. An ideal model of PV cell as shown
n Fig. 2 consists of an anti-parallel diode with a current source.
he current generation depends upon the intensity of light and
emperature. PV model layout is presented in Fig. 2 in which
eries and parallel resistances are added. The mathematical model
f PV is discussed in Teo et al. (2020), Anani and Ibrahim (2020)
he ideal and practical mathematical formulation of the single
iode model (Teo et al., 2020; Anani and Ibrahim, 2020; Humada
t al., 2016; Hejri et al., 2014; Ishaque et al., 2011a). The electrical
haracteristics of PV array ‘‘Clean Source & Energy CSE115M-1’’
re shown in Table 2 that has been modeled in this study.

ffect of Partial Shading on I–V/P–V Curve
To meet the increasing demand of energy, high power gener-

tion is required by combination of multiple PV panels in Series–
arallel combination. Under uniform irradiance and temperature
 e

13532
Fig. 2. Model of PV cell (single diode).

n all panels gives rise to only peak in I–V and P–V curves as
hown in Fig. 4(b). This peak is the maximum power point (MPP)
nd PV panels need to be operating at this point if maximum
ower is required. However, environmental conditions are not al-
ays uniform. This nonuniformity in irradiance and temperature
an occur due to nearby buildings, trees, dirt, or clouds shadow
s presented in Fig. 3 (Anon, 2021, 2020; Ishaque et al., 2011b;
rivastava et al., 2020). Unlike, uniform conditions, there exist
ultiple peaks in P–V and I–V curves as shown in Fig. 4(a) for
on uniform conditions. This shows a single global maximum
oint and multiple local maximum points. This GMPP could be
eft-skewed, right-skewed, or consolidated in the middle. These
ases are presented in results and discussion Section 4. Therefore,
sophisticated technique is required to track this GMPP under all
ynamic conditions with high efficiency (Yadav et al., 2020; Tey
t al., 2018).

. Proposed technique

DGBCO is a meta-heuristic population-based algorithm that
mitates the cooperation between the individuals in the swarm to
btain a global solution of the engineering optimization problem.
ogically, persons tend to live in communities and groups and
sually, they gather food and fight against the enemy together by

xchanging their roles when achieving tasks (Fouad et al., 2020).
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Fig. 3. Regular and irregular shading patterns on PV modules.
Fig. 4. (a) I–V and P–V curves under PS condition. (b) I–V and P–V curve under uniform shading.
As presented in the literature, the results of the engineering
ptimization problem contain the completion of two tasks. Explo-
ation and exploitation phase. In other optimization algorithms,
ll the search agents do the exploration–exploitation phase col-
ectively which stagnates the movement of particles over the
terations. In DGBCO, the search agents are divided into two sub-
roups which perform on the two complementary tasks. This
ehavior of DGBCO for the exploration and exploitation phase
n search space preserves convergence and encourages diver-
ity. Also, DGBCO increases the number of search agents for
xploration, if the performance does not enchase three iterations
onsecutively. Fig. 5 provides the graphical abstract of the opti-
ization algorithm with a position updating mechanism during
earch phases.

.1. Initialization

Initialization of DGBCO starts by assigning random locations
o every search agent in the search space within the range of
aximum (Maxp) and minimum (Minp) limits. The parameters

equired for DGBCO to start the process of optimization are:

1. Population size represents the number of solutions.
2. The dimensions of search space, number of optimization

objectives, upper and lower boundary limits
3. Fitness function for each objective function.

.2. Exploration and exploitation: Balance between two phases

DGBCO changes the number of search agents dynamically in
very sub-group. Initially, DGBCO starts with a 70%–30% ratio
here 70% of search agents are in the explorative phase and 30%
re in the exploitive phase. Since at the start the search agents
eed to search the entire search space for the global optimum
13533
solution, therefore GDGBCO assigns a high number of agents at
the start of the process to the explorative phase. Fig. 5 shows
the number of search agents’ changes in the explorative and
exploitation phase in DGBCO over the iterations.

3.3. Exploration group

The explorative phase is an important part of the optimization
algorithm because it is responsible for searching for promising
places in search and also to avoid trapping into the local peak.
DGBCO uses two techniques in the explorative phase, that is,
exploration of search space in the surrounding of solution and
mutation.

In the first procedure, the search agent looks for a promising
solution around its position in search space. For this, DGBCO uses
Eqs. (1) and (2).

D = r1 · (X (t) − 1) (1)

X (t + 1) = X (t) + D · (2r2 − 1) (2)

where the ranges of random vectors are r1 ∈ [0, 1] and r2 ∈ [0,
2], X represents the current solution and the D is the diameter
of the circle in which different agents look for better areas. The
mutation is the second method implied by DGBCO. The generic
operator is used to maintain the diversity in the population. This
helps to avoid the local optimum preventing an early conver-
gence. The DGBCO achieves high exploration ability due to the
mutation phenomenon.

3.4. Exploitation group

In the exploitation phase, the search agents get the global best
solution and converge towards the fittest solution. The exploita-
tion group in DGBCO uses two techniques which are: converge

http://mostwiedzy.pl
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Fig. 5. Model of dynamic group-based cooperative optimization algorithm.
ing towards the global best solution and the search around the
est solution. In the first technique, the search agents travel
owards best solution using Eqs. (3) and (4).

D = r3 · (L (t) − X(t)) (3)

(t + 1) = X (t) + D (4)

here r3 is the random number in the range [0, 2] that controls
tep-by-step tracking towards the global solution. L represents
he best solution.

In the second phase, DGBCO uses Eq. (5) to Eq. (6) search
round best solution because that is the most probable place to
ind a better solution.

D = L (t) × (K − r4) (5)

(t + 1) = X (t) + D · (2 · r5 − 1) (6)

K = 2 −
2 × t2

(iters_count)2
(7)

where r4 and r5 are random numbers in the interval [0, 1], K
decreases its value exponentially from number 2 to 0 as the
iterations pass.

3.5. Best solution’s Elitism

DGBCO selects the best solution and passes it to the next
iteration without any changes. This strategy improves the global
search capability of the algorithm.

3.6. DGBCO’s implementation as control under different operating
condition

Duty cycles are initialized randomly in search space i.e. be-
tween 0 and 1. Particle’s position is updated by DGBCO. Pseudo-
code for DGBCO’s implementation as MPPT is presented in Fig. 6.
(See Fig. 7.)

For re-initialization of DGBCO, the change in power is needed
to detect large change which occurs due to abrupt change in
environmental conditions. The re-initialization condition is

if

⏐⏐PPVnew − PPVold
⏐⏐

≥ PPV (%) (8)

PPVold

13534
Table 3
Components specifications for simulation.
Case # PV1 PV1 PV1 PV1 GM

Case 2 1000 W/m2 300 W/m2 800 W/m2 600 W/m2 219.6 W
Case 3 1000 W/m2 700 W/m2 300 W/m2 100 W/m2 165.5 W
Case 4 1000 W/m2 650 W/m2 900 W/m2 480 W/m2 255.5 W

PPV is the panel’s power. The working of DGBCO under differ-
ent operating conditions is explicitly presented in flow chart as
shown below.

3.7. Tracking procedure of DGBCO as MPPT control

In this section working principle of DGBCO as MPPT is ex-
plained briefly. Fig. 8 shows the complete tracking procedure of
GMPP under PSC by DGBCO control. As presented in Fig. 8(b),
four duty cycles are initialized randomly on PV curve i.e. search
space. After initialization, DGBCO updates the position of particles
after evaluating the fitness of every particle and passing on the
information of best particle to each other. Due to working of
both exploration and exploitation groups in the search of global
maxima gives excellent LM trap braking capability to DGBCO
MPPT control. High exploration capability of DGBCO can be ver-
ified by the fluctuations of voltage in Fig. 8(c) and power in Fig.
(a) In initial stages i.e. time less than 0.25 s. After tracking and
settling at GMPP under less than 0.3 s, DGBCO control shows zero
oscillations which causes very low power loss.

4. Case studies: Discussion

To gauge the performance of the proposed DGBCO based MPPT
technique multiple case studies are presented. Case 1–4 uti-
lize a PV system in 4 × 1 configuration with total capacity of
0.459984 kW. Fast varying condition is particularized in Case 1.
Three different PS scenarios are presented in Case 2, Case 3, and
Case 4. To authenticate the performance in real time application,
experimental validation is presented in Case 5. Table 3 provides
the specifications for experimental simulations.
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Fig. 6. Pseudocode of DGBCO for MPPT control.
5. Fast changing irradiance: Case 1

Case 1 is presented to view the sensitivity and robustness of
the control technique against quick shifting of irradiance magni-
tude across all panels in series connection. Irradiance level alters
every 2 s and the levels are presented in Fig. 9. As depicted in
Fig. 9. at STC, the power is 459.96 W which changes to 288.10 W
after 2 s and again changes to 389 W at 4 s. At STC, the power
tracked by DGBCO is 459.3 W which is highest in comparison
to DFO, ABC, CS, and PSO. Power tracked by DFO is 458.7 W,
ABC 458.5 W, CS 458.45 W, and PSO 458.3 W. DGBCO achieves
the highest efficiency of 99.86% followed by DFO’s 99.72%, DFO’s
99.68%, ABC’s 99.67%, and PSO’s 99.63%.

Since, random numbers are present in the velocity vector of
PSO used for position update, large oscillations can be witnessed
at the GM. Similarly, CS and ABC also show oscillations after
achieving GM. Male female dynamic grouping in DFO makes it
slow to converge to GM. Although DFO achieves reasonable effi-
ciency. However, oscillations result in significant power loss. At
STC, the tracking time of DGBCO, DFO, ABC, CS, and PSO is 0.412 s,
0.604 s, 0.550 s, 0.705 s, and 0.961 s respectively. Fig. 10(a) and
Fig. 10(b) display the tracked power in case I. The robustness of
DGBCO MPPT can be observed by the effective re-initialization
of particles and tracking of GM under fast varying irradiance.
The duty cycle and its details are given in Figs. 10(c) and 10(d),
respectively.

To effectively measure the tracking performance of all tech-
niques under Case 1, average power tracked is an effective tool.
The average power for Case 1 is 379.02 W. The superior per-
formance of DGBCO MPPT control can be observed since the
average power tracked by DGBCO is 378.1 W is the highest.
Average power traced by DFO is 377.23 W, ABC is 376.83 W, CS is
13535
376.7 W, and PSO is 376.76 W. The efficiency attained by DGBCO,
DFO, ABC, CS, and PSO is 99.75%, 99.52%, 99.42%, 99.38%, and
99.40% respectively. The energy comparison is depicted in Fig. 15
which also validates that DGBCO extracts the higher energy in
comparison with competing MPPT techniques.

6. PSC-A: Case 2

Case 2 deals with PSC-A in which GM is located at the center
of local peaks as shown in Fig. 11. The GM is at 219.6 W and the
local peaks are at 103.8 W, 184.7 W, and 151.2 W respectively.
To effectively track the GM in PSC-A, the MPPT techniques need
to be effective in LM trap breaking which will lead to all the
population converging at GM. Power traced by DGBCO, DFO, ABC,
CS, and PSO is 219. 3 W, 218.9 W, 218.5 W, 218.1 W, and 217.9 W.
The efficiency attained by DGBCO, DFO, ABC, CS, and PSO is
99.86%, 99.68%, 99.49%, 99.31%, and 99.21% respectively. Fig. 17
and Fig. 18 provide the comparison of tracked and zoomed-in
tracked power which states that DGBCO is effective in tracking
GM and shows minimum oscillations at GM. (See Fig. 19.)

The tracking time of DGBCO, DFO, ABC, CS, and PSO is 0.321 s,
0.510 s, 0.561 s, 0.681 s, and 0.821 s respectively. Evidently,
less time is taken by DGBCO for tracking and settling at GM
in comparison with competing MPPT techniques as shown in
Figs. 12(c) and 12(d) in terms of control signal iterative behavior.

7. PSC-B: Case 3

Case 3 deals with PSC-B in which GM is also located at the
center as depicted in Fig. 13 The value of power at GM is 165.5 W.

Figs. 14(a) and 14(b) shows the comparison of tracked and
zoomed-in tracked power and the power traced by DGBCO, DFO,
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Fig. 7. Flow diagram for DGBCO’s implementation as MPPT control.

Fig. 8. Tracking arrangement of DGBCO under PS condition.
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Fig. 9. Irradiance variation with the maximum power at that irradiance level.
Fig. 10. (a) Tracked power in Case 1. (b) Zoom view of tracked power. (c) Duty cycle fluctuations in Case 1. (d) Zoom view of duty cycle.
Fig. 11. PV curve for PSC-A condition.
BC, CS and PSO is 165.3 W, 165.1 W, 165 W, 164.4 W, and
64.2 W with an efficiency of 99.87%, 99.75%, 99.69%, 99.33%, and
9.21% respectively. The excellent LM trap breaking capability of
GBCO can be seen in Figs. 14(c) and 14(d).
Due to up-gradation of particle position using Pbest and Gbest

in PSO, large oscillations are observed. The movement of ABC
13537
particles is restricted over the iterations that make it settle at a
lower magnitude. DGBCO has explorative and exploitation groups
searching together which makes the DGBCO MPPT control track
and settle at GM more efficiently. The tracking time of DGBCO,
DFO, ABC, CS, and PSO is 0.340 s, 0.462 s, 0.541 s, 0.690 s, and
0.805 s respectively.
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Fig. 12. (a) Tracked power in Case 2. (b) Zoom view of tracked power. (c) Duty cycle fluctuations in Case 2. (d) Zoom view of duty cycle.
Fig. 13. PV curve for PSC-B.
8. PSC-C: Case 4

Case 4 deals with PSC-C in which LM and GM have a very
small difference of power as depicted in Fig. 15. GM is located at
244.5 Wl and LM is located at 241.5 W. This case is presented to
compare the LM trap-breaking capability of compared techniques.

The power traced comparison and zoomed power comparison
of power tracked is presented in Figs. 16(a) and 16(b) respectively
which states that PSO and CS fall into the LM trap and settle at
LM by DFO and ABC shows promising LM breaking capabilities.
DFO and ABC settle at a lesser value than GM. However, DGBCO
shows excellent capability in breaking LM and settling at GM.

Power traced by DGBCO, DFO, ABC, CS, and PSO is 244.3 W,
244.1 W, 243.8 W, 240.9 W, and 240.8 W with an efficiency of
99.91%, 99.83%, 99.71%, 98.52%, and 98.48% respectively. The GM
tracking time is 0.461 s, by DGBCO followed by DFO 0.612 s, ABC
0.642 s, CS 0.705 s, and PSO is 0.760 s. Figs. 16(c) and 16(d) show
the control signal duty cycle comparison.
13538
9. MPPT rating

In this section, a rating system is presented to numerically rate
the performance of the competing techniques similar to Fouad
et al. (2020). As per Eq. (15) seven factors are chosen to devise
the grading criteria. Namely average efficiency, number of ran-
dom numbers, average tracking time, modification required in
hardware for implementation, number of tuning parameters, the
requirement of the maximum number of iterations (iter_max) to
obtain termination criteria, and lastly the response of variation in
irradiance. The rating is average is calculated using Eq. (9) as

MPPT_rating =
Total achieved rating

7
(9)

Table 4 summarizes the score of each technique across every
grading factor. The rating 1–4 indicates the score from the best
to the worst.

For the efficiency factor, the values between 99.5%–100% score
1, for the range 99%–99.5% score is 2, 98.5%–99% is 3 and for the

http://mostwiedzy.pl


S.K.R. Moosavi, M. Mansoor, M.H. Zafar et al. Energy Reports 8 (2022) 13529–13543

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

Fig. 14. (a) Tracked power in Case 3. (b) Zoom view of tracked power. (c) Duty cycle fluctuations in Case 3. (d) Zoom view of duty cycle.
Fig. 15. PV curve of PSC-C condition.
Table 4
Components specifications for simulation.
Component Value

Photo voltaic panel/Module max power 114.996 W
Inductance, (L) 1.39 mH
Input capacitance, (Cin) 18 uF
Output capacitance, (Cout) 520 uF
Switching frequency of FET, (f) 50 kHz
Load resistance 70 �

efficiency of less than 98.5%, the rating is kept 4. For the number
of tuning parameters in an algorithm, the rating is 1 if a single
parameter is tuned, for two tuning parameter rating score is 2,
for three tuning parameters it is 3. The score is kept at 4 for
four and above tuning parameters. The random numbers although
slow the convergence but are essential to locate the GM and
maximize the exploration of the search space. Additionally they
are essential for breaking local solutions. Therefore the rating is
1 if no random numbers are required. for one random numbers
rating is 2 and so on. The random variables rating is 4 for number
≥3. If the termination criteria are not met prior to iter_max is
achieved the score is 4 if it is not, then the rating is 1. For the
13539
average tracking time the rating is 1 between 0 and 500 ms. 2
between 500 and 750 ms, 3 between 750 and 1000 ms and 4 for
average tracking time of 1000 ms and above.

For the irradiance variation factor, the rating would be 1 if
the response is less than 0.25 s, it is 2 between 0.25 s and
.5 s, 3 between 0.5 s and .75 s, and for more than 0.75 s, the
rating would be 4. If hardware modification is required in the
existing hardware to accommodate the MPPT control for the
implementation of MPPT then the rating would be 2 and score
is 1 if no modification is required.

Table 4 shows the best MPPT rating of 1.571 is achieved by
DGBCO proposing superior performance in technical and non-
technical aspects. DGBCO is easy to implement due to its simple
structure and only one tuning parameter.

10. Experimental validation: Case 5

This case is presented which experimentally authenticate per-
formance of presented technique. Boost converter which is act-
ing as an interface between PV emulator and Load. The MPPT
technique is used to generate duty cycle which is fed to boost
converter. PV current and voltage through sensors is fed to the
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Fig. 16. (a) Tracked power in Case 4. (b) Zoom view of tracked power. (c) Duty cycle fluctuations in Case 4. (d) Zoom view of duty cycle.
Table 5
MPPT rating comparison of competing techniques with DGBCO.
Tech.
name

Average
efficiency (%)

Average
tracking time
(s)

Termination
criteria
achieved

Modification in
hardware

No. of tuning
parameters

No. of random
numbers

Response time
in irradiance
variation (s)

MPPT
rating

DGBCO 99.88 (1) 0.3835 (1) No (1) No (1) 1 (1) 5 (4) Fast (2) 1.571
DFO 99.74 (1) 0.5470 (2) Yes (2) Yes (2) 3 (3) 1 (1) Very slow (4) 2.142
CS 99.45 (2) 0.6952 (2) No (1) No (1) 1 (1) 2 (3) Slow (3) 1.857
PSO 99.38 (2) 0.8360 (2) No (1) No (1) 3 (3) 2 (3) Very slow (4) 2.285
ABC 99.64 (1) 0.5735 (2) Yes (2) No (1) 1 (1) 2 (3) Slow (3) 1.857
Table 6
Technical specs of PV panel ‘‘HQRP 20 W Monocrystalline’’.
Component Value

Optimal power point, Pmp 20 W
Optimal voltage, Vmp 17.2 V
Optimal current, Imp 1.17 A
Panel short current, Isc 1.31 A
Panel open voltage, Voc 21.6 V

MPPT control technique. Fig. 17 is presented which is the ex-
perimental setup implemented for testing of proposed MPPT
control technique. Specifications of photovoltaic panel used for
experimental setup are presented in Tables 5 and 6 shows the
details of components used. MATLAB is used for data acquisition
by interfacing ATmega 328 with Personal Computer.

Fig. 18(a) presented is power traced by PSO MPPT technique
hich shows that PSO takes 310 ms to track GMPP and 460 ms
o settle. After tracking of GMPP, it is observed that oscillations
xist in Fig. 18(b), which shows the zoomed view of power
ransients by PSO. The average power tracked by PSO is 14.2 W.
s compared to PSO, DGBCO tracks the GM in 170 ms and settles
13540
Table 7
Components used for experimental setup.
Component Value

PV panel module HQRP 20 W
Inductance, (L) 1.4 mH
Input side capacitance, (Cin) 10 uF
Output side capacitance, (Cout) 1200 uF
Switching frequency of FET, (f) 50 kHz
Load resistance, (RL) 70 �

Voltage sensing device B25
Current sensing device Current module
MPPT controller ATmega 2560
MOSFET switch IRF730

at GM in 250 ms. Figs. 18(c) and 18(d) show the power traced by
DGBCO and zoomed-in traced power, respectively. The average
power tracked by the DGBCO is 14.9 W which is higher than
PSO. It validates that DGBCO achieve greater than 99% efficiency,
with less tracking time and settling time. The proposed technique
shows very few oscillations at GMPP which causes lower power
loss. Table 7 gives the results comparison summary (see Table 8).
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Fig. 17. Experimental setup.
Fig. 18. (a) Tracked power by PSO. (b) Zoom view of tracked power by PSO. (c) Tracked power by DGBCO. (d) Zoom view of tracked power by DGBCO.
tatistical Analysis
The important parameters to measure the performance of

PPT techniques are Relative Error (RE), Mean Absolute Error,
nd Root Mean Square Error (RMSE). This statistical analysis can
13541
be done by using the equations presented below (Li et al., 2020).

ErrorRE =

∑n
i=1

(
Ppvi − Ppv

)
∗ 100% (10)
Ppv
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Table 8
Quantitative comparison summary of results.
Technique Case Tracking time (s) Power at GMPP Tracked power (W) Energy (J) Effe. (%)

DGBCO

Case 1 0.412 459.96 459.3 2198 99.86
Case 2 0.321 219.6 219.3 406.2 99.86
Case 3 0.340 165.5 165.3 308.5 99.87
Case 4 0.461 244.5 244.3 467.1 99.91

DFO

Case 1 0.604 459.96 458.7 2184 99.72
Case 2 0.510 219.6 218.9 377.2 99.68
Case 3 0.462 165.5 165.1 302 99.75
Case 4 0.612 244.5 244.1 457.1 99.83

ABC

Case 1 0.550 459.96 458.5 2171 99.68
Case 2 0.561 219.6 218.5 401 99.49
Case 3 0.541 165.5 165 278.2 99.69
Case 4 0.642 244.5 243.8 454.2 99.71

CS

Case 1 0.705 459.96 458.45 2153 99.67
Case 2 0.681 219.6 218.1 400.5 99.31
Case 3 0.690 165.5 164.4 289 99.33
Case 4 0.705 244.5 240.9 450.1 98.52

PSO

Case 1 0.961 459.96 458.3 2114 99.63
Case 2 0.821 219.6 217.9 378.6 99.22
Case 3 0.805 165.5 164.2 280.7 99.21
Case 4 0.760 244.5 240.8 448.6 98.48
Fig. 19. Comparison of RMSE, MAE, RE.
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ErrorMAE =

∑n
i=1

(
Ppvi − Ppv

)
n

(11)

rrorRMSE =

√∑n
i=1

(
Ppvi − Ppv

)2
n

(12)

here Ppvi represent power at STC, the Ppv is the power tracked
nd the n represent the number of samples. The calculated values
or all the techniques are presented in Fig. 42. The analysis shows
hat DGBCO achieves RMSE 55.03 which is less than all other
PPT techniques. Also, the MAE and RE achieved by the DGBCO
PPT technique are far less than other techniques which validate

hat the proposed technique track the GMPP with high efficiency.

1. Conclusion

In this article, DGBCO has been presented as an effective
ontroller for PV systems under partial shading conditions. Ad-
antages of the proposed technique are higher power tracking
fficiency, least fluctuation, and low oscillations at Global Maxima
s compared to intelligent control techniques. Unlike existing
I-based MPPT controllers a dynamic group-based strategy is
mployed. This scheme allows the position updating mechanism
o abandon less accurate solutions without large surges in volt-
ge transients. Due to lesser computation time requirement and
aster recovery of the optimum solution, the DGBCO achieves
igher average power in lesser tracking time. The outstanding
lobal maxima identification and tracking and balance between
xploration and exploitation enable GM tracking in the least
terative time As compared to DFO, ABC, PSO, and CS The results
13542
ndicated on average the DGBCOA tracks the GM within 320–
61 ms achieving 30%–60% quicker GM tracking time. In addition
o the improved time constraints such as tracking settling and
terative time, the power fluctuations are also significantly im-
rovised using a search and skip algorithm that reduces the
omputation in the already explored region of search space. The
scillations are reduced to 0.98 W achieving a 94% reduction as
ompared to CS and achieving 1%–8% higher average power in the
nitial exploration phase. The effective and low-cost application
f the proposed MPPT battery charging controller based upon
GBCOA enables the implementation in real-world applications
uch as PV systems, thermoelectric generation, and heat recov-
ry operation in domestic and small scale industrial applications
nabling the feasibility of cleaner renewable power generation
pplications.
In the future, the short-term energy forecasting modeling

ill be studied for PV, wind, and concentrated thermal TEG for
mproved high voltage-DC (HVDC) grid-connected operations.
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