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A B S T R A C T   

Solar photovoltaic (PV) panels generate optimal electricity when operating at the maximum power point (MPP). 
This study introduces a novel MPP tracking algorithm that leverages the numerical prowess of the predictor- 
corrector method, tailored to accommodate voltage and current fluctuations in PV panels resulting from vari-
able environmental factors like solar irradiation and temperature. This paper delves into the intricate dynamics 
of solar panels, presenting a comprehensive mathematical model capturing the interdependencies between 
current, voltage, power, solar irradiation, and temperature. Existing numerical MPPT techniques are explored to 
provide their advantages and disadvantages. The proposed algorithm, formulated in MATLAB, encapsulates 
essential solar panel variables and undergoes rigorous dynamic testing in the Simulink® environment under 
diverse solar irradiation and temperature scenarios. These results are visually represented through graphs and 
tabulations. A subsequent section offers a simulation-driven comparative review of the proposed algorithm 
against established methodologies. The article culminates with conclusions drawn from the empirical findings 
and outlines promising avenues for future research.   

1. Introduction 

Energy is one of the major factors that improve living quality. Still, 
constraints like global warming, climate changes, world energy demand, 
and the limitation of fossil fuel reserves compel the masses to search for 
new energy resources. Globally, there has been a shift from fossil fuel to 
renewable power generation. Photovoltaic power generation plays a 
significant role because they do not emit greenhouse gases and is envi-
ronmentally friendly. It could be installed feasibly where it is difficult to 
supply power through electricity networks. However, it requires sig-
nificant focus where the maximum power point is concerned. The 
voltage-current relation of the PV array is non-linear, as shown in Fig. 1, 
with a unique point at which the power produced is maximum. The PV 
system should continuously operate near or at this point. In recent years, 
due to the energy crisis and environmental concerns, countries around 
the world have been focusing on green technology, where solar energy 

has grown as one of the most potent forms of renewable energy [2,3]. 
The problem associated with this point is that it varies with envi-

ronmental conditions like Temperature and solar irradiance. Thus, the 
MPPT algorithm was needed [4] [5]. Many techniques have been 
developed for this purpose, each with pros and cons, and many 
improved, efficient, and practical algorithms are still in their research 
phase. The efficiency of solar panels depends on the MPPT algorithm, so 
modified algorithms with better functionality are always in demand. 
Numerical techniques like Newton-Raphson, secant method, bisection 
methods, etc., provide a balance between efficiency and complexity. In 
this paper, the numerical scheme of the predictor-corrector method 
concerning solar PV panels has been implemented. Due to the high 
initial cost, it is required to operate a solar photovoltaic (SPV) system at 
its MPP for a given solar insolation level [6]. 
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2. I–V & P–V characteristics of solar panels 

The solar cell may be modeled majorly in three different ways [7]; 
Chawdry, 2007 [8]; however, the diode model of Solar Panel, with its 
simplicity and ease of adjusting the parameters, makes it feasible to be 
used at large [9]. Fig. 2 shows the single diode equivalent model with 
ideal and practical modeling of PV cells [11,12]. 

Applying KCL in Fig. 2 yields as shown in equations (1) and (2) [10].: 

I = Iph − ID − Ish (1)  

I = Iph − Isat

[(

exp exp
V + IRs

nNsVth

)

− 1
]

−

(
V + IRs

Rsh

)

(2)  

Where Ns = a number of series connected solar cells. Series connection 
increases voltage, so the factor is multiplied by voltage. If the cells are 
connected in parallel, then: 

Iph =NpIph; Isat = NpIsat; (3) 

Np = parallel connected mod ules 
Parallel connection increases the current, so the current multiplies 

the factor. 
Rs = Equivalent series resistance of the array 
Rsh = equivalent parallel resistance of the array. 
The solar panel gives a DC output, so the resulting power from a solar 

panel can be found using the following equation: 

Pdc =V ∗ I (4) 

Multiplying eq. (2) with the PV terminal voltage, we get: 

P=V
{

Iph − Isat

[(

exp exp
V + IRs

nNsVth

)

− 1
]

−

(
V + IRs

Rsh

)}

If we plot Eq. (1) (ignoring parallel resistance drop Ish), the resulting 
plot is the I–V characteristic of solar panels, as shown in Fig. 3. 

The P–V characteristic of solar panels is shown in Fig. 4 as a result of 
plotting eq. IV concerning different solar voltages. 

3. Maximum power point and its variation with temperature (t) 
and solar irradiation (G) 

A solar panel’s I–V and P–V characteristics reveal a non-linear rela-
tionship between the three quantities. Which results in three essential 
points:  

1. Open circuit condition (Voc, 0): An operating point where the 
panel’s output current is zero and the terminal voltage is maximum.  

2. Short circuit condition (0, Isc): An operating point where the 
panel’s output voltage is zero, and the solar panel gives maximum 
current output. 

If the above two points are replaced in equation (4), the resulting 
solar power would be zero.  

3. Maximum Power Point (VMP, IMP): An operating point where the 
panel’s output voltage and output current are such that their product 
(power) is maximum. 

Since the efficiency of the complete solar generation system depends 
upon its power output, tracking the maximum power point is essential. 
Chasing this entire power point becomes crucial because the PV panel’s 
voltage and current vary with the environmental effect. Temperature 
and solar irradiance are the two factors that should be considered. This 
variation is governed by the following pair of eqs. (5) and (6) [14].: 

Voc(G,T)=Voc
∗ +

NSKTn
q

ln ln
(

G
G∗

)

+ μOC(T − T∗) (5)  

ISC(G,T)= [(ISC
∗ + μSC(T − T∗)]

G
G∗

(6) 

As a result, the MPP varies and has to be tracked around 

Fig. 1. Power Vs. Voltage curve of solar panel [1].  

Fig. 2. Diode model for PV cell [10].  

Fig. 3. Current Vs. Voltage of PV panel [13].  

Fig. 4. Power of Solar PV Panel at three conditions [13].  
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continuously. The variation in the short circuit current or photo-
generated current and open circuit voltage and hence power concerning 
change in irradiation is shown in Figs. 5 and 6. The effect of changing 
atmospheric condition was simulated on SunPower SPR-305E-WHT-D 
on MATLAB Simulink. 

The photocurrent is directly proportional to the irradiance level, 
whereas the effect of solar irradiance on voltage is logarithmic and is 
usually ignored. The result of Temperature on the variation of voltage, 
current, power, and MPP is illustrated in Figs. 7 and 8. 

The Temperature has little effect on the short circuit current level 
because the temperature change is multiplied by the temperature coef-
ficient for short circuit current, and its value for silicon is negligible. The 
open circuit voltage has a negative temperature coefficient, which in-
dicates that as the Temperature of the cell increases, its open circuit 
voltage decreases [14]. 

4. Numerical analysis techniques for MPPT 

Several numerical method techniques provide a much better option 
for tracking maximum power points. All the numerical method tech-
niques available offer fast convergence and speedy response. They can 
have flexible step sizes and no oscillations once the system reaches the 
maximum power point. The NMs are therefore used to find the best-fit 
value for the equation through several subsequent iterations [15]; 
Metwally, Hassan & Mourad, 2016). 

The root-finding methods can be better understood from Fig. 9. Ac-
cording to Ref. [16], they are divided into two categories:  

1. Open Bracket methods: These are not bound by any interval. 
Generally, it converges rapidly, but the convergence and stability of 
the system are not guaranteed. If the initial approximation is not 
chosen correctly, then they might diverge or take a longer time/step 
to converge.  

2. Close bracket methods: They are bounded by a closed interval. It is 
slower to converge, but the convergence is guaranteed. 

4.1. Newton-Raphson method 

NR method has been employed by many researchers [17–23]; 
Recktenwald, 2015 [24–26]; either for tracking the maximum power 
point or for finding the parameters of the solar PV panel. This method 
uses the function as well as the derivative of the function. Suppose the 
derivative is not known, and this method is not applicable. The 
following equation is used: 

Yn+1 = Yn −
f (Yn)

f ′(Yn)
(7) 

So, only an initial guess is to be chosen. For maximum power point, 
cap Y sub n can be the voltage value, and f open paren cap Y sub n, close 
paren equals d cap P over d cap V. Accordingly, the function’s derivative 
will be the curve’s second derivative. Hence, the drawback of this 
method is that more computations are required, and if the tangent be-
comes parallel to the x-axis at some point, this method will not work. 

Also, selecting a topic far away from the root can mislead into diver-
gence. Another drawback of this method, as stated in Ref. [27] is that a 
very narrow interval of initial guess will converge the solution to MPPT. 

4.2. secant method 

NR, being efficient, sometimes becomes computationally expensive 
because of the required derivative. The second method, as used in 
Ref. [28], is another option for tracking the maximum power point. In 
this method, the derivative is estimated using two initial guesses close to 
one another. The following equation is used: 

Fig. 5. Variation of voltage and current with solar irradiation [14].  

Fig. 6. Variation of power with change in solar irradiation [14].  

Fig. 7. Change in current and voltage with temperature [14].  

Fig. 8. Change in current and voltage with temperature [14].  

Fig. 9. Classification of root-finding method.  
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Yn =Yn− 1 ∗ f (Yn− 1)

(
(Yn− 1) − (Yn− 2)

f (Yn− 1) − f (Yn− 2)

)

(8)  

Here again Yn could be the voltage and f(Yn− 1) =
dP
dV for tracking the 

solar maximum power point. The drawback of this method is that sta-
bility and convergence cannot be guaranteed if the second guess is too 
far or too close to the first guess. Also, like NR, it is susceptible to slope 
values close to zero. 

4.3. Bisection method 

The bisection method [29]; Soedibyo, 2013 [30]; is a close bracketed 
technique. The interval is always chosen in such a way that f(YL)f(YU) <

0. For this method the convergence is guaranteed but it tends to respond 
slower as compared to open bracketed method. The bisection method 
does not account for the value of the function; instead, it uses the sign of 
the function for the convergence, which makes it slower. This method is 
also known as interval halving since it divides the interval into two equal 
sub-intervals. It utilizes the following equation [31]: 

Ym =
YU + YL

2
(9)  

Where YU = upper limit bound 
YL = lower limit bound 
Ym = mid-point for each iteration. 
For maximum power point, the interval is chosen as [0, Voc] and the 

f(V) = dP
dV. The system always converges in the direction of f(0)f(VOC) <

0. The following steps are used:  

1. Select an appropriate interval such that YL ∕= YU and f(YL)f(YU) < 0.  
2. Find the mid-point using equation (xi).  
3. Find the value of the function at the mid-point i.e. f(Ym).  
4. If f(YL)f(Ym) < 0, then replace YU = Ym, otherwise, replace YL =

Ym.  
5. Repeat from step # 2, until the system reaches a desired accuracy 

level. 

4.4. Central point iterative method 

Like any other numerical technique, the variable and function are the 
same for MPP tracking. In this method, as used in Refs. [32–34]. [35] the 
control variable, which in our case is the Voltage or Current of the PV 
panel, is divided into four non-overlapping intervals giving three points. 
The desired output, which in our case is the power of the PV panel, is 
calculated and compared. After comparison, two out of four intervals 
with a higher probability of having MPP are selected, and the process 
continues. Since the limits bound the intervals, it comes under the head 
of the close bracketed technique. 

4.5. Regula falsi method 

This method is the same as the second method but with the difference 
that it has close intervals that contain the equation’s root. This method 
also resembles the bisection method, but it is far more efficient 
compared to that because it calculates the weighted average according 
to the following equation (10) (Shun and Kwasinski, 2011): 

Cn+1 =
Yn− 1f (Yn) − Ynf (Yn− 1)

f (Yn) − f (Yn− 1)
(10) 

It can be considered a hybrid technique of the secant and bisection 
methods. It feels the value of the function and not just the sign. The RFM 
always leaves one endpoint of the interval fixed, which generates an 
opportunity for improvement (Shun and Kwasinski, 2011 [36]; Young & 
Mohlenk, 2018; Yang et al., 2015) [37,38]. 

5. Predictor-corrector-based MPPT proposed algorithm 

Predictor-corrector scheme comes under the umbrella of numerical 
analysis techniques used to solve ordinary differential equations. It is 
used to find an unknown function that satisfies a given differential 
equation. Predictor-corrector is a multistep procedure. It is a combina-
tion of an explicit and implicit method. A precise way is the one in which 
the values at previous points are given, and the current threshold has to 
be calculated. The generalized equation (11) for the explicit method can 
be provided by (Yang et al., 2015): 

X(n+1) =
∑n

i=1
Xi + h

∑n

i=1
f (Xi) (11) 

An implicit method finds the value at the current point using the 
previous and the current value. The current threshold value is either 
approximated using some explicit method or an approximation is 
needed. It is usually more accurate than the straightforward method but 
more time-consuming. The generalized equation for the implicit process 
can be given by: 

X(n+1) =
∑n+1

i=1
Xi + h

∑n+1

i=1
f (Xi) (12)  

In the predictor-corrector method, an explicit method calculates the 
initial value at a particular point instead of assuming an initial guess. 
Then, that value is used in an implicit approach to refine that value 
further with greater accuracy. The simplest form of the predictor- 
corrector process is Euler’s Trapezoidal rule. However, this method is 
unnecessary, and any explicit-implicit technique can be implemented. 
The following equations give the two steps of predictor and corrector: 

Consider a differential equation: 

y′ = f (t, y) y(t0) = y0  

Where y′ = differential equation 
y0 = initial value of the variable on which the differential equation 

depends.  

• Predictor step: 

yi+1
p = yi + hf (ti, yi) i∈R;≥ 0 (13)  

Where h = step − size  

• Corrector-step: 

yi+1
c = yi +

1
2

h{f (ti, yi)+ f (ti+1, yi+1
p)} (14) 

One iteration is completed after this step. So far, the step size has not 
been discussed, but it is evident that the accuracy of the calculation is 
strongly dependent on the value chosen for the step size. If h is chosen 
too large, the calculated solution will deviate from the actual value of 
the differential equation. If picked too small, the computation will 
become unnecessarily time-consuming, increasing the roundoff error. 

5.1. Linking MPPT and predictor-corrector technique 

The output power of the solar panel is given in equation (15). For the 
predictor-corrector method, this equation is differentiated concerning 
the solar PV voltage and results in: 

dP
dV

= Iph + Isat

[

1 − exp exp
(

V
nNsVth

){
V

nNsVth
+ 1

} ]

−

(
2V′

Rsh

)

= f (Vi

)

(15) 

Since the value of series resistance is minimal, so it does not create a 
significant voltage drop across it. Therefore, the product of IRs could be 
easily neglected without causing any computational error. 
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Equations (16)–(18) links the numerical method with solar PV 
panels. 

Vi+1
p =Vi + hf (Vi) i∈R; i ≥ 0 (16)  

Vi+1
c =Vi +

1
2

h{f (Vi)+ f (Vi+1
p)} (17)  

f (Vi)=
dPi

dVi
(18) 

The initial value of solar voltage V0 is taken in between 75 % and 80 
% of the open circuit voltage at given solar irradiance and temperature 
condition. The initial voltage can start from 1V, but converging would 
take too long. It has been approximated that the maximum power point 
voltage is in between 70 % and 90 % of the open circuit voltage ac-
cording to the fractional open circuit voltage scheme. This information 
can be utilized for the initialization of the predictor-corrector method. 

5.2. Flowchart of Proposed Algorithm 

Fig. 10 shows the flow of the proposed algorithm as it is applied to 
the solar PV panel to locate the voltage value at the maximum power 
point. The abbreviations used in the flow chart are given below: 

Voc = open circuit voltage on Standard testing condition. 
Isc = short circuit current at standard testing condition. 
Ns = number of series connected cells 
μoc = temperature coefficient of open circuit voltage 
μsc = temperature coefficient of short circuit current. 
Rsh = shunt resistance. 
n = diode ideality factor. 

G = solar irradiance in W/m2. 
T = Temperature in ◦C. 
i = index number. 
Vi+1

P = predictor value of solar panel voltage. 
Vi+1

C = corrected value of the solar panel voltage. 
The predictor-corrector method is PV panel dependent and uses 

specific parameters of the panel to calculate the function value. Some of 
these parameters are available on the datasheet, and some can be 
calculated using Newton-Raphson. 

6. Implementation of the proposed algorithm 

This section deals with implementing the proposed Algorithm in the 
MATLAB Simulink® model. It comprises a 100 kW PV array connected 
to the 25 KV grid through a DC-DC boost converter and a three-phase, 
three-level Voltage Source Converter (VSC). The Maximum Power-
Point tracking controller has been interfaced between the output of the 
PV panel and the DC-DC converter. This block implements the Algorithm 
that has been proposed using the predictor-corrector method. The model 
developed is average because the boost and VSC converters are repre-
sented by equivalent voltage sources generating the AC voltage aver-
aged over one cycle of the switching frequency. In this model, the 
harmonics of the system are not represented. However, the resulting 
power system and control system interaction dynamic are preserved. 
The average model is simulated much more efficiently compared to the 
detailed model. The electrical parameters are discretized at 50μs. For the 
control system, the sample time is 100μs. The MATLAB®/Simulink® 
model for the implementation with all components is shown in Fig. 11. 

6.1. Solar PV panel 

A commercial solar panel Sunpower-SPR305E-WHT-D was selected 
with five series connected and 66 parallel connected strings. The mod-
ule’s output power is 305.226W, which, when multiplied by several 
series and parallel modules, gives 100.724 kW (66*5*305.226). 

Table 1 gives the solar panel’s module and model parameters under 
consideration. The manufacturer specifies the module parameters on the 
datasheet, but the model parameters are to be determined using some 
iterative technique. The value of Rs may vary depending on the insola-
tion and temperature. For the given conditions in Table 2, The value of 
Rs is 677 mΩ, 742 mΩ and 924 mΩ (at 1100 W/m2, 1000 W/m2 and 800 
W/m2). Moreover, for the given conditions in Table 3, the value of Rs is 
677 mΩ, 717 mΩ and 742 mΩ (at 45 ◦C, 350 and 25 ◦C). Therefore, the 
value of Rs is very small and may be negligible. 

For ease, the following consideration was made: 

Iph ≈ ISC  

RS ≈ 0  

6.2. Application of proposed algorithm 

The proposed algorithm was incorporated into the simulation model 
and the defined PV panel selection. The system was tested individually 
for different irradiation and temperatures, and the results were 
compared with the theoretical results. The percentage error and the 
efficiency for each case were calculated. 

6.3. Change in Solar Irradiation 

Table 2 shows the actual and tested results of power and voltage. The 
efficiency and the percentage error were calculated using the following 
equation: 

ƞ=
PTested Value
PActual Value

∗ 100 (19) 
Fig. 10. Flowchart of proposed algorithm.  
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% Error =
actual − tested

actual
∗ 100 (20) 

The Temperature for each of the following cases is taken as 25 ◦C. 
From Tables 2 and it can be seen that the voltage change is not very 

significant with the change in irradiation. However, power is noticeable 

Fig. 11. Experimental Setup for testing of the Algorithm.  

Table 1 
Specifications of solar panel.  

Parameters Specification and symbol Value & Units 

Module parameters Pm 305.226 W 
Voc 64.2 V 
Isc 5.96 A 
Vm 54.7 V 
Im 5.58 A 
Ncell 96 
Мoc − 0.27269 %/◦C 
Мsc 0.061745 %/◦C 

Cell parameters Rsh 269.5934 Ω 
N 0.94504 
Isat 6.3014*10− 12 A  

Table 2 
Results at different solar irradiation.  

Solar Irradiation Power in KW Voltage in V 

W/m2 Actual P Tested P ƞ% Error% Actual V Tested V Error% 

1100 110.4 110.3 99.9 0.1 273.5 270.3 1.17 
1000 100.7 100.4 99.7 0.3 273.5 274.4 0.33 
800 80.17 80.11 99.9 0.1 272.3 275 0.99 
600 59.87 59.87 100 0 271.8 271.6 0.07 
400 39.55 39.52 99.9 0.1 268.7 266.8 0.707 
250 24.37 24.32 99.8 0.2 265.1 261.3 1.433 
150 14.36 14.31 99.65 0.35 260.4 258 0.923  

Table 3 
Results of the proposed Algorithm at different temperatures.  

Temp Power in KW Voltage in V 

◦C Actual 
P 

Tested 
P 

ƞ% Error 
% 

Actual 
V 

Tested 
V 

Error 
% 

10 104.7 103.6 98.94 1.06 287.3 278 3.23 
15 103.3 102.9 99.61 0.39 282.8 277.9 1.73 
25 100.7 100.4 99.7 0.3 273.5 274.41 0.33 
35 97.43 97.41 99.97 0.03 264.4 265.1 0.264 
45 94.43 93.93 99.47 0.53 254.7 257.2 0.98  
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because the Isc is directly proportional to the irradiation level, and 
power, being the product of both voltage and current, varies substan-
tially. The Algorithm’s efficiency can be safely stated as 99 % on average 
with changing solar irradiation with best results from 800W/m2 to 
400W/m2. 

6.4. Change in temperature 

Like in the above section, the Temperature remained fixed at 25 ◦C 
and the irradiation was varied. The second condition was to keep the 
irradiation set at 1000 W/m2, individually change the Temperature, and 
record the power and voltage output. The observations for this case are 
presented in Table 3. 

6.5. Dynamic testing of algorithm 

The system was dynamically tested by changing the combination of 
irradiation and Temperature. The conditions according to simulation 
time are presented in Table 4. The panel’s power, voltage, and current 
output are shown in Fig. 12. 

It can be seen from Fig. 12 that the variation in the output voltage is 
not much. As the temperature increases from 2 to 4s of simulation time 
and the irradiance increases, the output voltage decreases due to the 
negative temperature coefficient. The irradiation has minimal effect on 
voltage change. 

The power change occurs due to a significant change in current 
corresponding to the value of output PV voltage. The current and power 
follow the same curve as in Fig. 12 with the changing Temperature and 
irradiation. The current increases with the increase in irradiation as well 
as Temperature. Dynamic testing is essential to determine how the Al-
gorithm responds to changing Temperature and irradiance. The less time 
it takes to adjust, the more efficient the Algorithm is. 

7. Simulation-based comparison 

A simulated comparison was initially investigated to verify the pro-
posed Algorithm and evaluate it with the existing Algorithm regarding 
speed and accuracy. Arguably, the most common method, P&O, and one 
numerical method, the Bisection method, were considered. Perturb and 
observation, though simple implementation, resulted in power loss due 
to oscillations around MPP. The bisection method is one of the efficient 
methods that guarantees the convergence of the MPP, but its speed is 
slower than that of open bracket methods. The three algorithms were 
compared concerning MPPT tracking accuracy, speed of achieving the 
MPP, and evenness at steady state point. 

As discussed in the implementation section, the three algorithms 
were simulated using the Simulink® model. The experiment was done 
on a commercial solar panel with specifications in Table 1, available in 
the NREL database of Simulink PV block under three different solar 
irradiation conditions and Temperatures. The results for each case are 
discussed in tabular and graphical form in this section. The actual 
power, voltage, and current values at different conditions for the system 
having this panel are specified in Table 5. 

7.1. Study case # 1 

The first condition is when the irradiance is 1000W/m2, and the 

Temperature is 25 ◦C. The result of the comparison is shown in Fig. 13 
and Table 6. 

The table shows that the response time for the Proposed Algorithm is 
the least, and the tracked value for all three algorithms is almost the 
same with slight differences. At the steady state, there are no oscillations 
for the proposed Algorithm. 

Table 4 
Dynamic result of the proposed Algorithm.  

Simulation Time Solar Irradiation Tempe Power O/p 

s W/m2 ◦C KW 
0–2 800 25 79.89 
2–4 1000 35 97.24 
4–6 400 25 39.52  

Fig. 12. Power, Voltage, and Current output of solar panel at dynamic testing.  

Table 5 
Actual values of solar panels at different conditions.  

Condition Actual Pm Actual Vm Actual Im 

W/m2 ◦C KW V A 
1000 25 100.7 273.5 368.3 
250 25 24.37 265.1 91.93 
1000 40 95.93 259.9 369.1  

Fig. 13. Power of three algorithms for Case-1.  
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7.2. Study case # 2 

The second condition is when the irradiance is 250 W/m2, and the 
Temperature is 25 ◦C. The comparison result is shown in Fig. 14 and 
Table 7. 

7.3. Study case # 3 

The third condition is when the irradiance is 1000 W/m2, and the 
Temperature is 40 ◦C. The comparison result is shown in Fig. 15 and 
Table 8. 

7.4. Result discussion 

From the three experimental results, the following deductions can be 
made: 

a. The proposed Algorithm using a predictor-corrector scheme effi-
ciently tracks the panel’s maximum power point for all types of ir-
radiances and Temperatures.  

b. For each case, it can be observed that the convergence time for the 
proposed Algorithm was minimal compared to the other two 
methods. 

c. The numerical method techniques of predictor-corrector and bisec-
tion method reach the desired point in less time compared to 
analytical techniques such as perturb and observe.  

d. It can also be observed in the detailed signal view of power output 
that perturbs and observes the system oscillates around the 
maximum power point. Some of these variations are large; in others, 
they are not much but cause a loss of power. The system reaches the 
steady state smoothly for the other two methods, and no oscillations 
are observed. 

e. Among the three methods compared, the predictor-corrector algo-
rithm approaches the correct maximum power point with a very 
slight deviation from the actual value in a minimum period and 
without having oscillations. 

The comparison between the above three techniques has been sum-
marized in Table 9. 

8. Conclusion 

In this study, a Maximum Power Point Tracking (MPPT) algorithm 

was developed utilizing a numerical analysis technique and subse-
quently validated using three distinct solar panels. Testing parameters 
included variations in irradiation at a consistent temperature of 25 ◦C, 
temperature alterations at a fixed irradiation of 1000W/m^2, and a 
dynamic assessment wherein both variables were modified concur-
rently. Two benchmark methods were employed to provide a compar-
ative analysis: the analytical “Perturb and Observe” and the numerical 
“Bisection Method.” Despite varying PV panels, a consistent simulation 
model was applied throughout the study, with the panels sourced from 
NREL’s commercial database. Comparative results demonstrated that 
numerical techniques outperform their analytical counterparts in 
convergence speed without oscillation once the desired point is ach-
ieved. Notably, the Predictor-corrector method displayed faster 
convergence than the Perturb and Observed and Bisection method, 
providing 2.3 times faster and 1.44 times faster than the Bisection 
method. Impressively, the proposed algorithm showcased an efficiency 
nearing 99 %. It is pivotal to note that these conclusions are rooted in 
simulation outcomes, devoid of experimental verification. However, the 
proposed research could be further enhanced by testing various dynamic 
conditions such as floating cloud conditions, rainy weather, and the 
impact of dirt particles on the panel. 
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