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1. Introduction

Recent years brought several research studies associated with classification of EEG signals related to
brain activity or to emotional state recognition [1, 2, 3, 4, 5]. However, a computational model that is
able to assign acquired signals to activity or emotion is not yet available, even though some researchers
obtained encouraging classification effectiveness (approx. 70% and higher) [5, 6]. The main difficulty
in comparing these approaches lies in the problem of utilizing different ways of acquiring signals,
different processing methods, classifiers, etc. Moreover, both the number of subjects, as well as time
related to performing various tasks, differ between studies. A variety of problems associated with the
signal quality, the size of training set or the choice of a classification algorithm employed for classifi-
cation of EEG signals was presented in the review paper of Lotte et al. [6]. A very thorough review of
the state-of-the-art of BCI (Brain-Computer Interfaces) systems was also presented a few years ago by
Nicolas-Alonso and Gomez-Gil, showing that a plethora of approaches is utilized along with a wide
range of applications already being available in this domain [7]. Still, the most challenging issues are
the pre-processing and feature extraction, as they need extracting meaningful information from a large
volume of poor-quality data contaminated by artifacts and noise [6, 8]. Several research papers is con-
centrated on the problem of finding new ways of feature extraction and proposing solutions tailored to
various tasks. Examples of such studies may be a classification of affective states employing features
related to the energy of EEG signals and to connectivity parameters [8] or classification of spontaneous
motor-related tasks with the use of subset of best-performing features pre-selected from a broader set
of parameters [9]. Also, there is a need for personalized HCI (Human Computer Interaction) or BCI
models allowing for the users interaction adaptation according to the feedback from the user [10].

Therefore, the objective of this work was to assess whether is it possible to create a feature extrac-
tion algorithm which would be useful for data clustering and for unsupervised classification of EEG
signals. An expected result of this approach is defining an effective feature vector for an automatic
EEG signals classification, derived from the brain activity analysis. Generation of such a vector should
not be performed by a human, but be performed by the machine learning algorithm. Therefore, in this
work we would like to present a way of machine learning-based extraction of features from EEG sig-
nals, which is based on a deep learning algorithm. Such feature vectors (vectors of parameters) may be
used as a parametric representation of EEG signal for algorithms performing analysis and processing
of such signals. Moreover, due to the nature of the autoencoder this transformation to the domain of
parameters is reversible within the margin defined by the error obtained during the training of the au-
toencoder neural network. This idea is commonly used in the field of face recognition for preparation
of feature vectors utilized by the machine learning classifier. Such a set of features is then processed
by another classifier in order to i.e. associate images of faces with a specific person [11, 12, 13]. In this
field, extraction of features is typically performed by a convolutional neural network (CNN). Parts of
the network responsible for feature extraction are trained on large datasets, and then they are usually
re-used in many tasks related to the face recognition problem. Such an idea is called transfer learning.
The feature extraction part of the network is trained only once. Only the classifier has to be trained on
the task-specific data. The similar, associated with EEG signals solution can potentially be utilized to
improve the performance of brain-computer interfaces, which are applicable to controlling a variety
of electronic devices used for many potential fields of applications. Particularly, it may create new
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possibilities for people, who suffer from injuries, which would, in turn, help them to communicate in
other ways that those employing standard modalities, like speech or gestures. It may also provide a
way of controlling electronic devices in environments in which communication is difficult. Feature
extraction algorithms presented in this paper for the first stage of processing utilize a typical approach,
i.e. Discrete Wavelet Transform (DWT) and in addition they are based on the concept of an autoen-
coder employing a neural network, which is capable of performing the dimensionality reduction of
data [14], which was originally developed for the purpose of data compression [16]. In the study
carried out, the compression dimensionality reduction properties of the autoencoder algorithm prin-
ciple is applied to generate a small set of features associated with frames of the EEG signal gathered
from a headset. The generated stream of feature values passes through the clustering algorithm, which
may then be used for the purpose of EEG signals classification or for finding out whether the mental
state of the examined subject changed during the study. Electroencephalographic (EEG) signals were
acquired from 23 (19 males, 4 females) participants aged between 23 and 44 years. Participants did
not have knowledge of tasks to be done in the course of experiments and therefore, they also did not
practice those tasks before the data acquisition session. Also, all subjects were healthy, and they did
not reported any neurological disorders which could have an influence on outcomes obtained in the
study. Results were analyzed with the use of the wavelet-based feature extraction and of an autoen-
coder neural network as a parameterization tool. Tests were performed for 74 mother wavelets, 15 of
them were further chosen for some more detailed analyses. Finally, in order to evaluate separability
between task-related classes, a comparison of distances normalized with respect to the standard devi-
ation of the whole dataset was made for the sets of feature vectors associated to each task performed
by the experiment participants.

2. Signal acquisition method

The input data were gathered for the signal processing algorithms during sessions lasting for approxi-
mately 20 minutes. Each session consisted of three tasks performed by the subjects:

• relaxation with closed eyes - before this task execution the subjects were asked to relax in order
to induce mental states associated with such an activity,

• watching a music video - music genre chosen for this task was folk metal due to the engaging
and lively character of this music style which creates an opportunity to induce mental states that
were being of an opposite type to those ones in the preceding task,

• playing a logic game, the game used at this stage of the experiment was Netwalk logic computer
game, in which a player had to rotate elements of the board in such a manner, that a connection
was being established between a single central element called server and multiple peripheral
elements called computers.

Each task lasted for approximately 5 minutes. Data were collected with the use of scripts written
in Python programming language extended by libraries provided by the headset manufacturer in order
to capture the raw EEG signals from the headset. The hardware used for the data acquisition was
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Emotiv EPOC headset, which acquires signals from 14 electrodes assigned according to the 10-20
placement standard: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4. The electrodes
used in this type of the headset were saline-based ones. The sampling rate was equal to 128 S/s. Data
acquired from the headset were processed with the use of a separate set of scripts, also written in the
Python programming language. The transmission of signals acquired by the device was wireless.

3. Processing algorithms and analyses

Processing of data gathered from the EEG acquisition headset was also implemented in Python pro-
gramming language. Libraries used for the numerical calculations performed on signals gathered from
measurement were as follows: NumPy, SciPy and PyWalets. Scikit-learn and TensorFlow, employed
as machine learning and deep learning libraries [15, 16, 17]. In the experiment, 74 mother wavelets
were evaluated with respect of their ability to provide spontaneous discrimination between the three
of the tasks assigned to participants. Research was conducted for three chosen families of wavelets:
Coiflets (1-17), Daubechies (1-38) and Symlets (2-20). The numbers in brackets refer to all available
orders of wavelets from those types which are contained in PyWavelets library. The families selected
for the study were examples of groups commonly used in EEG signal processing [18, 19].

First, the input data had to be split into groups of recorded excerpts associated with each task
performed by participants. The length of raw data gathered in the process of the experimental sessions
was 6 hours and 3 minutes. For each of 23 files containing data gathered from 23 participants, the
first and the last 10 seconds were removed to eliminate artifacts occurring due to possible movements
shortly before and shortly after the recording started. Above mentioned artifacts were associated with
putting the headset on or with removing it or correcting its position on the participants head. Then,
each recording was edited in such a way that it was split into 3 even parts, with a 5-second margin
separating each part. The scheme of signal editing is depicted in Figure 1.

Figure 1. Scheme of splitting the data into task-related fragments

After splitting recordings into three class-associated fragments, each of those fragments was fur-
ther divided into sets of 5-second long frames. Therefore, taking into account the sampling rate of
128 S/s, the frame contained 640 samples-long fragments of signals obtained from 14 EEG channels.
Frames were taken with the overlap ratio of 0.5. Finally, each of 3 classes of activity consisted of 2778
examples which gives the total of 8334 examples for the training of the autoencoder neural network.
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Frames were transformed with the use of DWT (Discrete Wavelet Transform). Each channel was
decomposed with employing each of 74 analyzed mother wavelets. The result was a set of coefficients
organized in the form of 2D matrix, as it is depicted in Figure 2.

Figure 2. Structure of frame after calculation of the DWT coefficients for each of 14 channels, and for each
of N levels of decomposition. The number of levels of the decomposition changes with a type of the mother
wavelet used

The number of levels of decomposition is denoted as N , therefore the length of the channel de-
picted in the Figure 2. depened on the choice of the mother wavelet. In case of our research the number
of levels of decompositions varied from 3 to 10. The width of the frame varies from 642 to 869 sam-
ples, the height was always equal to 14, the number representing EEG channel signals. The last step
was normalization of the data. Based on the literature review [20] we decided to use z-score of input
data due to its simplicity. z-score calculation is performed with respect to the following formula:

z =
x− x′

δx
, (1)

where z is the normalized feature vector, x is an unnormalized feature vector, x′ is the mean value of
the vector x , and δ is the standard deviation of this vector. Next, a minimal value of z is subtracted
from z.

In the next step, a set of training examples was shuffled and the training of the convolutional au-
toencoder started. The autoencoder is a special machine learning-based method which can be applied
to the feature extraction process. Autoencoders, in addition to general tasks related to dimensionality
reduction and feature extraction, can perform tasks such as sound synthesis or pre-training of deep
learning models [21, 22]. The network in the autoencoder consists of two parts: encoder function
h = f(x) and decoder function r = g(h), where: x denotes an input, h is called the hidden layer. The
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6 A. Kurowski et al. / Method for Clustering of Brain Activity Data Derived from EEG Signals

aim of the decoder function is to produce the reconstruction of the original function r = g(f(x)) = x
with the least possible amount of deformation. The structure of the corresponding type of a neural
network is presented in Figure 3.

Figure 3. Structure of autoencoder neural network

This kind of the network may reduce dimensionality in the following way: both the input and the
reconstructed output have the same dimensions as the vector which should be compressed, i.e. the
dimension should be equal to N. The encoder part has n outputs which are elements of the vector h,
which is then used for the reconstruction of the original vector by the decoder network. The network
may also be utilized for the extraction of n features associated with vector of N samples. Autoen-
coder neural networks can also be used for processing and dimensionality reduction of EEG signals
and feature sets associated with such signals [23, 24]. In the case of our study, the autoencoder con-
tains convolutional layers in both the encoder and decoder in order to enhance its ability to calculate
features from 2D results of the DWT-based data preprocessing. The structure of the neural network
was prepared by testing the speed of training, layers were added as long as their addition increased
efficiency of training in terms of the acquired loss function value decrease per 20 first training epochs.
The training epoch is understood as a full iteration completed over all examples from the training set.
Loss function is a cost metric used in the process of learning of the neural network. Its choice depends
on the type of a problem solved. In example, for tasks of signal reconstruction, a common choice is

Figure 4. Structure of the encoder network used in the study
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a mean square error of output acquired from an autoencoder. The structure of the encoder and the
decoder parts of the autoencoder network employed is depicted in Figures 4 and 5.

Figure 5. Structure of the decoder network used for the study. Length of frame varies between 642 and 869
samples, therefore also the exact number of neurons in the last layer of the dense neural network depends on the
type of the chosen wavelet and on the length of frame resulting from this choice

As can be seen in Figures 4 and 5, the autoencoder consists of two convolutional layers and seven
dense layers. An activation function in each case is chosen to be ReLU. In decoder, a so called
transposed convolutional layers were used in order to provide the decoder ability of performing the
inverse transformation as the encoding part of the neural network. The AdaM optimizer was chosen
as a learning optimization algorithm. The autoencoder settings were as follows: the learning rate
hyperparameter (α) was set to 10−5, β1 was equal to 0.999, β2 to 0.99 and ε to 10−8. The mean square
error calculated for a pair of 2D input and output data was chosen as an optimized loss function. The
length of the representation vector passed from the encoder to the decoder is set as equal to 100. In
turn, the batch size used for the training of the autoencoder was set equal to 32. The training was
stopped in on one of 3 following terms:

• if the target value of loss was achieved,

• if the maximum number of epochs was achieved,

• if for 10 consecutive samples an absolute change of loss was smaller than 10−7.

The experiment was conducted in two following phases: the broad search for best performing
wavelets from a set of 74 potential candidate mother wavelets and the precise stage which was per-
formed for preselected mother wavelets obtained from the broad search stage. For the broad search
stage, the maximum number of epochs was set to 75 and target error was set to 10−3 and the precise
learning stage for which maximal number of training epochs was set to 1000 and target error was
lowered to 10−5. After the first stage of the experiment is completed, an evaluation of performance of
clustering is conducted. A measure rv for each task is calculated according to the following formula:

rv{c} = var(xx∈c)/var(x), (2)
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8 A. Kurowski et al. / Method for Clustering of Brain Activity Data Derived from EEG Signals

where c denotes one of the tasks performed by participants, var(xx∈c) is the variance of points cal-
culated from the input data associated with a selected task, which stands for xx∈c, var(x) represents
variance of all points obtained from the encoder part of the autoencoder network. Also an overall
measure, taking into account all classes, is introduced. It is calculated with respect to the following
formula:

rg = max
c

(rv{c}) (3)

As a result of the execution of the first stage of the experiment four groups of wavelets were chosen
for the second stage of the experiment:

• group of three wavelets enabling to obtain three lowest values of rv for a meditation scenario,

• group of three wavelets enabling to obtain three lowest values of rv for music video scenario,

• group of three wavelets enabling to obtain three lowest values of rv for logic game scenario,

• group of six wavelets which provide the lowest maximum value of rg.

In the second part of the experiment, only wavelets chosen with respect to the criteria above were
used. The maximum number of iterations was increased to 1000 and the target error was lowered to
10−5. For the outcome of this stage of the experiment some additional measures were calculated. The
first one refers to cumulated confidence interval borders for the variance estimate of each class-related
dataset and the sum of these datasets:

s2cl,c =
∑
k

ns2k,c
χ2
1−α/2,n−1

, s2cr,c =
∑
k

ns2k,c
χ2
α/2,n−1

, (4)

where c denotes the name of the data associated with the currently processed class. There are four
classes: meditation, logic game, music video, and a general one, which refer to the data samples
from the merged first three classes. The standard deviation estimation denoted as s, s2 represents the
unbiased variance estimator, n is the number of points in the set associated with the chosen class, k is
an index of a point in the selected set, χ2

1−α/2,n−1 denotes a critical value of χ2 probability distribution
for the level of significance equal to α with n − 1 degrees of freedom. The parameter with subscript
cl denotes the lower boundary of the confidence interval, cr stands for the higher one.

Another measure calculated for the final stage of processing was the cumulated uncertainty of the
mean value used for the calculation of the centroid of each class-related group of points denoted as
∆d(c):

∆d(c) =
∑
k

t1−α/2,n−1
sk,l√
n− 1

, (5)

where c one of three analysed classes, t1−α/2,n−1 is the critical value of the t-student distribution
acquired for the significance level of α and n − 1 degrees of freedom. Variance and centroid coordi-
nates estimates may be used to define a probable range of values for the distance between class-related
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groups of points. To do that, first, an estimate of the range for the distance between centroids should
be calculated. The lower estimate of the distance dl(ci, cj) is given by:

dl(ci, cj) =

√∑
k

min
p1,p2
{
(
x′{k, ci} − x′{k, cj}+ p1∆d(ci) + p2∆d(cj)

)2}, (6)

where x′c is an estimate of k-th element in a vector representing the vector of points belonging to a
class c, and p1, p2 are values optimized in the process of finding the minimum value of the optimized
expression. The upper estimate of the distance dr(ci, cj) is given by:

dr(ci, cj) =

√∑
k

max
p1,p2
{(x′k,ci − x

′
k,cj

+ p1∆d(ci) + p2∆d(cj))
2}, (7)

where s1, s2 are used for optimizing the expressions (5) and (6) in order to get the minimal or maximal
possible value of distance if the confidence interval, while the significance level equal to α is consid-
ered. Finally, the estimated range containing the distance between clusters normalized with respect to
the estimated standard deviation of the general set associated with EEG data can be calculated:

dδ ∈ 〈
dl(ci, cj)

scr,c
;
dr(ci, cj)

scl,c
〉, (8)

where the normalized distance between the centroid of data clusters is denoted as dδ.

4. Results

The experiment was divided into two parts. The first one involved a short training of the autoencoder
employing each of 74 wavelets from three families: Coiflets, Daubechies and Symlets. A short training
had maximum limit of epochs set to 75 and the target loss value set to 0.001. An evaluation with the
use of rv(class) ratio was then performed for each variant of the autoencoder based upon a particular
wavelet. Calculations were performed with the use of the Nvidia DGX station and the Nvidia Geforce
GTX 1080 graphics card. Results of this stage of study are shown in Table 1. Wavelet names are
denoted in the form of abbreviation, i.e.: coif stands for Coiflets, db for Daubechies, and sym for
Symlets. Also, a number denoting the order of the wavelet is provided.

If the subset of vectors associated with a particular class has a lower variance than the set contain-
ing all available vectors, there is a chance that it happens due to the presence of clusters. Initially, it
was intended to choose 3 wavelets having lowest values of rv from each task-related group for fur-
ther processing and six wavelets associated with 6 smallest maximal values chosen among 3 tasks
calculated as: max{rv(logicgame),rv(meditation),rv(musicvideo) }. However, it can be seen in
Table 1 that the coif12 wavelet in case of meditation scenario was associated with the value of rv 73
times smaller than the second-best candidate wavelet - db18, what means that probably the rv value
obtained for coif12 is an outlier observation. For other scenarios the ratio calculated by dividing rv
associated with second best and the best wavelet does not exceed 2.
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Table 1. Values of rv obtained for the best 10 wavelets chosen for each group are shown in first three columns
(logic game, meditation and music video), the max. val. column contains results chosen with respect to the
maximum value criterion (a smaller value is better). Bold values denote cases chosen for further, more precise
training.

ID
logic game meditation music video max. val.

name rv name rv name rv name rv

1 sym7 0.233 coif12 0.005 coif12 0.584 coif1 1.132
2 sym19 0.313 db18 0.365 sym13 0.869 sym3 1.145
3 sym8 0.336 db17 0.460 db18 0.872 db3 1.154
4 sym16 0.484 sym20 0.477 sym11 0.944 sym4 1.160
5 sym18 0.486 db20 0.492 sym9 0.989 sym2 1.168
6 sym12 0.546 db28 0.548 sym5 0.998 coif3 1.170
7 db2 0.557 db10 0.556 sym4 1.004 coif8 1.171
8 sym10 0.580 db8 0.617 sym2 1.023 db15 1.176
9 sym15 0.593 db11 0.642 sym17 1.026 coif7 1.176

10 db14 0.606 db30 0.642 db3 1.030 db19 1.178

Therefore, in every group containing coif3 wavelets, the fourth candidate wavelet was chosen for
further tests in the case if coif12 turned out to be an outlier and value of rv associated with meditation
scenario and coif12 wavelet was a result of lack of convergence of a learning algorithm. For the second
stage of the experiment, 15 wavelets were chosen. Details concerning the learning process are shown
in Tables 2 and 3.

Table 2. Detailed outcomes of learning process for each wavelet chosen for the second stage of the experiment
(denotations as before).

ID
logic game meditation

name no. epochs loss name no. epochs loss
1 sym7 56 0.00092 coif12 75 149 · 103

2 sym19 45 0.00089 db18 68 0.00081
3 sym8 52 0.00089 db17 46 0.00096
4 sym16 43 0.00090 sym20 75 0.00175
5 sym18 75 0.00485 db20 70 0.00091
6 sym12 50 0.00097 db28 75 0.00189
7 db2 16 0.00099 db10 75 0.00106
8 sym10 44 0.00094 db8 27 0.00087
9 sym15 47 0.00090 db11 57 0.00084

10 db14 57 0.00097 db30 75 0.00151
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Table 3. Detailed outcomes of learning process for each wavelet chosen for the second stage of the experiment
(denotations as before).

ID
music video min-max criterion

name no. epochs loss name no. epochs loss
1 coif12 75 149 · 103 coif1 12 0.00095
2 sym13 47 0.00087 sym3 15 0.00098
3 db18 68 0.00081 db3 25 0.00086
4 sym11 66 0.00099 sym4 23 0.00086
5 sym9 75 0.01762 sym2 31 0.00099
6 sym5 31 0.00096 coif3 61 0.00098
7 sym4 23 0.00086 coif8 75 0.00187
8 sym2 31 0.00099 db15 56 0.00096
9 sym17 38 0.00079 coif7 34 0.00093
10 db3 25 0.00086 db19 56 0.00086

Tables 2 and 3 present the outcomes of the learning process, i.e. the number of iterations of the
learning algorithm (epochs), and the final loss value. The course of the learning process differed with
respect to the wavelet used for the preparation of input parameters. The number of epochs required to

Table 4. The final obtained value of loss function, number of iterations of training algorithm and rv values
associated with each class after the second stage of training process.

ID wavelet
name

loss no. epochs
task rv max val. rv

logic game meditation music video
1 coif1 0.0000099 129 0.777 1.136 1.017 1.136
2 coif3 0.0000189 502 1.100 0.629 1.188 1.188
3 coif12 0.0002299 1000 1.107 0.685 1.157 1.157
4 db3 0.0000098 253 0.712 1.177 1.061 1.177
5 db17 0.0000297 598 1.097 0.630 1.211 1.211
6 db18 0.0000344 666 1.105 0.653 1.194 1.194
7 sym2 0.0000099 127 0.630 1.196 1.132 1.196
8 sym3 0.0000099 90 0.670 1.199 1.086 1.199
9 sym4 0.0000099 316 1.032 0.735 1.162 1.162
10 sym7 0.0000230 373 1.052 0.670 1.208 1.208
11 sym8 0.0000180 796 1.106 0.653 1.170 1.170
12 sym11 0.0000308 382 1.117 0.626 1.204 1.204
13 sym13 0.0000325 271 1.097 0.713 1.155 1.155
14 sym19 0.0000315 408 1.068 0.631 1.229 1.229
15 sym20 0.0000342 167 1.110 0.639 1.204 1.204
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meet one of the stop conditions was in range from 12 up to the maximal allowed value in the first
stage of the experiment, i.e. 75. Also in this case the coif12 wavelet may also be identified as the one
associated with the significantly larger training error than other wavelets, what may identify a prob-
lem with convergence. The detailed number of epochs needed for reaching one of the possible stop
conditions, together with the final obtained value of loss function and rv associated with parameters
obtained from the trained encoder are presented in Table 4.

The number of epochs differed from relatively small number of 90 epochs for the sym3 wavelet up
to maximum allowed number of 1000 epochs observed in the case of the coif12 wavelet what further
confirms the hypothesis of problems with convergence being the cause of a small value of rv observed
in the outcomes of the first stage of the experiment. Wavelets marked in bold font were found to be
one of the three wavelets providing the lowest value of rv associated with each class.

Table 5. Mean distance between vectors associated with clusters related to the tasks performed by subjects,
lowest estimated value of distance is denoted as distance l, the highest estimated value as distance r.

scenario
logic game - music video meditation - music video meditation - logic game
distance l distance r distance l distance r distance l distance r

coif12 0.0099 0.0914 0.2051 0.3552 0.1952 0.3433
coif1 0.0346 0.1172 0.2620 0.4171 0.2267 0.3763
coif3 0.0113 0.0928 0.2812 0.4319 0.2733 0.4205
db17 0.0119 0.0952 0.2328 0.3830 0.2213 0.3670
db18 0.0342 0.1182 0.2081 0.3576 0.1740 0.3190
db3 0.0314 0.1257 0.2138 0.3626 0.1734 0.3154

sym11 0.0271 0.1130 0.2191 0.3675 0.1937 0.3369
sym13 0.0265 0.1618 0.1614 0.3016 0.1378 0.2674
sym19 0.0107 0.0945 0.2574 0.4091 0.2476 0.3933
sym20 0.0281 0.1196 0.2024 0.3508 0.1739 0.3172
sym2 0.0367 0.1206 0.1906 0.3390 0.1540 0.2989
sym3 0.0318 0.1283 0.1997 0.3498 0.1561 0.3005
sym4 0.0272 0.1094 0.2617 0.4159 0.2346 0.3833
sym7 0.0218 0.1127 0.2563 0.4071 0.2361 0.3794
sym8 0.0228 0.1054 0.2549 0.4037 0.2412 0.3856

best 3, meditation 0.0113 0.0928 0.2812 0.4319 0.2733 0.4205
best 3, logic game 0.0357 0.1221 0.1932 0.3419 0.1553 0.2999
best 3, music video 0.0318 0.1274 0.2051 0.3549 0.1626 0.3065

best 3, min-max 0.0258 0.1586 0.1643 0.3049 0.1418 0.2724
all 0.0118 0.0942 0.2794 0.4300 0.2714 0.4184

all, PCA-reduced 0.0096 0.0944 0.2795 0.4299 0.2712 0.4184
min 0.0096 0.0914 0.1614 0.3016 0.1378 0.2674
max 0.0367 0.1618 0.2812 0.4319 0.2733 0.4205
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The next step of analysis was calculation of the distance between task-related clusters normalized
with respect to the estimated variance of data sets. Calculation was performed according to Equation
7. Minimum and maximum values of the estimated normalized distance are shown in Table 5. Values
from Table 5 are depicted in graphical form in Figure 6.

Figure 6. Graphical visualization of the data from Table 5

The estimate of the lowest value of the normalized distance between groups of vectors associated
with each task varies from 0.0096 to 0.2674. The range for the upper border of the estimate interval
is from 0.0367 to 0.4205. Calculation of the confidence interval borders associated with absolute dis-
tances and estimates of variances was performed with assumed level of confidence equal to 0.05. In the
course of the experiment, also distances in spaces created by concatenation of multiple vectors were
investigated Scenarios denoted as best 3 are acquired by merging three 100-parameter long vectors
obtained from the three wavelets associated with the lowest values of rv. Scenario denoted as all was
performed for vectors obtained from merging vectors originating from all 15 wavelets each resulting
vector was 1500-parameters long. Also, influence of dimensionality reduction performed with PCA
on those 1500-parameters long vectors was investigated. In the case of PCA reduced vectors 100
most significant components were chosen to form reduced parameter vectors.

An analysis with the use of multiple wavelets did not improve performance in terms of the obtained
normalized distance between clusters. However, if visualization of clusters is performed the place-
ment of points representing vectors of parameters changes significantly. A linear discriminant analysis
(LDA) was used for the purpose of data visualization and to make such a comparison possible. LDA is
an algorithm which allows for obtaining a projection of set existing in a high-dimensional space onto a
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14 A. Kurowski et al. / Method for Clustering of Brain Activity Data Derived from EEG Signals

low-dimensional space which would maximize the separation between classes in the low-dimensional
space. A low-dimensional projection may be then used for visualization of high-dimensional data with
particular emphasis on separability of data classes. In case of visualization, the target space is two-
dimensional. Visualizations prepared for two wavelets providing highest values for each of performed
tasks are shown in Figures 7 and 8 with the use of LDA and PCA projection of the decision space onto
a 2D plane respectively.

(a) sym2, a wavelet providing highest distance for
music video task

(b) coif3, a wavelet providing highest distance for
meditation and logic game tasks

Figure 7. Examples of visualizations of the single wavelet related data sets obtained with the use of LDA

(a) sym2, a wavelet providing highest distance for
music video task

(b) coif3, a wavelet providing highest distance for
meditation and logic game tasks

Figure 8. Examples of visualizations of the single wavelet related data sets obtained with the use of PCA
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Projections of vectors on a 2D plane, calculated in the course of the experiment are characterized
by irregular shape. In both cases, an area containing a dense cloud of points related to all three groups
can be identified. Also, both of them contain sparse areas of outliers. Most of those outliers are
associated with one group, in the case of both wavelets outliers tend to be associated with music video
class. The PCA-based visualization shows a more compact structure of the cluster and distinction
between classes is less visible. Therefore, this is a premise that there are meaningful differences
between classes (as they are visible on the LDA-based visualization), but there are no obvious separate

Figure 9. An example of the data sets obtained with the use of the LDA for the set associated with merged
parameters obtained from all 15 wavelets from the 2nd stage of the study

Figure 10. An example of the data sets obtained with the use of the PCA for the set associated with merged
parameters obtained from all 15 wavelets from the 2nd stage of the study
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16 A. Kurowski et al. / Method for Clustering of Brain Activity Data Derived from EEG Signals

clusters found for each classes, which holds true for both LDA and PCA based visualizations. A similar
observation can be made if visualizations calculated from 1500 parameters-long vectors obtained by
joining vectors originating from all 15 wavelets are considered. They are shown in Figure 9 and 10.

The pattern of outliers in the case of visualization from Figure 9 is more evident than in the case of
visualizations shown in Figure 7. In the case of visualization depicted in Figure 9, outliers are placed
above the main cluster position near the zero value of 2nd LDA component axis. This fact may be
a consequence of the way the LDA algorithm works, as it finds the way of projecting the decision
space onto a visualization plane, which allows for the best possible separation on the target plane. In
Figure 10, a visualization is based on two most significant PCA components, which preserve most
the of variance present in the high-dimensional source dataset. As it preserves Euclidean distances
between training instances, this visualization allows depicting correctly geometric relations between
points, whereas LDA accents differences between entities positioned in the decision space. In the
LDA-based depiction of training examples, the part of plane with negative values of the second LDA
component, mostly logic game related outliers can be found. Points associated with meditation tend
to be placed on the right part of the center cluster. This observation leads to the conclusion that there
are task-specific vectors occurring only during the execution of this task, however, they do not occur
continuously, and they are rather rare when compared to more frequently observed vectors placed
near to the center of the visualization plane. This relation is especially visible in the LDA projection
of data, positioning of training examples on PCA-based visualization also allows to see groups of
points belonging majorly to one class, but they are less prominent if compared to the LDA-based
depiction.

5. Discussion

We found in our research that time frames extracted from the recorded EEG signals associated with
performing 3 selected tasks may be clustered by the unsupervised machine learning algorithm, yield-
ing interesting results. The distance differs for each of the investigated pairs of tasks. For the logic
game and for the music video the distance range calculated by obtaining a confidence interval is
smaller than for the two other pairs of activities. This can possibly make it harder to discern those
two activities with the use of the machine learning-based classifiers. The distance calculated from the
data also depends on the type of the wavelet type used, which may be a guideline for the choice of a
wavelet suitable for distinguishing between two activities. We also found that an outlier pattern may
be used for the differentiation between tasks, especially if multiple wavelets are used.

If compared to other research studies in the EEG-based analysis field, a work of Faust et al. from
2015 should be mentioned in the context of the choice of a suitable mother wavelet for various tasks
[25]. In their review paper, a group of wavelets suitable for detection of epilepsy was presented. The
db4 wavelet was found to be the most effective in the investigated research, however other wavelet
types return satisfactory results. For the tasks investigated in our paper, the Daubechies wavelet of
the similar order - db3 wavelet was found to provide a moderate separation while compared to the
best performing wavelet coif3. Our paper gives also some insight into the process of training of a
machine learning algorithm for the three selected wavelet types: Daubechies, Coiflets and Symlets
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of various orders. Based on the already mentioned work by Faust et al., wavelets of the Symlet and
Coiflet families occurred in two works only while compared with the Daubechies type (26 times).

There are also other examples of works in the literature associated with identification of emotional
states (Aguinaga et al., 2015, [26]), classification of epileptic seizures (Ocak, 2008, [27]) or feature
extraction from the EEG signals obtained from the participants performing various tasks (Amin et
al., 2015, [28]). Amins et al. study is the most similar one to ours in terms of assumptions and
conditions of the EEG signals acquisition. However, all mentioned works concentrate on assessing the
performance of a DWT-based system employing one or more classifiers. In the case of works of Ocak
[27] and Amin et al. [28] no direct analysis of data structure and separability of data frames or mental
states observed in the course of experiments was performed. A visual assessment of separability was
provided for the emotion-related mental state classification in the study of Aguinaga et al. [26]. The
work of Ocak [27] provides an interesting way of optimization of a feature vector by selecting the
best parameters with the use of the genetic algorithm. In our approach we tried to acquire the best
performing set of parameters by selecting an appropriate mother wavelet which allows for the most
efficient training of an autoencoder neural network. This is an important feature in the context of
applicability of the approach proposed for the unsupervised classification of a given task or a mental
state.

Autoencoder neural networks are investigated in the context of the analysis of the EEG signals, but
also as classification or data preprocessing methods. Examples of such studies are recent works of Li
et al. [29], Jirayucharoensak et al. [30] and Tabar and Halici [31]. These works concentrate on testing
the performance of the autoencoder networks compared to other machine learning-based classification
solutions, but they contain, however, no separability analyses. Meanwhile, our work provides insight
into properties of the wavelets belonging to 3 selected families which influence the speed of training
measured in epochs needed for acquiring the target value. The target value may be defined in terms of
loss, distance between groups of vectors associated with tasks performed by participants or placement
of outlier vectors in the feature space. The results obtained led to conclusions associated with the
fact that outlier vectors associated with different tasks performed by participants tend to be placed in
different areas of the decision space as it can be observed in Figure 9. Therefore, we can suppose that
it is possible to define mental states associated with the tasks performed by participants in a similar
manner to the mental states defined in the work by Aguinaga et al. [26].

6. Conclusions and future work

Results presented in our work allow for drawing multiple conclusions. In the first stage of the experi-
ment wavelets from the Symlet family were found most prominently in the group of ten best wavelets
defined with regards of obtaining a low value of rv for the logic game task. Wavelets from Daubechies
family were more likely to be found in the group associated with a lower value of rv, if meditation
task is considered. This means that the type of the wavelet chosen for the feature extraction should
depend on the task classified. Low values of rv may be a consequence of a problematic convergence of
the training algorithm which could be observed in the case of coif12 wavelet behavior during the first
stage of the experiment. The low variance is probably a consequence of the presence of outliers which
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occurred due to the lack of convergence of the training algorithm, what resulted in a high value of
loss shown in Table 3. The speed of convergence of the training process measured in terms of epochs
needed to reach a target loss value is also dependent on the choice of the mother wavelet.

A single wavelet may lead to detection of noticeable differences in distances between sets asso-
ciated with task-related clusters of points in the encoding space. However, if Figures 7 and 9 are
considered, it can be observed that the analysis employing all preselected wavelets allows for ob-
taining an interesting pattern of points. This pattern also includes distances between centroids of the
sets which are lying within the confidence interval with the lower boundary greater than 0.4, however
knowing the distribution of the outlier points seems also to be interesting. Outliers of the logic game
group are in the topmost part of Figure 9, whereas in the lower part outliers associated with music
video are positioned. On the right side of this figure a dominance with meditation class members
can be seen. This observation may enable a hypothesis forming that participants during the time they
performed assigned tasks were involved in one basic mental state and occasionally during performing
such a task they switched to the outlier state which is specific to the performed task, only. Therefore,
it can be identified as an outlier in a specific part of the LDA-based projection of decision space in a
plane depicted in Figure 9.

More research is needed to confirm above hypotheses, however, it may serve as a guideline for the
design of a system for the classification of mental state of test participants. Such a system should take
into account a situation where data frames associated with a given mental state are scarce in the input
signal and they do not occur constantly, but in certain time intervals. Future research efforts should
investigate possibilities of constructing such a system and assessing its performance.
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