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ABSTRACT The ability of centralized programming flow tables in switches and routers to perform
programmable resource control and management from the central controller under the Software Defined
Networking (SDN) concept has introduced a new approach to controlling and managing network resources.
The main principles of the SDN concept, as defined by the Open Networking Foundation (ONF), apply
primarily to packet networks, making the usage of SDN for optical networks an area of ongoing work.
However, ITU-T standardization recommendations have described the reference SDN controller architecture
applicable to optical transport networks in terms of abstract components provided by the Automatically
SwitchedOptical Network (ASON) approach. The paper regards the problem of an SDN controller for optical
network control according to the G.7702 ITU-T recommendation approved in 2022. The proposition of the
SDN controller presented in the paper is compliant with the guidelines outlined in ITU-T recommendations,
while ensuring compatibility with the standards established for OpenFlow. The integration of the SDN
concept with optical network architecture is performed based on an ASON/GMPLS optical network. In the
presented solution, the SDN controller is built with ASON controllers, and dedicated OpenFlow messages
are proposed based on ITU-T and ONF guidelines. The proposed solution is evaluated with the simulation
model in the OMNeT++ environment. The performance of the proposed solution under specific traffic
conditions and different SDN controller placements is presented.

INDEX TERMS ASON, GMPLS, OpenFlow, optical networks, performance, quality of service, SDN
controller.

I. INTRODUCTION
The development of information technology and telecommu-
nication services (multimedia, Internet of Things (IoT)) has
led to increasing demands for the capacity of telecommuni-
cations networks. It has become particularly significant due
to the COVID-19 pandemic, when we were dealing with a
huge amount of new and dynamically changing teletraffic.
Currently, providers are compelled to allocate resources more
rapidly, ensuring the appropriate Quality of Service standards
while optimizing the utilization of network resources.

Dedicated network architectures are provided to create
a unified control plane for the transport network in the
core network. One of the propositions is the ASON/GMPLS
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architecture, which means Automatically Switched Optical
Network (ASON) architecture [1], which is built in the con-
trol plane on the concept of GeneralizedMulti-Protocol Label
Switching (GMPLS) protocols [2].

Meanwhile, in order to meet the expectations of telecom-
munications operators and enable the automation of resource
management and traffic control, regardless of the solu-
tions used in the transport layer, the concept of Software
Defined Networking (SDN) in a unified control plane
has been proposed [3]. Over the past decade, providers
and researchers have made remarkable advances in SDN
packet networks solutions. The SDN approach has been
successfully implemented in both wired and wireless net-
works [4]. However, the application of SDN in optical
networks is still the subject of research and requires diligent
study.
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The general rules of cooperation between the
ASON/GMPLS and the SDN have already been standardized
in [3] and [5]. The recommendation [5] outlines the concepts
and management control components that are common to the
use of both the SDN and the ASON in order to control the
resources of the transport network. Actually, the references
and ITU-T recommendations are subject to revision, so the
authors have made an effort to investigate the possibility of
applying the recent editions of [3] and to examine SDN based
on the ASON/GMPLS control plane approach.

The integration of ASON/GMPLS and the SDN concept
results in quality of the SDN network, which is affected by
delays introduced by the controller. While such delays may
not have a significant impact on handling low-priority traffic,
they become crucial for guaranteeing quality for high-priority
traffic.

Summarizing, the SDN approach proposed in this work
offers the following contributions:

• a new proposition of an SDN controller, according to the
ITU-T specifications outlined in [3] and [5],

• extensions of messages in order to control optical
ASON/GMPLS networks with adherence to the Open-
Flow protocol guidelines [6],

• comprehensive evaluation of the network performance
with the proposed SDN controller under different tele-
traffic conditions and service classes (low- and high-
priority) in the OMNeT++ environment [7].

The results of our work on integrating the SDN and
ASON/GMPLS concepts are described in this paper, which
is organized as follows. Section II contains the presen-
tation of the SDN architecture and a review of related
works concerning SDN for optical networks. Section III
describes the concept of the SDN controller built with the
ASON/GMPLS network controllers according to the ITU-T
[3] recommendation. Section IV provides details of the struc-
ture and implementation of the simulation model of the
SDN/ASON/GMPLS network in the OMNeT++ environ-
ment. Section V contains the results of the simulations,
including a discussion of issues related to quality of service.
The paper is summarized in Section VI, in which planned
further work is also presented.

II. SDN ARCHITECTURE AND RELATED WORKS
The general principles of the SDN concept are defined by
the Open Networking Foundation (ONF) [8], an organization
dedicated to the promotion and adoption of SDN. The gen-
eral concept of the SDN network based on ONF standards,
including packet and optical networks, is presented in Fig. 1.
In the architecture of this network, we distinguish: data

plane, controller plane, management plane, and application
plane.

The data plane consists of a set of transport network packet
devices and optical devices, which directly handle customer
traffic, i.e. transport and processing data under the control of
the controller plane, and communicating with the controller

FIGURE 1. SDN network architecture.

plane using southbound interfaces (SBI). This means that
the devices themselves only execute commands from the
SDN controller, because the control, i.e. decision-making
regarding packet handling, remains separate and is moved
to the controller plane. The data plane is also responsible
for the implementing the maintenance tasks required by the
management plane.

The controller plane provides tools for controlling data
plane resources. The most important component of the con-
troller plane is the SDN controller, which is separated from
the data plane to ensure control of data plane resources and
communicationwith the application plane. It is also important
to note that there may be several SDN controllers in multido-
main networks.

The application plane contains SDN applications. These
applications communicate with the controller plane through
standardized interfaces, utilizing an abstract view of network
resources and data models. This enables the applications to
customize and automate operations on network resources.

Communication between the data plane and the controller
plane is provided via SBI, while communication between
the application plane and the controller plane is performed
with the use of northbound interfaces (NBI). The interface
between the data and controller plane is mainly provided by
the OpenFlow protocol, so in the typical packet network, the
OpenFlow Switch (OFS) is equipped with the flow tables
and software dedicated to communication with the SDN con-
troller. On the other hand, for transport network solutions
using OXC, OADM, ROADM, the nodes of this network
have their own control planes with installed software for com-
munication with the Virtual OpenFlow Switch (VOFS) SDN
controller. For optical networks, the OpenFlow extensions
(depicted in Fig. 1 as OpenFlow+) are necessary to configure
optical resources. This approach entails considerable archi-
tectural complexity.

The first works concerned with SDN for optical networks
were focused on Packet and Circuit Convergence (PAC.C)
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extensions to OpenFlow, where the optical network com-
ponent of the data plane was extended to support circuit
flows by adding the cross-connect tables to the packet circuit
flow tables [9]. The circuit flows in the PAC.C approach
are defined by fields for each input and output optical port
as follows: port number, wavelength, virtual port associated
with the Virtual Concatenation Group (VCG), and starting
time slot of the SONET/SDH, enabling packet convergence.

The presented solution provides the interconnection
between the packet and circuit domains [9]. However, the
practical implementation of this solution turned out challeng-
ing due to the limited support for the extended version of the
OpenFlow protocol in the optical devices.

Moreover, the rapid development of the GMPLS architec-
ture in the core network, proposed by the IETF, encouraged
researchers to examine the SDN architecture based on
GMPLS solutions.

The idea of integrating the GMPLS functionality with the
SDN concept has been developed under the European project
OFELIA [9], where two approaches have been proposed for
controlling optical networks based on the GMPLS architec-
ture. Both solutions are based on the concept of the OpenFlow
Agent (OF Agent): Hybrid GMPLS-OpenFlow and Pure
Extended OpenFlow [9]. These approaches are presented in
Fig. 2 and Fig. 3, respectively.
In the hybrid OpenFlow model, the controller plane is

divided into two components: Extended OpenFlow controller
(extended NOX [10] controller) and GMPLS Control Library
with OpenFlow Path Computation Entity (OF PCE) [11],
[12].

FIGURE 2. Hybrid GMPLS-OpenFlow approach.

The controller plane has separated tasks defined for the
Extended OpenFlow controller using the OpenFlow protocol
and those performed using the GMPLS control plane.

The ExtendedOpenFlow controller communicates with the
optical network component via the OpenFlow Agent and is
responsible for providing resource and topology information
for the applications plane. The GMPLS control library and
OF PCE are used for lightpath computation, establishment,

and modification. Within this approach, there are two meth-
ods of calculating the lightpath: loose and explicit.

FIGURE 3. Pure extended openFlow approach.

In the first method, the Extended OpenFlow Controller
determines the edge nodes and ports, while the GMPLS
control plane calculates and establishes the Label switching
Path (LSP) within domains using RSVP-TE signaling. In the
second approach, the Extended OpenFlow Controller uses
topology and resource information to compute paths. The
LSP is explicitly defined and established using RSVP-TE
signaling.

In the Pure Extended-OpenFlow model, the OF PCE is
nested in the Extended OpenFlow Controller [12]. The OF
PCE component is responsible for calculating the paths
with proper consideration for switching constraints, based
on the topology and resource information provided by the
network devices via the OpenFlow Agent. The communi-
cation between the Extended OpenFlow Controller and the
network device is performed by the OpenFlow Agent over an
OpenFlow channel.

A real experimental testbed of an OpenFlow-based control
plane for transparent optical networks, based on the Pure
Extended-OpenFlow model, was presented in the ML-MG
project [13], where switches (VOFS) communicated with the
OpenFlow controller using the OF channel, while sending
standard Transaction Language 1 (TL1) to configure the opti-
cal device.

New trends have led to the development of the Path Com-
putation Entity (PCE) [14]. Much work on the potential of
PCE has been carried out to expand its functionality and
guarantee quality of service in optical networks. Experiments
on implementing SDNwith extended PCE and a replica man-
agement system for flexi-grid networks are presented in [15].
Interworking GMPLS control and centralized controller sys-
tems for use in the SDN network architecture are a subject of
ongoing work of the IETF [16].

Summing up, most SDN concept studies have tended to
focus on the GMPLS/PCE application with OpenFlow exten-
sions, rather than ASON/GMPLS. The presented testbeds
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implemented Floodlight, NOX controller solutions, which
were originally dedicated to packet networks, and their func-
tionality was extended to support optical network control.
The articles lack information on the details of the con-
troller architecture. Because current optical node solutions do
not support the OpenFlow protocol, the proposed solutions
implemented an OpenFlow agent that communicates with
optical nodes using existing solutions dedicated to manage-
ment (e.g. via SNMP, vendor-specific APIs).

The ITU-T standard [3] was published in 2022. It proposes
the use of ASON control plane controllers to implement the
SDN controller functionality. Through this, the SDN con-
troller can act as a master component implementing resource
control functions in this network. The ITU-T organiza-
tion proposes not only a comprehensive description of the
controller architecture in [3], but also interfaces for con-
trol and management of the optical network in [1]. The
standard [3] clarifies the SDN controller architecture and
describes the controller functionality in terms of support for
optical networks, but it does not provide detailed scenarios
for controlling an optical network.

The ITU-T standardization community has also raised
some issues about ASON and SDN integration in [3] and [5].
Despite the interest in ASON, the proposition named in this
paper as SDN/ASON/GMPLS has been overlooked. In the
literature, there has been little discussion and practical imple-
mentation of the SDN/ASON/GMPLS concept, prompting us
to undertake this study.

We applied an SDN controller according to the recommen-
dation [3]. We specified the requirements of [3] regarding
communication between ASON components via defined
interfaces in SDN/ASON/GMPLS networks. We added
extensions of messages to control optical ASON/GMPLS
networks and to integrate the ASON/GMPLS and SDN
approaches. We proposed call service scenarios which are not
defined for SDN/ASON/GMPLS networks. The functional
correctness and performance of the proposed solution of the
SDN/ASON/GMPLS network we evaluated under specific
traffic conditions and different SDN controller placements
using the OMNeT++ simulation environment. The standard-
ization of the SDN controller according to [3] and the concept
of the SDN/ASON/GMPLS architecture are presented in
Section III.

III. CONCEPT OF SDN/ASON/GMPLS ARCHITECTURE
The ITU-T standard containing the recommendation [3] pro-
poses a reference architecture for SDN control of transport
networks applicable to optical transport networks in terms of
abstract components provided by the ASON approach.

A. SDN CONTROLLER STANDARDIZATION
The application of the SDN concept in the ASON optical net-
work is based on combining the existing control components
of the control plane in the form of ASON call/connection con-
trollers into one control unit named the SDN controller, thus
ensuring centralized control of network resources. This single

controller includes the control components of the ASON
architecture, such as the Network Call Controller (NCC),
Directory Service (DS), Connection Controller (CC), Rout-
ing Controller (RC), Termination and Adaptation Performer
(TAP), and Link Resource Manager (LRM).

The role of the NCC is to process call requests from the
clients. Due to the separate namespaces for the call and
connection services, the NCC queries the DS to translate
the call source and destination identifiers into control name
identifiers and sends a connection request to the Connec-
tion Controller. The Connection Controller, based on a route
query to the RC and resource state information from the
Link Resource Manager, calculates the route and establishes
resources via the link connection request in the LRM. The
LRM interacts with the TAP to configure optical resources.
The interactions between the control components in the SDN
controller are illustrated in Fig. 4.

FIGURE 4. SDN controller based on ASON/GMPLS components.

The authors have experience in ASON/GMPLS and SDN
research [17], [18], [19] and decided to implement the
SDN concept in the ASON/GMPLS optical network. They
rebuilt and extended theASON architecture simulationmodel
presented in [17], which provided GMPLS protocols and
mechanisms, and they propose the SDN/ASON/GMPLS
simulator.

B. SDN/ASON/GMPLS ARCHITECTURE
The proposed SDN/ASON/GMPLS network architecture is
presented in Fig. 5. For clarity and to explain the concept, the
SDN/ASON/GMPLS architecture is limited to two domains
(Domain A and Domain B), each containing two optical
nodes. The description of the SDN/ASON/GMPLS architec-
ture also applies to a larger number of domains for different
domain structures.

The SDN controller complies with the requirements of
the ASON network and the ITU-T recommendation. The
SDN controller contains the following controllers: NCC, CC,
LRM, TAP, DS and RC.
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FIGURE 5. SDN/ASON/GMPLS network architecture.

The RC, LRM, and TAP controllers in the SDN controller
are globally supported and related to cross-domain access.
The NCC controller, based on identifier translation, trans-
forms the call request to the connection request and transfers
it to the CC. The CC sends a route query to the RC and,
based on the topology and local connection status information
provided by the LRM, reserves resources on an interdomain
link.

Each node in the transport plane consists of several func-
tional components: OF Agent, CC, RC, LRM, and TAP.
In this case, the RC, LRM, and TAP components are within
the scope of the domain, and LRM and TAP determine the
available resources in the optical node.

The SDN controller has a view of the resources between
domains, i.e. at their interfaces. Communication between the
SDN controller and OF agents in optical nodes is achieved
through the OpenFlow protocol extended by OpenFlow mes-
sages providing support according to [6].

The connection setup process begins with a request from
the client to the SDN controller. The NCC controller pro-
cesses the request and, based on the included information,
takes specific actions. In the proposed network architecture,
there are two types of connections, within one domain and
between domains, for which the operating scheme is slightly
different.

For a connection within one domain, the SDN controller
processing the call request forwards the request to the OF
Agent of the source node using the Open-Flow protocol
extended by OpenFlow messages. The OF Agent communi-
cates with the CC controller in the node. The CC controller
in the node, in cooperation with the LRM and RC, reserves
resources along the path. The path is therefore reservedwithin
the domain with the use of CC coordination and the RSVP-
TE protocol, without the participation of the SDN controller.

When the SDN controller receives a call request from the
client to establish a connection between nodes located in
different domains, it identifies the connection as multido-
main and queries the resources and path to its LRM and
RC controllers, which have a view of the resources located
between domains. Once a decision is made, the CC in the
SDN Controller sends a request to the source node, includ-
ing details about the specific inter-domain optical link and
the wavelength at the domain edge node. At this stage, the
connection can be established in two ways.

The first one refers to establishing a hop-by-hop con-
nection, i.e. the request is sent to the source node of one
domain within which the connection is established, as in
the case of a single-domain connection. Once a connection
within one domain is established, the connection in the other
domain is established, also using RSVP-TE. The second way
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determines establishing simultaneous connections in both
domains. The request is directed to the source node of one
domain and the edge node of the other domain, in which
the destination node is located. Connections within the single
domains are simultaneously established to the inter-domain
edge nodes using the RSVP-TE protocol.

The details of the SDN/ASON/GMPLS architecture imple-
mentation are presented in Section IV.

IV. STRUCTURE AND IMPLEMENTATION OF
SDN/ASON/GMPLS NETWORK SIMULATION MODEL
The SDN simulator was implemented in the OMNeT++

environment, which is an object-oriented modular dis-
crete event network simulation framework developed by
András Varga [7]. The simulator is equipped with functional
blocks specified for the SDN concept (omnetpp.ini,.ned
files, ∗cc files, ∗msg files) and the OMNeT++ environment
components (simulation kernel and class library, model com-
ponent library, envir-based libraries).

A. STRUCTURE OF SIMULATION MODEL
The functional components of the SDN controller in the
SDN/ASON/GMPLS network, control plane components of
nodes, and the optical transport plane were implemented
in C files. The structure of the network is defined in the
NEtwork Description (NED) language in a.ned file. The
assumed simulation parameters were set in the omnetpp.ini
file. All messages were defined as.msg files.

The simulated network structure is shown in Fig. 6. The
proposed implementation is open to challenges related to
network scalability.

FIGURE 6. SDN/ASON/GMPLS simulated network structure.

The number of domains, nodes and inter-network connec-
tions can be modified, as these parameters are configurable in
configuration files. Similarly to the model presented in [17],

it can be used to study various structures of real networks
based on SNDlib [20] and other network structures defined
in.ned files, which proves its practical usefulness in designing
telecommunication networks with SDN integration.

The central component of the network is the SDN con-
troller, which is located in the Warsaw node and has separate
connections to each node. The CCC components (ccc_1 and
ccc_2) are Calling/Called Party Call Controllers that are
located on the client side.

Components marked as generators (generator_wys_1,
generator_wys_2, generator_nis_1, generator_nis_2) are
responsible for generating high- or low-priority service
requests from the client. An additional ids component is
responsible for assigning identifiers to call requests. The
model assumes that each link introduces a delay related to
the propagation of signals through the optical fiber, which
has been set to 5 [µs/km]. To calculate the propagation time
through the optical fiber on specific connections between
nodes, the actual distances measured between cities are
assumed.

In the proposed solution, the SDN controller is equipped
with ASON control components. The CC, NCC, and LRM
controllers are explicitly implemented in the SDN controller,
while the functionality of the RC is implemented in the CC,
the TAP is provided in the LRM, and the DS is supported in
the NCC.

The authors propose adding an additional component to the
SDN controller, called the PC (Protocol Controller), to map
connection request messages to extended OpenFlow mes-
sages. The structure of the SDN controller and the Gdansk0
optical node are presented in Fig. 7 and Fig. 8, respectively.

In the presented model, the NCC controller in the SDN
controller is responsible for communication between the
CCC controllers located on the client side. It also maintains
a database of nodes and determines whether the connection
is single or multidomain. The NCC communicates with the
CC and LRM components located in the SDN controller
for multidomain connections, and forwards the connection
request directly to the source node in the domain for single
domain connections. The PC controller located in the SDN
controller has a direct connection to the OFA agents located
in each of the optical nodes. The OpenFlow agent maps
the OpenFlow messages to the control messages used in the
ASON/GMPLS network control plane.

Each node, such as the SDN controller, contains CC and
LRM controllers. The controllers in the node fulfill the same
tasks as the SDN controller, but they operate on resources
within the node. In addition to being responsible for com-
munication between components within the node, the CC
controller in the node is also responsible for communicat-
ing with the CC controllers located in the same domain,
in order to reserve resources between nodes via the RSVP-TE
protocol.

For the purposes of communication between the SDN
controller and the OFA agent, new OpenFlow protocol mes-
sages have been introduced, which have a structure consistent
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FIGURE 7. Structure of SDN controller implemented in the simulation
model.

FIGURE 8. Structure of node Gdansk0.

with the protocol and contain a typical Open Flow protocol
header [6], which is 32 bits in size. The authors of the paper
adapted the data carried by the messages to meet the needs
of controller-node communication. The proposed OpenFlow
messages are presented in Table 1.

The process of building and running simulations in the
OMNeT++ was provided with the use of simulation envi-
ronment. The description of the process is beyond the
scope of the paper and is available in the OMNeT++

documentation [7].
After the execution of the SDN/ASON/GMPLS sim-

ulation, the simulation model results were recorded in
separate.sca,.vec and.vci files and analyzed using dedicated
scripts written in the Python language.

B. FLOW OF MESSAGES IN SDN/ASON/GMPLS NETWORK
In this section, the authors present flows of messages in the
SDN/ASON/GMPLS architecture for the structure depicted
in Fig. 6, in which the Gdansk and Bydgoszcz nodes belong

TABLE 1. Proposed openflow messages.

to domain A, Lodz and Katowice belong to domain B, and the
SDN controller is located in Domain C in the Warsaw node.

The single-domain connection setup process is imple-
mented as follows (Fig. 9). The client-side controller CCC_1
initiates a call request to the CCC_2 controller by send-
ing a Call_Request message to the SDN controller. Then,
the SDN controller informs the CCC_2 controller about
the accepted call request with a Call_Indication message.
CCC_2 confirms the acceptance of the request by sending
a Call_Confirmed message to the SDN controller, which
further directs the OF_REQ_37 connection setup request
directly to the source node, and more precisely, to the OFA
agent located in this node. This starts the process of establish-
ing a connection in Domian 1 with the use of RSVP-TE mes-
sages. The PATHmessage is sent toward the destination node
to reserve optical resources, appropriate optical resources are
reserved in the LRM module and then a RESV message is
sent to confirm this reservation toward the source node. The
CC sends a lrm_req_of query to the LRM asking for the
information required to add an entry to the flow table, which
is a copy of the flow table in the OXC. The LRM returns
this information in an lrm_response_ofmessage, then the CC
sends a set_of_entry message to the OFA agent that main-
tains these tables. Sending a set of entry messages invokes
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installation of rules in the OXC. The mapping flow tables in
the LRM optimize the resource reservation process. In the
scenario of a reservation failure, there is no need to remove
the entry from the flow table in the OXC.

The connection is successfully established in the con-
nection control plane in Domian 1 when the source node
responds with an OF_CONF_38 confirmation. After this
message, the PC controller sends Connection_Confirmed to
the NCC, and aCall_Confirmed confirmationmessage is sent
to the client CCC controller from which the initial request
came, thereby ending the call setup request. The cooperation
between the controllers in the source and destination nodes is
presented in Fig. 9.

The single-domain call release scenario is presented in
Fig. 10, and it is similarly described as the setup scenario.

The client-side controller CCC_1 initiates a call release to
the CCC_2 controller by sending a Call_Release message
to the SDN controller. Then, the SDN controller informs
the CCC_2 controller about the accepted call release with
a Release_Indication message. The CCC_2 confirms the
acceptance of the request by sending a Release_Confirmed
message to the SDN controller, which further directs the
OF_REL_39 connection release request directly to the OFA
agent located in the source node. The OFA transforms the
message into a connection_release message, which is sent
to the CC of the source node. As a result, the CC con-
troller initiates the resource release process in the LRM by
sending a lrm_release and sends a release request to the
optical switch OXC. The process of releasing a connec-
tion in Domian 1 is performed with the use of RSVP-TE
messages. At the beginning, the PATH release message
toward the destination node is sent and the appropriate
optical resources are released in the LRM modules. Then,
a RESV release message is sent to confirm this release
toward the source node. Once the resources have been
released along the path, and the rules in the flow tables have
been deleted, the source node sends OF_REL_CONF_41to
the SDN controller. After this message, the PC controller
sends Connection_Release_Confirmed to the NCC, and a
Release_Confirmed confirmationmessage is sent to the client
CCC controller from which the initial release request came,
thereby ending the call release request.

The multidomain connection setup scenario is presented in
Fig. 11. When the SDN controller receives a call request to
establish a connection, for example, from the Gdansk node,
which is in Domain A, to the Katowice node in Domian
B, the call request is classified as multidomain. The SDN
controller must allocate cross-domain resources for this con-
nection because it maintains resource information on the
cross-domain links between Bydgoszcz and Lodz. Therefore,
the NCC controller located in the SDN controller sends
a Connection_Request_SDN message to the CC_SDN con-
troller to reserve an interdomain link and allocate resources
for the connection.

The CC_SDN controller first queries the RC_SDN con-
troller to designate the interdomain link. Interdomain links

are precomputed during the initialization process of the
simulation based on Dijkstra’s algorithm. The code of the
RC_SDN is contained within the CC_SDN, so no messages
are transmitted. After receiving the response, the CC_SDN,
forwards an LRM_Path_SDN query for free resources to the
LRM_SDN controller. The LRM_SDN controller reserves
the resources and sends a response to CC_SDN.

Then CC_SDN, having all the information needed to set
up the connection, forwards it to the NCC controller using a
Connection_Response_SDN message. The NCC makes four
connection requests. The first Connection_Request is sent
to the PC controller, which translates this message into an
OF_REQ_37 OpenFlow protocol message. The request to
establish a connection between the source node and the edge
located in the source domain (Domain A) is handled by the
same algorithm as applied in the single domain connection
presented in Fig. 9.
The second and third connection requests are Connec-

tion_Request_Border messages, which are sent to the PC,
where they are translated into OF_REQ_BORDER_42 mes-
sages and then sent to the edge nodes (to OFA agents placed in
the nodes) in order to establish a connection between domains
using CC, RC, LRM cooperation.

The last Connection_Request is sent to set up the con-
nection within Domain B. When the optical resource reser-
vations in the nodes are successfully completed, each of
the nodes to which the requests were transferred sends
either a Connection_Confirmed message or a Connec-
tion_Confirmed_Border message to the corresponding OFA
agent.

Agents send acknowledgments translated into OpenFlow
OF_CONF_38 or OF_CONF_BORDER_43 protocol mes-
sages to the PC controller in the SDN controller. The
PC-translated confirmations are then sent directly to the
NCC. The NCC controller sends a connection setup confir-
mation to the CCC from which the connection setup request
came. This only takes place when all previously submitted
connection setup requests are confirmed.

The multidomain call release scenario is presented in
Fig. 12. When the NCC component in the SDN con-
troller receives a Call_Release message from CCC_1 to
release the connection from the Gdansk node to the Katow-
ice node, it informs the CCC_2 controller about the
accepted call release with a Release_Indication message.
The CCC_2 confirms acceptance of the call release by
sending a Release_Confirmed message to the NCC, which
further directs the Connection_Release_SDN message to the
CC_SDN.

Then, LRM_Release_SDN is transferred to release the
resources in the LRM, and the Release_Response_SDNmes-
sage is sent to the NCC.

Once the LRM resources have been changed, the appro-
priate Connection_Release and Connection_Release_Border
messages are sent to the PC, whose component processes this
message into OpenFlow messages, which are sent to the OFA
of the Gdansk, Bydgoszcz, Lodz, and Katowice nodes.
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FIGURE 9. Message flow for call setup scenario.

FIGURE 10. Message flow for call release scenario.

The CC in the Gdansk node, having all the information
needed to release the connection, then forwards RSVP-TE
messages to release the resourceswithin domainA. TheCC in
the Lodz node, having all the information needed to release
the connection, forwards RSVP-TE messages to release the
resources within domain B.

The multidomain link resources are released with the use
of OF_REL_BORDER_44messages. When the multidomain
call release scenario is finished, a Release_Confirmed mes-
sage is transferred to CCC_1.
The presented call setup and call release scenarios include

sequences of operations and message exchanges. However,
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FIGURE 11. Message flow for multidomain call setup scenario.

FIGURE 12. Message flow for multidomain call release scenario.

to reflect the actual phenomena occurring when exchanging
and processing these messages, a number of different param-
eters were assumed in the simulation model.

The call service request handling times included the
message transmission time, propagation time, and message

processing time in individual functional components. When
sending a message, the model took into account the size
of the transmitted data, the size of the IP protocol header,
and the size of the Ethernet header. The size of the signal-
ing message was calculated based on the number of fields
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carrying information (dependent on the message) and their
type.

The SDN/ASON/GMPLS simulation model was tested in
two main stages:

• partial tests,
• comprehensive tests.
The partial tests involved verifying the communication

between the modules of the simulation model. Functional
partial tests for the network of four nodes were performed.
The structure of the simplified network was divided into
two domains containing two nodes each. The connection
setup and release scenarios were first implemented in the
simplified network in which they were tested. After achiev-
ing the proper functionality of the functions, the simplified
network was expanded with additional nodes. The target net-
work was obtained with functionality that meets the specified
requirements. The tests included the ability to send messages
between components, correctness of the sequence of subse-
quent events (in accordance with the scenarios), correct code
compilation and logical correctness of the programmed func-
tions. A tool enabling graphical simulation and event records
(EventLogs) were used to conduct the functional partial tests.

Comprehensive tests for the expanded network took place
once the code was fully implemented. In this stage, the fol-
lowing scenarios were tested in the simulator:

• call setup and call release for a single domain
connection,

• call setup and call release for a multidomain connection.
The tests were performed for different conditions of optical

resources (lack of link optical resources, blocking of OXC).
The conducted tests proved that the SDN/ASON/GMPLS
simulation model works correctly.

V. SIMULATION RESULTS
To evaluate the effectiveness of the implemented SDN
controller solution for controlling the ASON/GMPLS opti-
cal network, the appropriate simulation research was per-
formed using the SDN/ASON/GMPLS model presented in
Section IV.

The main aim of the research was to examine the proposed
SDN/ASON/GMPLS architecture under different traffic con-
ditions, focusing on the impact of the architecture on the
quality of service, and the effect of the SDN controller place-
ment on the quality of service. The simulation was carried out
for a Polish network based on the Survivable Network Design
Library (SNDlib) [20], divided into three domains with the
controller appropriately placed in the Lodz, Bydgoszcz and
Warsaw nodes. The structure of the multidomain network is
presented in Fig. 6.

The assumed parameters and simulation conditions were
as follows:

• network simulation time: 2000000 seconds, 30000 sec-
onds, 150000 seconds, 67000 seconds, 60000 seconds,
60000 seconds, 50000 seconds, 33400 seconds and
16300 seconds, corresponding to call request intensities

of: 1 request per second, 2 requests per second,
4 requests per second, 8 requests per second, 9 requests
per second, 12 requests per second, 16 requests per
second, 18 requests per second (differences in times
result from the assumed number of events),

• warmup period: 600 seconds,
• uniform traffic distribution for source-destination

nodes,
• exponential distribution of call request (two classes:

low priority (LP) and high priority (HP)),
• exponential distribution of connection release

requests (connection duration time),
• percentage of high-priority requests in all generated

traffic: 20%,
• bandwidth units for call request: 5Mb/s, 10Mb/s,

15Mb/s,
• mean connection duration time: 900 seconds,
• signaling link capacity:1Gb/s,
• 40 wavelengths on each link,
• wavelength capacity:1Gb/s,
• OXC blocking probability: 0.001.

In the simulation, the connection route was precomputed
using Dijkstra’s algorithm while maintaining the wave con-
tinuity constraint condition. As a result, the connection
was established on the optical path between the source
and destination nodes at the same wavelength. There were
no wavelength converters in the network. The division of
resources on the output port of the optical node took into
account priorities, with resource reservation managed by the
POOL algorithm [21]. The message processing time was
assumed based on measurements performed in small-scale
laboratory testbeds in GUT laboratory [22].

The examined parameters were Mean Call Set-up Time
E(CallST), Mean Connection Set-up Time E(CST), Mean
Call Release Time E(CallRT), Mean Connection Release
Time E(CallRT), link loss probability (Bs) resulting from a
lack of resources on an optical link, OXCblocking probability
(Bb), and total loss probability (Bc) of a call request. Times
were measured in accordance with the recommendations
in [23].

The time measurement began and ended according to the
events specified in the scenarios described in Section III. The
probability of loss was calculated based on the number of
occurrences of specific events. For each event that occurred
during the simulation, information about the priority of the
request and the cause of the loss was recorded in the result
files (.vec,.vci,.sca). Based on this information, it was pos-
sible to calculate both the total number of events and the
number of events differentiated by priority.

The loss probability was calculated after the simulation
was completed as the ratio of the number of failed call
requests with specific parameters (cause of failure, priority)
to the total number of requested call requests. As the values
are statistical, it was necessary to estimate the accuracy of
the obtained values. To achieve this, the interval estimation
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method and Student’s t-distribution were used, and confi-
dence intervals were calculated with a confidence level of
0.95.

All simulations were performed on a DELL server with the
following hardware parameters:

• PowerEdge R650xs Motherboard,
• two Intel Xeon Silver 4310 processors, 12 cores (12C)
and 24 threads (12T) per processor,

• 2 × 16GB RDIMM,
• 2 × 6TB HDD, 2 × 2TB SSD.

The simulations were performed in the OMNeT++ environ-
ment installed on the Linux platform in the Proxmox Virtual
Environment [24].

In this part of the section, the simulation results for differ-
ent SDN controller placements will be first presented, con-
sidering both low- and high-priority call requests. Selected
results will then be compared to assess quality parameters.
For clarity, the results will be shown in separate charts.

There are two cases of calculated average times: call
requests completed successfully and all requests (success-
fully and unsuccessfully established).

The Call Set-up Time (E(CallST)), measured as the time
from the Call_Request(t1) to the Call_Confirmed message
(t2), varied with the different SDN controller placements.
The E(CallST) results for low- and high-priority call requests
completed successfully and different SDN controller place-
ments are presented in Figs. 13 and 14, respectively. For the
SDN controller placement in the Lodz node, the (E(CallST))
did not exceed 14.42 milliseconds. The highest value for the
Lodz placement occurred at an intensity of 12 requests per
second. We found higher values of E(CallST) for Bydgoszcz
and Warsaw than for Lodz, as well as for low- and high-
priority requests. Figs. 14 and 15 present the E(CST) results,
measured as the time from the Connection_Request(t3) to
theConnection_Confirmedmessage (t4). We observe that the
placement of the SDN controller has an impact on E(CallST)
andE(CST) for call requests completed successfully. Consid-
ering that E(CallST) includes the handling of the connection,
the time was longer for all call request intensities. The
graphs in Figs. 16 and 17 show that the difference between
E(CallST) and E(CST) for all requests, successfully and
unsuccessfully established, did not exceed 4.3 milliseconds.
For the results presented in Figs. 13–18, positioning the con-
troller in Lodz resulted in the lowest values of E(CallST) and
E(CST). The longest E(CallST) and E(CST) were obtained
for the Warsaw placement, and for a call request inten-
sity of 12 requests per second. The times did not exceed
14.8 milliseconds and 10.6 milliseconds, respectively.

Figs. 19 and Fig. 20 present the mean values of the
Call Release Times for low- and high-priority, measured
from sending the Call_Release(t5) to the Release Confirmed
message (t6). For low-priority requests, E(CallRT) was the
shortest for the Lodz placement, and did not exceed 8.15 mil-
liseconds, while for high-priority requests, it did not exceed
8.17 milliseconds. Fig. 21 and Fig. 22 present the mean

values of the Connection Release Times for low- and high-
priority, measured from sending Connection_Release(t7) to
Connection_Rel_Confirmed(t8). Figs. 23–25 present the loss
probabilities for the Polish SDN/ASON/GMPLS structure.

Taking into consideration the probabilities presented in
Figs. 23–25 for all analyzed placements, we observe that the
placement had no influence on the link loss or total loss prob-
abilities for a given class of service, while the OXC blocking
probabilities were comparable. As was expected, increasing
the load on the network resulted in a nonlinear growth of the
loss probability, which was higher for low-priority requests.
However, the placement of the SDN controller had no influ-
ence on the loss probabilities because the path calculation
algorithm was the same regardless of the placement of the
SDN controller.

FIGURE 13. Call setup time for LP.

FIGURE 14. Call setup time for HP.

FIGURE 15. Connection setup time for LP.

It is apparent from the figures that Lodz was the best
location for the SDN controller in the three analyzed vari-
ants. For this location, we obtained the lowest values of
E(CallST), E(CST), E(CallRT) and E(CRT) for call requests
successfully and unsuccessfully established, while the loss
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FIGURE 16. Connection setup time for HP.

FIGURE 17. Call setup time and connection setup time for LP.

FIGURE 18. Call setup time and connection setup time for HP.

FIGURE 19. Call release time for LP.

probabilities for all the analyzed placements were statistically
insignificant for the same call request priority, and the confi-
dence intervals overlapped.

In the next part of this section, selected simulation results
are presented in order to compare and determine whether it

FIGURE 20. Call release time for HP.

FIGURE 21. Connection release time for LP.

FIGURE 22. Connection release time for HP.

FIGURE 23. Link loss probability for LP and HP.

is possible to guarantee appropriate quality for two extremes
regarding the quality parameters for the SDN controller
placements: Lodz and Warsaw. The comparison is presented
in Figs. 26–33 for the SDN controller placements in the Lodz
and Warsaw nodes.
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FIGURE 24. OXC blocking probability for LP and HP.

FIGURE 25. Total loss probability for LP and HP.

Fig. 26 and Fig. 28 show a comparison of E(CallST) and
E(CST) for the call requests completed successfully.

FIGURE 26. Call setup time for LP and HP.

FIGURE 27. Call setup time for LP and HP.

While the results of E(CallST) and E(CST) for low-
and high-priority requests were not statistically different for
intensities below 8 requests per seconds, above this value,
there were significant differences in the times for both the
Lodz and Warsaw placements.

FIGURE 28. Connection setup time for LP and HP.

FIGURE 29. Connection setup time for LP and HP.

FIGURE 30. Call release time for LP and HP.

FIGURE 31. Connection release for LP and HP.

Taking into consideration all requests successfully and
unsuccessfully established, Fig. 27 and Fig. 29 show a clear
trend toward lower E(CallST) and E(CST) values with the
request intensity as a result of the growing total loss probabil-
ities. The implemented model has no wavelength converters
and for higher intensities, optical lightpaths were estab-
lished on smaller distances. A comparison of E(CallRT) and
E(CRT) is presented in Fig. 30 and Fig. 31.
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FIGURE 32. Link loss probability for LP and HP for Lodz and Warsaw.

FIGURE 33. Total loss probability for Lodz and Warsaw.

A comparison of the results of the loss probabilities for
the Lodz and Warsaw placements is presented in Fig. 32 and
Fig. 33.

The presented results make it reasonable to draw synthetic
conclusions on how the proposed SDN controller affects all
the analyzed Quality of Service parameters:

• The proposed SDN controller is sufficient to guarantee
an appropriate quality of service for different classes of
services.

• The placement of the proposed SDN controller affects
E(CallST), E(CST), E(CallRT), E(CRT).

• The E(CallRT) placement of the SDN controller has no
influence on loss probabilities.

VI. CONCLUSION
Due to the complexity of optical transport networks, there
are still many difficulties ahead in implementing the SDN
concept, which was designed for packet networks and cannot
be simply applied to optical architectures. However, as we
look ahead, the role of SDN in optical networks will continue
to expand, shaping the future of optical network control.

The presented implementation of an SDN controller is
the first proposition in which an SDN controller is built on
ASON network controllers, and meets the functional require-
ments specified in the [3] recommendation. We obtained
satisfactory simulation results, proving that the presented
SDN controller implementation is suitable for guaranteeing
an appropriate quality of service. Notwithstanding this, the
results provide valuable insights into the issue of whether
the implemented SDN controller is suitable for optical
network control. The proposition may be applicable to
multi-controller SDN architectures due to SDN controller

modular design and possibility of connection controllers
(CC) coordination, as proposed in [1].

The key advantage of the solution we propose here
is the implementation of an SDN controller compliant with
the guidelines outlined in [3], while ensuring compatibil-
ity with the standards established for OpenFlow. Moreover,
we extendedOpenFlow protocol with themessages necessary
for the optical network according to the ONF specifica-
tion. Concurrently, we proposed a solution in which the
ASON/GMPLS control plane components support the oper-
ations of the SDN controller in order to provide better
scalability. The solution proposed in the paper was verified
by simulation using the OMNeT++ simulation environment.

Based on the positive results of the conducted functional
and performance tests, future work should concentrate on
more comprehensive research. The model structure and con-
figuration of the simulation model make it possible to carry
out research under various sets of traffic conditions, assuming
different network structures, link lengths, and throughputs,
including different optical transport resources. The presented
simulator supports providing simulations for static grid opti-
cal wavelengths. Currently, the authors are implementing a
flex grid optical network and would like to execute simu-
lations for the SDN/ASON/GMPLS architecture, assuming
single and multidomain networks. Finally, the authors are
developing an analytical model for analyzing and synthesis-
ing the performance of the SDN/ASON/GMPLS network.
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