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Electromagnetic (EM) simulation is widespread in microwave engineering. EM tools ensure evaluation 
reliability but incur significant expenses. These can be mitigated by employing surrogate modeling 
methods, especially to expedite design workflows like local/global optimization or uncertainty 
quantification. However, building accurate surrogates is a daunting task beyond simple cases (low 
dimensionality, narrow geometry parameter and frequency ranges). This research suggests a new 
technique for dependable modeling of microwave circuits. Its main ingredient is a recurrent neural 
network (RNN) with the main architectural components being bidirectional Long Short-Term Memory 
(LSTM) and Gated Recurrent Unit (GRU) layers. These are incorporated to accurately represent 
frequency relationship within circuit characteristics as well as dependencies between its dimensions 
and outputs considered as vector-valued functions parameterized by frequency. The network’s 
hyperparameters are adjusted through Bayesian Optimization (BO). Utilization of frequency as 
a sequential variable handled by RNN is a distinguishing feature of our approach, which leads to 
the enhancement of dependability and cost efficiency. Another critical factor is dimension- and 
volume-wise reduction of the model’s domain achieved through global sensitivity analysis. It allows 
for additional and dramatic accuracy improvements without diminishing the surrogate’s coverage 
regarding circuit’s operating parameters. Our methodology has been extensively validated using 
several microstrip structures. The results demonstrate its competitive performance over a range of 
kernel-based regression techniques and diverse neural networks. The proposed procedure ensures 
building models of outstanding predictive power while using small training datasets, which is beyond 
the capabilities of benchmark algorithms.

Keywords Microwave circuits, Data-driven surrogates, Recurrent neural networks, Sensitivity analysis, 
Domain confinement

Computational tools are indispensable in modern microwave engineering1,2 with the special emphasis on 
electromagnetic (EM) solvers3,4. EM simulation is versatile and enables quantification of effects that cannot 
be evaluated using different methods (cross-coupling, dielectric/radiation losses, anisotropy, the impact of 
environmental components such as connectors or installation fixtures). For many circuits, such as compact 
structures, substrate-integrated waveguide (SIW)-based circuits, or structures incorporating metamaterials5–9, 
EM simulation is imperative when it comes to accurate characterization of their electrical properties. However, 
EM analysis is CPU intensive, which impedes its utilization in procedures requiring multiple system evaluations. 
Examples include design closure10,11, statistical analysis12–14, or global and multi-objective design15–18. The latter 
seems to be the most challenging endeavor, typically executed using bio-inspired algorithms with expenses 
reaching thousands of merit function calls19–23.

Recent years observed significant research focus on expedited EM-driven design methodologies. A 
range of methods were developed to accelerate gradient-based algorithms (adjoint sensitivity, restricted 
Jacobian updating, parallelization, mesh deformation24–28). More generic approaches include feature-based 
techniques29,30, variable-fidelity approaches31–34, or dimensionality reduction35–38. Notwithstanding, the main 
emphasis is currently put on surrogate-assisted procedures39–43, typically arranged as machine learning (ML) 
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algorithms44–46. Widely used modelling methods include support vector regression, Gaussian processes, kriging, 
polynomial chaos expansion, ensemble learning, and diverse types of neural networks47–55.

Shifting computational operations to a fast metamodel effectively mitigates the cost-related issues of EM-
driven design. At the same time, constructing reliable surrogates is a difficult undertaking except for simple 
scenarios (small number of design variables, narrow parameter ranges). The main problem is the curse of 
dimensionality56 and the large volume of the traditional (interval-based) domain. Both factors lead to a fast 
increase in the size of the training set necessary to build an accurate data-driven model. This is why surrogate-
based procedures normally take the form of ML algorithms in which case the surrogate is constructed in a 
restricted region believed to encapsulate the optimum design. Much of the space is not explored. Clearly, data-
driven models constructed during the ML-based search are not general-purpose57. Method for alleviating 
the mentioned difficulties in a more generic setting include better utilization of available data (ensemble 
learning58,59), improved handling of large datasets (deep learning60,61), exploring specific system output structure 
(high-dimensional model representation, HDMR, orthogonal matching pursuit62,63). Alternative techniques 
include multi-fidelity methods64–66, and performance-driven modelling67–71. Therein, the domain is limited to 
a subspace containing high-quality designs. Approximation of this region requires extra computational effort67; 
however, the surrogate exhibits predictive power that cannot be matched by conventional methods.

Recently, the growing popularity of artificial neural networks (ANNs) has been observed in modelling of high-
frequency structures. ANNs are typically used within ML-based design procedures. The employed architectures 
are often variations of feedforward networks, specifically multi-layer perceptrons (MLPs)72–78, convolutional 
neural networks (CNNs)79–81, deep neural networks (DNNs)82–84. At times, specialized architectures are applied, 
e.g., long short-term memory (LSTM) layers85, multi-fidelity86, evolutionary87, autoencoders88). Some studies 
use inverse ANNs89,90. General-purpose ANN-based modeling is rare due to challenges discussed earlier. Some 
exemplary works involve DNN53, CNN91, MLP92, graph neural networks93, cascaded networks94, sensitivity 
networks95, or hybrid networks96. The mentioned works utilize ANNs as regressors without exploring intricate 
relationships between decision variables and system features encoded in frequency responses. As a result, their 
operation and reliability are similar to conventional regression techniques.

This paper introduces an innovative strategy for high-performance surrogate modelling of microwave 
circuits. The proposed method leverages handling S-parameter characteristics as sequential data ensembles 
parameterized by frequency and exploring their dependence on decision variables (e.g., geometry parameters). 
The underlying surrogate is a recurrent neural network (RNN). RNNs are well-suited to processing sequential 
information. The specific RNN architecture incorporates single- and bi-directional Long Short-Term Memory 
(LSTM) layers, the Gated Recurrent Unit (GRU) layer, and fully connected and (output) regression layers to 
produce the final predictions of the complete frequency responses. The model’s hyperparameters, including 
the number of units in each layer, are adjusted through Bayesian Optimization (BO). Treating frequency as a 
sequential parameter distinguishes our approach from conventional regression and machine learning methods 
while being advantageous for the dependability and overall efficacy of the modeling process. Dimensionality 
reduction realized with global sensitivity analysis (GSA) constitutes another mechanism incorporated to improve 
the surrogate’s accuracy dramatically. GSA aims to yield orthogonal directions responsible for the maximum 
variability of the system at hand and span the restricted domain along them. The modeling strategy developed 
in this work is validated with the help of several microstrip circuits and compared to a range of benchmark 
techniques such as neural networks and diverse regression surrogates. The results underscore the remarkable 
predictive power of our metamodels, which is superior to all benchmark techniques. Considerable improvement 
is observed regardless of whether the model is established in the conventional (box-constrained) domain or 
dimensionality-reduced region. Furthermore, usable surrogates can be constructed using small numbers of 
training points, which was not the case for most of the comparison methods.

The original contributions of this study include (i) the development of a novel RNN-based metamodel for 
precise representing of circuit’s characteristics, (ii) handling frequency as a sequential parameter to facilitate the 
data-driven representation of the scattering parameters and capture the relationships between systems outputs at 
various frequencies and the design variables, (iii) incorporating LSTM and GRU layers for efficiency frequency-
wise dependencies processing, (iv) utilization of Bayesian optimization for boosting the surrogate’s accuracy, (v) 
development of complete modeling framework that leverages explicit dimensionality reduction through global 
sensitivity analysis, (vi) demonstrating remarkable reliability of our method and its advantages over several 
benchmark procedures.

RNN and dimensionality reduction for precise microwave circuit modeling
The fundamental components of the presented modeling approach are elaborated here. We first recall the 
formulation of the modeling problem in Sect. “Microwave modelling”. The overall structure and the working 
principles of the suggested RNN are provided in Sect.  “RNN-based surrogates with sequential processing of 
frequency responses”. The domain confinement mechanism is discussed in Sect. “Domain Confinement Using 
Global Sensitivity Analysis”, whereas Sect.  “Modeling Procedure” puts together the operating flow of the 
complete algorithm.

Microwave modelling
Let Rf(x) represent the primary (EM-simulated) model of the circuit of interest. Here, x = [x1 … xn]T are 
design parameters. Rf stands for the aggregated system outputs, typically scattering parameters Skj(x,f), where 
f is frequency, and k and j mark the respective circuit ports. We aim to build a low-cost surrogate Rs(x) that 
accurately represents Rf(x) within the domain X. Traditionally, X is an interval [l u] defined by the lower and 
upper bounds for parameters l = [l1 … ln]T and u = [u1 … un]T.
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The surrogate’s accuracy is evaluated by means of a suitable error metric (see, e.g.,97,98). Here, the relative 
root-mean-square error (RRMSE) is used, defined as ||Rs(x) – Rf(x)||/||Rf(x)|| (if system responses contain 
multiple vectors, the Frobenius norm is employed). To estimate the accuracy over the entire domain, the average 
error Eaver is computed.

 

 (1)

where {xt
(k)}k = 1, …, Nt, are independent testing (hold-off) samples. The relative error is convenient as it matches 

well the visual alignment between the metamodel and EM evaluated outputs. Less than ten percent of RRMSE 
typically translates into good alignment between Rf and Rs and makes the model suitable for design purposes.

RNN-based surrogates with sequential processing of frequency responses
This section describes the architecture of the proposed recurrent neural network (RNN) surrogate with 
sequential frequency data processing. The underlying concept is elucidated in Sect.  “RNN modeling with 
sequential frequency processing”. Section “Model Structure” discusses the network structure, essential layers, and 
the working principles. RNN training and hyperparameter optimization are outlined in Sect. “Hyperparameter 
Optimization”.

RNN modeling with sequential frequency processing
Predicting the frequency characteristics of microwave signals poses a unique challenge. However, the modeling 
process may be facilitated by exploring dependencies between the signal state at the given frequency and the 
lower and higher ones. Thus, instead of traditional methods, Recurrent Neural Networks, which are designed to 
recognize patterns over sequences, are well-suited for this purpose. The central feature of an RNN is its ability 
to retain information across time steps through a recurrent structure, allowing it to capture dependencies over 
extended sequences. When applied to frequency data, RNNs treat each frequency point as a sequential input, 
which allows the model to learn from the dependencies between these points.

Frequency data often exhibits dependencies that vary across scales—both in the immediate range (e.g., a 
particular shape of a resonance) and over more extended periods (e.g., relationship between the fundamental 
operating frequency and the harmonics), necessitating a model that can remember and adjust based on both 
recent and long-past data. Thus, to account for the same the current model combines several types of RNN layers 
with optimization strategies such that the predicted value is as close to corresponding frequency characteristic.

Model structure
For an effective learning and accurate frequency response prediction, the proposed model combines a set of 
LSTM, GRU and Bi-LSTM layers. In this section, we introduce and explore the specific roles of each of the layers. 
The operating principles of the LSTM layer have been shown in Fig. 1. The purpose of this layer is to capture long-
term dependencies in the sequential data. The gated mechanisms regulate the flow of information, selectively 
remembering or forgetting past inputs to model complex temporal relationships over extended sequences. The 
second type is a GRU layer (cf. Figure 2), which is a streamlined variant of the LSTM. GRU is designed to reduce 
computational complexity while retaining the ability to representing sequential data dependencies, which, in 
our case, are the relationships between the circuit’s response along the considered frequency spectrum. Yet 
another tool incorporated into the proposed model is the bidirectional LSTM (Bi-LSTM) layer, shown in Fig. 3, 
which enables the model to capture temporal relationships in a more comprehensive manner by making the 
system representation at any given frequency dependent on both lower and higher parts of the spectrum. Fully 
connected and regression layers (Fig. 4) are the final components of the proposed RNN surrogate.

Their role of the former is to map the high-dimensional features from recurrent layers into a prediction space 
for rendering complex-valued responses. The latter minimizes prediction error by assessing the discrepancy 
with actual responses. Together, these layers refine the output for improved prediction accuracy. The architecture 
of the overall RNN metamodel can be found in Fig. 5. The input features x and the output signals y are extracted 
and structured in the pre-processing module. The RNN processes the input features through a sequence of 
layers, starting with the LSTM layer followed by GRU to capture long-term dependencies, and Bi-LSTM layers 
for efficient modeling and bidirectional context to build the microwave outputs. These recurrent layers extract 
temporal features, which are then transformed by fully connected layers into prediction space. Finally, the 
regression layer evaluates the model by comparing the predicted complex-valued frequency responses to the 
actual values using the relative error metric.

Initial experimentation with different configurations of LSTM and GRU layers revealed challenges in achieving 
an optimal balance between underfitting and overfitting. Models using only LSTM or GRU layers struggled to 
capture the full complexity of the data, but with increased layer depth, it exhibited signs of overfitting. Similarly, 
a fully Bi-LSTM-based architecture, while providing bidirectional context, resulted in excessive training times 
without substantial gains in accuracy. Adjusting the number of neurons per layer in these configurations did not 
yield improvements beyond existing benchmarks. Following multiple rounds of testing, we determined that a 
hybrid architecture combining LSTM, GRU, and Bi-LSTM layers provided the best trade-off between accuracy, 
generalization, and training efficiency. Specifically, the LSTM layers capture long-term dependencies in the 
sequence, GRU layers enable deeper architectures with reduced computational cost compared to LSTM, and Bi-
LSTM layers enhance contextual understanding by incorporating bidirectional dependencies. This architecture 
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was finalized after systematically evaluating alternative designs and observing consistent performance gains 
across different datasets (see Sect. “Modeling Procedure”).

Hyperparameter optimization
The hyperparameter tuning and optimization process is essential for refining the model’s predictive capability, 
accuracy, and generalization. In this work, it is realized using Bayesian Optimization (BO)99 at the level of the 
number of RNN units per layer, learning rate, etc. Its purpose is to identify the best possible model architecture. 
At the same time, the layer-specific parameters, i.e., the weights, are optimized using the ADAM procedure100. 
Figure 6 summarizes the operations undertaken to identify the model and the roles of the applied algorithmic 
tools.

Domain confinement using global sensitivity analysis
Appropriate handling of the training data is one of the essential aspects of reliable surrogate modeling. The 
second is the proper selection of the model domain, which—in this study—is based on dimensionality reduction 
involving fast global sensitivity analysis (FGSA), initially proposed in69. The idea is to span the domain along 
the vectors responsible for the most significant changes in the system outputs while leaving out the remaining 
directions.

This enables the dimensionality-related difficulties to be tackled without compromising the design utility of 
the model. FGSA is used instead of conventional techniques such as variable screening101–103 or traditional global 
sensitivity analysis (Sobol indices, Jansen’s method104–106) capitalizing on its low running cost and flexibility. 
In particular, the essential directions constructed by FGSA can be arbitrarily oriented (i.e., not aligned with 
coordinate system axes), which enables accounting for joint effects of pairs or triples of design variables without 
eliminating individual parameters. The operating flow of FGSA has been outlined in Fig. 7. The random vectors 
xs

(k) are generated using Latin Hypercube Sampling (LHS)107. The eigenvectors and eigenvalues are found using 
principal component analysis108. The eigenvalues are arranged in descending order λ1 ≥ λ2 ≥ … ≥ λn, i.e., the effect 
of subsequent eigenvectors on the circuit’s characteristics gradually decreases.

The dimensionality-reduced domain of the metamodel is spanned by Nd most critical eigenvectors ej, which 
collectively account for most of the system’s response variability. Let Cmin be the joint variability threshold. The 
number Nd is the smallest integer such that99

Fig. 1. LSTM and its governing equations. This layer is designed to capture long-term dependencies in 
sequential data. In this case the gated mechanisms regulate the flow of information, selectively remembering or 
forgetting past inputs to model complex temporal relationships over extended sequences.
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√∑Nd

j=1
λ2

j

/√∑n

j=1
λ2

j ≥ Cmin (2)

In this work, Cmin = 0.9 so that the vectors ej defining the domain are associated with 90% of the circuit’s response 
variability.

The reduced domain Xd is defined as69

Fig. 3. Bi-LSTM and its governing equations. The bidirectional approach enables the model to capture 
temporal relationships more completely, enhancing its understanding of sequential data.

 

Fig. 2. GRU and its governing equations. A streamlined variant of the LSTM, designed to reduce 
computational complexity while retaining the ability to capture long-term dependencies in sequential data.
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 (3)

where xc = [l + u]/2 is the original domain’s center, whereas aj, j = 1, …, Nd, are real numbers. In other words, Xd is 
an intersection of the Nd-dimensional subspace determined by ej, j = 1, …, Nd, and the conventional parameter 
space X.

Modeling procedure
This section puts together the operation of the complete modeling framework utilizing the components 
elucidated in Sects.  “Microwave Modelling” through Sects.  “Domain Confinement Using Global Sensitivity 
Analysis”. The focus is on the training process and model validation.

Fig. 5. Architecture diagram of the proposed model.

 

Fig. 4. Fully connected layer. It is the final layer of the proposed model. It maps the high-dimensional features 
from recurrent layers into a prediction space for complex-valued responses. In contrast, the regression layer 
minimizes prediction error by assessing the discrepancy with actual responses. Together, these layers refine the 
output for improved prediction accuracy.
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Data extraction and preprocessing
Data extraction is a critical first step in preparing the input and output variables for RNN training. The dataset 
consists of four sets of complex-valued frequency responses, and through the pre-processing module in Fig. 5, 
we structure the data into matrices that represent the antenna’s behavior across frequencies, formatted for 
sequential processing by the RNN.

Model architecture and design
As mentioned earlier, the proposed architecture integrates multiple types of recurrent layers, each selected for 
its unique strengths in processing temporal dependencies. The first part of the model is an input layer that feeds 
into an LSTM (Long Short-Term Memory) layer. LSTM captures long-term dependencies within the frequency 
sequence by retaining past information across time steps. Following the LSTM layer, a GRU (Gated Recurrent 
Unit) layer is added to provide efficient processing with fewer parameters, maintaining relevant patterns in the 
sequence without excessive computational overhead. Subsequently, a Bi-LSTM (Bidirectional LSTM) layer is 
incorporated to process the sequence in both directions (forward and backward), which enables the model to 
utilize contextual information from both preceding and succeeding frequency points. This bidirectional setup 
enhances the model’s understanding of the sequence, as it learns from both past and future data points (here, 
meaning signal levels corresponding to the lower and higher frequencies) simultaneously.

The outputs from these recurrent layers are processed by a fully connected layer, which performs a linear 
transformation that maps the high-dimensional feature space into the final prediction space, representing the 
complex-valued frequency response of the antenna. Finally, a regression layer computes the model’s prediction 
quality using the Mean Squared Error (MSE) as the loss function. This layer guides the training process by 
iteratively adjusting the model parameters to minimize prediction error. The combination of these recurrent 
layers with optimized hyperparameters, forms a robust architecture capable of capturing both short-term and 
long-term dependencies in the antenna’s frequency response, resulting in highly accurate and generalizable 
predictions.

Hyperparameter tuning
To optimize the model’s accuracy, Bayesian Optimization (BO) is employed as mentioned in Sect. “Hyperparameter 
Optimization”. It fine-tunes critical hyperparameters, like RNN layer units and learning rate, by iteratively 
refining a surrogate model to identify the optimal configuration minimizing the relative error metric. The 
specific parameters optimized include:

• Layer Units: The number of units in each RNN layer (LSTM, GRU, Bi-LSTM) to adjust the model’s complexity.
• Learning Rate: Adaptively tuned to enhance convergence and generalization.

Fig. 6. Optimization strategy for RNN model training. Bayesian Optimization99 tunes essential 
hyperparameters to balance model complexity and generalization, while the Adam optimizer100 and controlled 
learning rate adjustments ensure effective convergence without overfitting.
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Training process
Model training is conducted using the Adam optimizer (cf. Section “Hyperparameter Optimization”), with an 
adaptive learning rate, which facilitates stable convergence over the epochs. A key feature of this setup includes 
LearnRateDropFactor and LearnRateDropPeriod parameters dynamically adjust the learning rate, reducing it to 
approximately 36% of the initial value by the end of training. This prevents overfitting by allowing larger updates 
initially, then gradually refining the model.

Model evaluation and prediction
After training, the model undergoes evaluation using a distinct set of test points. The mean relative error (cf. 
(1)) is calculated to quantify the discrepancies between predicted and true (EM-evaluated) frequency responses. 
This metric, averaged across the four outputs, serves as an overall measure of model performance. Predictions, 
encompassing both real and imaginary components in complex format, are saved along with the trained models 
to design paths for future analysis and validation.

Fig. 7. The outline of FGSA69. The vectors ej account for the directions that significantly affect the system 
outputs; their relevance is assessed by the eigenvalues λj.
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For a supplementary clarification, Fig. 8 shows the diagram explaining the data flow in the proposed model. 
Furthermore, Fig. 9 illustrates the operating flow of the complete model construction process, which includes 
the establishment of the confined domain, sampling, acquisition of the EM simulation data, and identification 
of the RNN metamodel.

Results
The proposed modeling methodology is demonstrated using three circuits. It is also juxtaposed against several 
benchmark procedures. The material is organized as follows. Section  “Benchmark Methods” outlines the 
benchmark techniques. Section “Setup” covers the setup. The results and discussion are provided in Sects. “Results” 
and Sect.  “Discussion”. Application of the model for circuit optimization and experimental validation of the 
optimized circuits are included in Sect. “Applications Case Studies and Experimental Validation”.

Benchmark methods
The benchmark methods are outlined in Table 1. These include kriging interpolation, radial basis functions, 
Gaussian process regression, support vector machines, and artificial neural networks (ANN). The last three 
models are deep feedforward ANN architectures added to provide a more meaningful comparison with the 
proposed RNN-based model and to demonstrate that sequential processing of frequency data does provide 
distinctive benefits, which cannot be achieved by merely increasing the network architecture complexity. These 
frameworks are widely used in high-frequency engineering in diverse applications (general-purpose modeling, 

Fig. 8. Data flow diagram of the proposed RNN surrogate model.
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global and multi-objective optimization, and machine learning). Consequently, they can be considered 
representative in the considered field. The cited references109–112 provide more extensive information about each 
method.

Setup
The suggested technique is employed to build surrogate models for the circuits discussed in Sects. “Example 
I” through Example III. To comprehensively demonstrate the properties of our approach, the surrogates are 
rendered in both the conventional space X and the reduced domain Xd. This enables observing the advantages of 
the RNN-based surrogate and the benefits of combining it with dimensionality reduction.

The dimensionality of Xd is determined using FGSA with Cmin = 0.9 (Sect.  “Domain Confinement Using 
Global Sensitivity Analysis”). The models are built using datasets of different sizes, from 50 to 800 samples. 
The training points are allocated using LHS 107. The model accuracy is evaluated using the RRMSE defined in 
Sect.  “Microwave Modelling” based on 100 independent testing samples (see also (1)). The hyperparameter 
space has also been summarized in Table 2.

Fig. 9. Flowchart of the overall modeling process using the approach suggested in this research.
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The specific model setup is as follows:

• Architecture (as described in Sect.  “RNN-based Surrogates with Sequential Processing of Frequency Re-
sponses”): A deep Recurrent Neural Network comprising LSTM, GRU, and Bi-LSTM layers, followed by a 
Fully Connected output layer and a Regression layer to predict complex-valued antenna frequency responses.

• Hyperparameter Tuning: Utilizes Bayesian Optimization to fine-tune the number of units in each layer and 
the learning rate. The number of BO iterations was set to 25.

• Layer arrangement: 500 − 750 (LSTM) → 500–1000 (GRU) → 500 − 1000 (Bi-LSTM) → output (real + imagi-
nary).

• Training Configuration: The model is trained for up to 10,000 epochs using the Adam optimizer, with early 
stopping and learning rate scheduling to prevent overfitting.

Comparing the training time and computational complexity, in general, we can safely state that the first four 
benchmark models (kriging, RBF, GPR, SVR) are cheap to construct. These models rely on relatively simple 
optimization tasks, such as maximum likelihood estimation for kernel-based techniques, which typically 
complete within seconds to a few minutes, depending on dataset size their training times are negligible 
compared to the time required to acquire electromagnetic (EM) simulation data, which can take several minutes 
per simulation. In comparison, the ANN (the fifth benchmark method) training times range from 2–3 min (for 
50-point training set) to approximately an hour for the largest datasets. However, it remains computationally 
efficient due to its fixed architecture and the use of backpropagation for optimization.

In contrast, the proposed model requires significantly longer training times due to Bayesian optimization, 
which involves multiple network training cycles for hyperparameter tuning. For the smallest dataset (50 
samples), training takes approximately 40 min, while for the largest dataset (800 samples), the process extends 
to tens of hours. Training time also varies based on the complexity of the test case, particularly the input space 
dimensionality. For instance, training on an 800-sample dataset requires around 12 h for Antenna I (six design 
variables), approximately 24 h for Antenna II (eleven variables), and 16 h for Antenna III (seven variables). 
Despite the increased training time, this computational cost remains a fraction of the overall time required for 
data acquisition. Additionally, this trade-off is justified by the significant improvements in predictive accuracy 
and generalization achieved by the proposed model.

Results
Here, we report the results obtained for the considered test circuits using the proposed modeling approach and 
the benchmark procedures. These results are analyzed in depth in Sect. “Discussion”. Design applications and 
experimental validation of the circuits optimized using our surrogates for selected target operating parameters 

Hyperparameters Range

LSTM Units (500, 750)

GRU Units (500, 1000)

Bi-LSTM Units (500, 1000)

Learning Rate (0.0005, 0.00075)

Table 2. Hyperparameter space of the proposed RNN-based surrogate model.

 

Method Setup

Kriging109
• Second-order polynomial as a trend function
• Gaussian correlation function
• Hyperparameters found through maximum likelihood optimization

Radial basis functions (RBF)109 • Gaussian basis functions
• Scaling coefficient adjusted through cross-validation

Gaussian process regression (GPR)110
• Rational Quadratic kernel functions
• Separate GPR models for real and imaginary parts of the response
Hyperparameters optimized through maximum likelihood estimation

Support vector regression (SVR)111
• Gaussian (RBF) kernel function
• Separate SVM models for real and imaginary parts of the response
Kernel scale optimized automatically for each frequency

Artificial neural network (ANN 1)112
• Fully connected architecture with ReLU activation
• Layers: 512 → 256 → 128 → 64 → output (real + imaginary)
Trained using the Adam optimizer with 400 epochs

ANN 2112
• Fully connected architecture with ReLU activation
• Layers: 128 → 128 → 128 → 128 → 128 → 128 → output (real + imaginary)
• Trained using the Adam optimizer with 400 epochs

ANN 3 112
• Fully connected architecture with ReLU activation
• Layers: 256 → 256 → 256 → 256 → 256 → output (real + imaginary)
• Trained using the Adam optimizer with 400 epochs

Table 1. Benchmark methods: the outline.
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are covered in Sect.  “Applications Case Studies and Experimental Validation”. Note that the test cases are 
challenging from the modelling perspective primarily due to wide ranges of parameters and frequency, and 
considerable nonlinearity of circuit’s responses.

Example I
The first verification case is a compact coupler with unequal power division ratio shown in Fig.  10 113. The 
same figure also provides data on design variables, parameter bounds, and the target frequency range . The 
objective is to construct the model of scattering parameters S11, S21, S31, and S41. The sensitivity analysis has been 
carried out based on fifty random samples, yielding the normalized eigenvalues are λ1 = 1.00, λ2 = 0.65, λ3 = 0.51, 
λ4 = 0.46, λ5 = 0.37, λ6 = 0.28, which leads to the dimensionality of the reduced domain equal to Nd = 3, for which 

we have 
√∑Nd

j=1 λ2
j

/√∑n

j=1 λ2
j = 0.89 (almost equal to the acceptance threshold Cmin = 0.9). The results 

are encapsulated in Table 3. The surrogate-predicted and EM-simulated scattering parameters for the proposed 
model built in the reduced domain with NB = 800 samples can be found in Fig. 11.

Example II
The second test case is a compact branch-line coupler with compact microstrip resonant cells (CMRCs)114 
shown in Fig. 12. As for Example I, we aim to build the surrogate that represents scattering parameters S11, S21, 
S31, and S41. The substrate’s permittivity is an extra design parameter considered in the range from 2.0 to 5.0 so 
that the model covers diverse substrate materials.

FGSA run based on fifty random samples, yields the normalized eigenvalues λ1 = 1.00, λ2 = 0.66, λ3 = 0.54, 
λ4 = 0.48, λ5 = 0.41, λ6 = 0.39, λ7 = 0.30,λ8 = 0.25,λ9 = 0.22,λ10 = 0.16,λ11 = 0.13. The resulting domain dimensionality 

Domain Modeling method

Average relative RMS error

NB = 50 NB = 100 NB = 200 NB = 400 NB = 800

Original (X)

Kriging 25.7% 17.9% 13.5% 9.9% 8.0%

RBF 28.3% 19.1% 13.9% 10.3% 8.9%

GPR 30.9% 21.6% 19.5% 15.5% 10.4%

SVR 37.6% 26.2% 25.3% 21.2% 16.1%

ANN 1 29.8% 10.5% 10.8% 7.6% 5.9%

ANN 2 39.8% 32.3% 18.3% 12.5% 9.8%

ANN 3 37.6% 31.8% 25.6% 13.8% 11.2%

RNN-LSTM (this work) 24.2% 13.4% 9.3% 7.2% 5.3%

Reduced (Xd)

Kriging 5.9% 3.8% 2.7% 2.4% 1.8%

RBF 8.0% 5.7% 3.4% 3.0% 2.4%

GPR 9.7% 7.2% 5.3% 4.1% 3.0%

SVR 15.5% 10.3% 7.5% 5.4% 4.3%

ANN 1 5.9% 4.1% 2.8% 2.4% 1.9%

ANN 2 7.3% 8.3% 4.0% 3.4% 2.5%

ANN 3 6.5% 5.8% 4.8% 3.3% 2.1%

RNN-LSTM (this work) 5.5% 3.1% 2.8% 2.2% 1.9%

Table 3. Numerical results for Example I

 

Fig. 10. Compact coupler (Circuit I): (a) parameterized architecture, (b) parameters.
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Domain Modeling method

Average relative RMS error

NB = 50 NB = 100 NB = 200 NB = 400 NB = 800

Original (X)

Kriging 52.3% 38.3% 31.0% 27.3% 23.3%

RBF 51.8% 40.5% 37.4% 32.8% 27.2%

GPR 45.6% 40.6% 35.2% 31.5% 27.2%

SVR 50.1% 45.0% 39.6% 35.9% 31.6%

ANN 1 63.9% 45.3% 27.3% 15.0% 9.0%

ANN 2 60.4% 48.3% 35.2% 18.3% 13.9%

ANN 3 64.8% 46.3% 32.3% 17.9% 14.5%

RNN-LSTM (this work) 45.3% 31.9% 19.4% 10.7% 8.4%

Reduced (Xd)

Kriging 21.5% 15.8% 11.1% 8.5% 6.4%

RBF 23.2% 17.0% 13.0% 9.8% 7.3%

GPR 33.5% 21.5% 15.8% 11.2% 8.6%

SVR 36.0% 29.4% 23.8% 19.3% 16.1%

ANN 1 13.9% 9.7% 6.7% 4.8% 4.1%

ANN 2 12.7% 11.6% 7.3% 5.4% 4.6%

ANN 3 11.3% 10.8% 8.3% 6.2% 4.1%

RNN-LSTM (this work) 14.0% 7.9% 5.4% 4.2% 3.9%

Table 4. Numerical results for test Example II.

 

Fig. 12. Compact branch-line coupler (Circuit II): (a) parameterized architecture, (b) parameters.

 

Fig. 11. Circuit I: S-parameters versus frequency at selected test designs: surrogate-predicted (o) and EM-
evaluated responses (—). The model was built using NB = 800 samples.
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is Nd = 4 with 
√∑Nd

j=1 λ2
j

/√∑n

j=1 λ2
j = 0.88. The results can be found in Table 4, whereas Fig. 13 shows 

surrogate-predicted and EM-simulated S-parameters for the metamodel rendered using NB = 800 training.

Example III
The last test example is a dual-band power divider illustrated in Fig. 14 115. For this circuit, the goal is to build the 
metamodel representing the S-parameters: S11, S21, S22, and S32. Just as for other examples, FGSA was run using 

fifty random samples. The normalized eigenvalues are λ1 = 1.00, λ2 = 0.77, λ3 = 0.66, λ4 = 0.64, λ5 = 0.50, λ6 = 0.48, 

λ7 = 0.45. The reduced domain dimensionality is Nd = 4, which gives 
√∑Nd

j=1 λ2
j

/√∑n

j=1 λ2
j = 0.89. The 

numerical results are provided in Table 5. Note that this is the most challenging example, therefore, an extended 
training set of 1600 samples was considered as well. The circuit responses at the selected test design are showcased 
in Fig. 15.

Discussion
The numerical data reported in Tables 3, 4, and 5 unequivocally demonstrates the competitive operation of the 
presented modeling methodology compared to the benchmark. For all verification structures, the RNN-based 
surrogate offers improved predictive power, with the advantage over comparison methods being quite significant 
for certain combinations of circuits and the training dataset sizes. The benefits of dimensionality reduction are 
also evident and contribute to dramatically improving accuracy, with RRMSE being lower than two percent 
for Circuit I and slightly above five percent for the most extensive training sets. This level of reliability makes 
the surrogates suitable for design purposes, which will be discussed in Sect.  “Applications Case Studies and 
Experimental Validation”. The accuracy improvements are noticeable for the lowest-cardinality training sets (50 
and 100 samples) but even more pronounced for NB = 400 and 800. This underscores the relevance of sequential 
processing of frequency characteristics leveraged by our methodology and realized using a dedicated combination 
of LSTM and GRU layers. It should also be noted that apart from Circuit I (the most straightforward test case), 
modeling in the conventional parameter space is not feasible, i.e., the values of RRMSE exceed twenty (Circuit 

Fig. 14. Dual-band power divider (Circuit III): (a) parameterized architecture, (b) parameters.

 

Fig. 13. Circuit II: S-parameters versus frequency at selected test designs: surrogate-predicted (o) and EM-
simulated responses (—). The surrogate was constructed with NB = 800 training samples.
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II) and thirty percent (Circuit III), even for NB ≥ 800. It can also be observed that deep feedforward ANN models 
(ANN 1, 2, and 3) do not perform as well as the proposed RNN-based technique, which is indicative of the fact 
that just increasing the network complexity does not carry over to competitive results, such as those obtained 
using the proposed methodology. It appears that sequential treatment of the frequency data does have a positive 
impact on the results.

Another appealing feature of our framework is consistency of results. Our method has been shown superior 
over all benchmark techniques, for all test circuits, training set sizes, and the selection of the domain (original or 
reduced). In addition, it exhibits excellent scalability, i.e., fast enhancement of the predictive power as a function 
of the training dataset cardinality. This is particularly noticeable for a dimensionality-reduced domain. Therein, 
the relationship between the mean distance between the training sites scales more favorably with NB. Again, the 
mentioned benefits can be attributed to the specific architecture of the proposed RNN-based surrogate and the 
advantages of sequential processing of circuit response data (as a function of frequency). Our approach differs 
from standard modeling approaches (kernel-based and neural-network-based regression techniques), where the 
circuit characteristics are treated as vector-valued ensembles with frequency often considered a supplementary 
parameter.

Applications case studies and experimental validation
The surrogate models generated using the proposed methodology were employed to perform parameter tuning 
of Circuits I, II, and III. The exemplary design scenarios assumed for all circuits are detailed in Table 6. The table 
showcases the optimized geometry variable vectors obtained by directly optimizing the respective metamodels 
(with no further correction). The surrogated constructed with NB = 800 training samples were employed in all 
cases. To provide additional illustration, the optimized designs were fabricated and experimentally validated.

Fig. 15. Circuit III: S-parameters versus frequency at selected test designs: surrogate-predicted (o) and EM-
simulated responses (—). The surrogate was constructed with NB = 800 training samples.

 

Domain Modeling method

Average relative RMS error

NB = 50 NB = 100 NB = 200 NB = 400 NB = 800 NB = 1600

Original (X)

Kriging 63.6% 53.8% 45.2% 40.0% 35.1% 32.3%

RBF 68.9% 55.2% 43.9% 40.8% 37.2% 34.7%

GPR 70.2% 69.1% 56.4% 47.9% 42.3% 70.2%

SVR 79.6% 72.6% 68.4% 63.2% 61.0% 59.6%

ANN 1 78.3% 77.4% 65.2% 59.4% 37.2% 33.3%

ANN 2 82.2% 78.3% 66.2% 61.2% 49.8% 42.3%

ANN 3 79.3% 77.8% 64.8% 59.7% 45.5% 44.1%

RNN-LSTM (this work) 75.3% 55.6% 37.8% 26.8% 17.8% 16.3%

Reduced (Xd)

Kriging 38.9% 28.7% 23.5% 16.6% 12.5% 8.4%

RBF 42.5% 31.3% 26.0% 18.1% 14.1% 9.9%

GPR 60.7% 51.8% 41.1% 41.1% 33.7% 25.8%

SVR 55.5% 51.9% 47.7% 44.0% 39.1% 37.2%

ANN 1 52.4% 34.0% 23.2% 16.8% 12.0% 10.0%

ANN 2 47.5% 35.7% 24.6% 19.5% 14.6% 11.1%

ANN 3 48.7% 36.2% 25.1% 18.7% 15.1% 11.4%

RNN-LSTM (this work) 50.7% 29.3% 18.8% 11.9% 7.6% 5.6%

Table 5. Numerical results for test Case III.
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Fig. 16. Application case studies (circuit optimization). The pictures show the circuit prototypes 
corresponding to metamodel-optimized designs gathered in Table 6 and their frequency characteristics: 
surrogate prediction (o), EM simulation (grey), and measurement (black): (a) Circuit I, (b) Circuit II, (c) 
Circuit III.

 

Circuit
Target 
frequencies Optimization goals Target substrate Optimum design

I f0 = 1.0 GHz Improve |S11| and |S41| at f0; maintain 3 dB power split ratio (|S21| – |S31|= 3 dB) 
at f0

RO4003 (εr = 3.38, h = 0.76 mm) x* = [2.1 10.3 20.0 0.5 
1.35 0.6]T

II f0 = 1.25 GHz Improve |S11| and |S41| at f0; maintain equal power split ratio (|S21| =|S31|) at f0 RO4003 (εr = 3.38, h = 0.76 mm) x* = [0.4 0.65 12.5 13.5 0.9 
0.4 0.25 0.16 3.31 0.55]T

III f1 = 1.5 GHz
f2 = 2.45 GHz

Improve matching |S11|, |S22| =|S33|, and port isolation |S21| =|S32| at both f1 and 
f2; maintain equal power division ratio |S21| =|S31| at f1 and f2

AD250 (εr = 2.5, h = 0.81 mm) x* = [31.3 9.8 31.2 8.85 4.6 
0.7 4.3]T

Table 6. Optimization of Circuits I, II, and III using the suggested surrogate model.
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The photographs of the circuit prototypes and their S-parameter responses, as predicted by the surrogate, by 
EM simulation, and evaluated through measurements, are shown in Fig. 16. Observe a good agreement between 
the model predictions and EM analysis. The alignment between EM simulations and experimental results is also 
satisfactory. Minor discrepancies are due to manufacturing inaccuracies and the effects of the SMA connectors.

Conclusion
This study focused on developing an improved methodology for reliable modeling of passive microwave circuits. 
The approach suggested here leverages the properties of recurrent neural networks (RNNs) employed to process 
information enclosed in the circuit’s electrical characteristics efficiently. Our technique’s distinctive feature 
is handling frequency as a sequential parameter, which facilitates building a behavioral (data-driven) system 
representation. This contrasts with more conventional methods, where frequency responses are treated in 
parallel (as vector-valued entities), with the frequency often treated as an independent parameter. The proposed 
RNN architecture incorporates LSTM and GRU layers and the bidirectional LSTM layer to capture frequency-
wise dependencies within the system’s outputs. The major hyperparameters of the network are adjusted using 
Bayesian Optimization (BO). Flexible dimensionality reduction is another tool employed to enhance the model’s 
quality significantly. It is realized using rapid global sensitivity analysis and implemented to allow arbitrary 
orientation of the reduced domain (spanned by the vectors associated with the maximum circuit response 
variations) but without eliminating individual design variables.

Our methodology has been extensively verified using several planar circuits and a range of benchmark 
methods. To ensure meaningful assessment, the surrogate models were constructed in conventional and 
dimensionality-reduced domains using training sets of sizes from 50 to 800 samples. The results unanimously 
demonstrate the advantages of our procedure, which turned out to be superior to all benchmark techniques 
regarding the surrogate’s predictive power measured using the relative root mean square error (RRMSE). 
These benefits are consistent for all considered test circuits, domain selection, training dataset cardinality, and 
the scalability of the model’s accuracy concerning the number of training samples. They also corroborate the 
adequacy of the assumed RNN architecture and the introduced data handling paradigm. Future work will be 
oriented toward further improvements of the procedure’s reliability and extending its applicability to higher-
dimensional problems.

Data availability
The datasets used and/or analyzed during the current study are available from the corresponding author on 
reasonable request.
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