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In this article, a sound-mixing system controlled by hand gestures recognized in a video
stream is presented. This novel approach to DAW (Digital Audio Workstation) controlling,
was motivated by the limited ergonomics of the computer mouse and keyboard interface,
as well as by the influence of audio information visualization on sound mixing. The article
reviews existing approaches to gesture controlled audio, and presents the engineered system
architecture and approach to gesture sonification. The methodology involved examining the
system with the help of professional audio engineers in tests conducted to assess, among others,
what influence the visualization of audio parameter values may have on mixing results. The
results of a questionnaire and the subjective assessment of the obtained mixes have been given.
The system efficiency and gesture recognition reliability have been assessed.

0 INTRODUCTION

Nowadays, large, well-equipped music studio facilities
are often substituted by smaller project studios. In such
places the mixing software (mixing in the box) approach
dominates. The reasons behind this solution are primarily
economic. However, many respected sound engineers claim
that mixing in the box provides worse results than a mix-
ing desk [1]–[4]. The main cause for this is the difference
in quality between the algorithms of mixing software and
their corresponding physical equivalents in expensive ana-
log mixing desks [1]–[3]. There are also audio engineers
who believe that the quality of algorithms is not a signifi-
cant factor [5]. According to their observations, the results
are affected mainly by the ergonomics of a mixing interface
[3] [5].

Graphic interfaces of many audio plugins imitate control
panels of their hardware prototypes. Knowing the original
device implies knowing the software emulation ad hoc.
However, knob-based plugins operated with a mouse and
keyboard may have some drawbacks such as that only one
parameter can be handled at the same time, or that setting
a parameter it not as handy as with a physical switch.

Editing a parameter is also not as handy as using a physi-
cal switch. Thus, various compact sound-mixing interfaces
have been developed. The faders, knobs, and meters of mix-
ing desks offer better ergonomics in such equipment. The
small size is preserved by assigning a chosen potentiome-
ter to the chosen function. However, it can sometimes be
necessary to use a mouse to reassign a particular control’s
settings and its role [6]. Despite the improvement in er-

gonomics, the price of such interfaces contradicts the idea
of the low-cost home recording studio.

Another issue is the visual aspects of Digital Audio
Workstations (DAWs). Many sound mixing engineers claim
that modifying audio signals with graphic information rep-
resenting parameter changes leads to worse aesthetics ef-
fects [4]. The reason may be in the common physiology of
sensory systems and multimodal perception mechanisms,
in which sight plays the primary role [7]–[10]. As a result,
mixing engineers may be distracted from their original task
of audio signal processing by visual information [4]. The
visual representation of the changes to an audio signal pa-
rameter may also affect the perception of sound at lower
levels of the sensory systems. Visual objects may “attract”
the person’s attention, thus sound sources may seem to be
localized closer to the screen. The shift of virtual sound
source toward the visual stimulus is often described by the
term ventriloquism effect or image proximity effect and
occurs unconsciously and regardless of the will of people
taking part in tests [8], [11], [12]. Mixing for many years
with visual support may also cause a distortion of the cog-
nitive scheme. According to Cohen [13] in ambiguous situ-
ations a person can be guided by a cognitive scheme which
is formed on the basis of past experience and helps shape
the expectations of the subject. However, these schemes
are not fully adequate for the reality and distort the object
under perception. The solution to the above issues can be
seen in eliminating intermediary devices between the en-
gineer and the sound system by employing hand gestures.
This would create an opportunity for a greater immersion
in the process of sound mixing. Thus, the impact of visual
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stimuli on sound perception could be minimized. Such an
approach could also improve ergonomics in comparison to
the computer mouse and keyboard interface, because when
using two hands, an engineer can more easily manage two
audio parameters simultaneously.

An additional advantage is that mixing with hand ges-
tures provides conditions in which sound between an engi-
neer and the studio monitors may propagate in a semi-free
acoustic field. In such a case, soundproof materials on the
floor, ceiling, and walls would eliminate sound colorations
[14], [15].

Given the above observations, we have engineered a mix-
ing interface handled by dynamic (i.e., motion) and static
(i.e., pose) hand gestures recognized in a video stream.
The system has been developed in such a way that mixing
operations can be performed both with or without visual
support.

First, the article reviews solutions applied in known audio
interfaces. Then, the main features of the developed system
along with its architecture, Graphic User Interface (GUI)
and gesture sonification are provided. Finally, the method-
ology of the experiments and their results are given.

1 STATE OF THE ART

A review of literature on sound-mixing systems leads us
to conclude that none of the well-known solutions provides
gestural control of all the key operations of sound mixing.
In the work by Marshall et al. [16], the systems that support
hand gesture controlling of sound panorama have been re-
viewed. The majority of the reviewed systems additionally
enable the control of parameters associated with reverber-
ation of a virtual space in which the panned audio sources
are placed. However, the purpose of the presented systems
is to support musicians, not mixing engineers. Gestures
which naturally occur while playing a musical instrument
can be recognized and used to trigger sound processing ef-
fects. Thus, musical performance can be enriched. Another
solution in the immersive virtual instrument domain has
been proposed by Valbom et al. [17]. The system, called
WAVE (Virtual Audio Environment), enables the triggering
of music loops or the playing of tones of chromatic scales
using hand gestures. The hand motion is transformed into
the movement of a virtual wand on the computer screen. To
provide three-dimensional (3D) immersion the solution em-
ploys virtual reality technologies and 3D sound techniques
based on a near-field stereo-sound system coupled with a
4.1 surround-sound system. Berthaut et al. [18] proposed a
new solution in the immersive instrument area. They intro-
duced a new hardware control, called Piivert to manipulate
the graphic widgets. Piivert is composed of infrared tar-
gets placed on its extremity and of pressure sensors located
below the thumbs, index fingers, middle fingers, and ring
fingers of each hand. Thus, this solution requires a dedi-
cated hardware, attached to the user’s body.

The usefulness of gestures in operating the DAW soft-
ware was noticed by Balin and Loviscach [19]. However,
their system utilizes only gestures from the dictionary of
movements performed with a computer mouse. Moreover,

Fig. 1. Placement of system components and the location of the
user.

gestures are used typically to operate editing functions
rather than mixing.

The solution which enables the mixer to step away from a
mixing desk or any other physical interface, and handle the
process remotely via gestures has been presented by Self-
ridge and Reiss [20]. The motion of a Wii [21] controller is
used to adjust the levels of parameters on a variety of digi-
tal audio effects. The authors of the solution examined the
possibility of using infrared sensors contained in the Wii
for the purpose of gesture-based audio mixing. However,
when applied to mixing, infrared diodes introduced limita-
tions to the range of the controller angular motion. Also,
it lacked the user requirement to make a free choice of a
sound monitoring position. Another serious problem with
the Wii controller was the sensitivity of accelerometers. As
stated by the authors, movements which were too gentle
did not cause the accelerometers to register the motion, and
thus no change in parameters took place.

Karjalainen et al. examined three different gesture con-
trollers for the purpose of virtual air guitar playing [22].
They considered datagloves as an expensive solution but
one which provides the highest control over hand gestures.
In contrast, they said that specialized control sticks supply
a variety of low-cost possibilities and they judged video
tracking to provide the lowest quality.

It was concluded that controllers, infrared sensors, or
accelerometers do not provide sufficient ergonomics to be
adopted for sound mixing purposes. Therefore, we engi-
neered a nonobtrusive sound mixing interface in which ges-
tures are recognized purely on the basis of camera stream
processing.

2 THE ENGINEERED SYSTEM

2.1 System Overview
The engineered system is composed of a PC, a webcam, a

multimedia projector and a screen for the projected image.
A camera lens is directed at the projection screen. The
whole projected image and the shadows of the user’s hands
are visible in the captured video stream (Fig. 1).

A user is situated in a sweet spot located between the
screen and the multimedia projector, from where he or she

302 J. Audio Eng. Soc., Vol. 61, No. 5, 2013 May

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


PAPERS TESTING A NOVEL GESTURE-BASED MIXING INTERFACE

can control the mixing processes via hand gestures. No
infrared diodes, infrared cameras, gloves, or markers were
needed. The system can be used with either a dual or a
multichannel sound system.

The system is based on subtracting the video stream cap-
tured by the camera from the image projected by the multi-
media projector and locating the hands in the processed out-
put. Both dynamic gestures (motion trajectory) and static
gestures (palm shape) are recognized by the system. For the
dynamic gesture recognition a fuzzy-rule inference system
is used. Static gestures are recognized by Support Vec-
tor Machines (SVMs) of a C-Support Vector Classification
type. Dynamic gestures are strongly associated with static
gestures. Thus, performing the same motion with a differ-
ent palm shape has various meanings. Moreover, the order
in which gestures are performed can represent a gesture
category.

The detailed description of the algorithms used in the
system can be found in other papers by the authors [23],
[24].

2.2 System Architecture
The software of the system has been divided into two

parts, that is, the application recognizing gestures and rele-
vant actions, and a gesture dedicated graphic overlay for any
DAW software. The communication with the DAW soft-
ware is based on the MIDI protocol. The graphic overlay
receives system actions generated by the gesture recogni-
tion application and sends relevant MIDI messages. Native
functions, such as changing the track level, playing the ses-
sion, or soloing the track are handled by the MIDI HUI
protocol. The parameters of plug-ins other than the native
ones are associated with particular gestures using the MIDI
learn function which is provided in the majority of profes-
sional DAW systems.

After initializing the gesture-recognition application, a
user can set the SVM classifiers separately for the left and
right hand. This enables the assignment of audio parameters
for each hand independently and modify two parameters
simultaneously.

2.3 System GUI and Gesture Sonification
Considering the examination of the influence of audio in-

formation visualization on sound mixing, all sound mixing
operations can be handled with a GUI that does not provide
visual support for audio changes or with full graphic rep-
resentation of sound modifications. The middle part of the
application window in Fig. 2 contains circles representing
audio sources. The size of the circle represents the level. The
horizontal and vertical positions represent the panorama
and equalizer gain, respectively. Directing a hand over the
circle with an index finger extended selects the particular
audio source. With the audio source selected, hand move-
ments cause respective circle position changes and thus the
panorama or equalizer gain can be smoothly adjusted. A
similar approach to visualizing mixes has been adopted by
Aaron Holladay in an application called Audio Dementia
[25]. Every track in a song in this solution has an icon on

Fig. 2. GUI of the application.

Table 1. Default gesture set

a stage area that represents its volume and pan with respect
to a central icon on the stage. Changing the panorama or
level is performed by clicking and dragging the track icon.
According to the author’s words, such an interaction makes
music mixing more natural and allows musicians to relax
and enjoy the music being created.

The GUI contains menu strips with iconographic repre-
sentation of all available sound mixing operations (Fig. 2).
A user can choose parameters and operations by directing a
hand over these icons. Some of these functions can be cho-
sen directly by performing a dynamic gesture with a palm
appropriately shaped. The interface can also be entirely
managed with a mouse and keyboard.

For the purpose of efficient gesture controlling, the uni-
fied gesture dictionary has been created (Tables 1 and 2).
Holding the hand flat has no action assigned. Thus, it is
possible to comfortably choose mixing parameters or func-
tions by directing a hand over the menu icons. To perform
a meaningful gesture, the palm must take one of the shapes
presented in Table 1. Dynamic gestures from Table 2 are
represented by motion trajectories indicated by single line
arrows for one-hand movements and double line arrows
for both hands. While training classifiers, a user can define
other static gestures. The dictionary has been created in
such a way that dynamic gestures are semantically associ-
ated with functions. For example, choosing a compression
threshold is drawing a capital “T” letter in the air. Ev-
ery parameter can be modified by moving a hand up or
down, for increasing or decreasing its value, respectively.
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Table 2. Default gesture-action assignments

During this motion, an index finger is extended. A flat hand
finishes the parameter edition. Each parameter can be mod-
ified using one hand only. Thus, two arbitrary parameters
can be modified simultaneously. As mentioned earlier, the
level, panorama and gain of the shelving equalizer can be
adjusted directly by manipulations on circles displayed on
the screen.

3 EXPERIMENTS

The experiments were constructed in such a way that the
influence of parameter visualization on sound mixing and
the ergonomics of the interface in comparison with a mouse
and keyboard could be verified.

The experiments were carried out using the engi-
neered interface and the Steinberg Cubase Studio 5 music-
production system.

There were two hypotheses formulated, referenced later
in the article:

Hypothesis 1.
Visualization of audio signal parameters adversely af-

fects the aesthetic value of the mixes.
Hypothesis 2.
Mixing by hand gestures leads to mixes of a higher aes-

thetic value than mixing with a mouse and keyboard.

It should be remembered that sound quality is a complex
and multilayered phenomenon consisting of a variety of
elements and features. Moreover, the relevance and salience
of each of quality to be judged depend on the specific case.
It is, therefore, very important to design subjective tests in
an appropriate way [26].

3.1 Sound mixing methodology
Ten professional mixing engineers were involved in the

experiments. The task of each engineer was to mix eight
audio tracks with significantly different musical and sig-
nal features. Each track contained recordings of a single
instrument or of a group of instruments. The instruments
were: a bass drum, snare, hi-hat, bass guitar, grand piano,
lead guitar, rhythm guitar, and symphonic orchestra. The
composition was created by the authors. They played real
instruments for the guitar and piano sounds and used plug-
ins for sampled sounds. The genre of the music was either
instrumental rock or film soundtrack.

None of the engineers was familiar with the provided
audio material before the experiments. Each mixer was
asked to develop the individual idea for the final qualities
of a mix. The aim was to preserve this idea in all mixing
and thus ideally obtain an identical mix every time. The
engineers were also asked to adopt a fixed methodology for
all mixing methods.

In order to examine the influence of parameter visualiza-
tion on the mixing results and compare the ergonomics of
gesture interaction with a mouse and keyboard, the follow-
ing five methods of sound mixing were considered:

➀ mixing via gesture using the engineered system, with-
out visual information reflecting audio parameter changes;

➁ mixing via gesture using the engineered system, with
visual information reflecting audio parameter changes pro-
vided;

➂ mixing using the engineered system, controlled by
mouse and keyboard, without visual information reflecting
audio parameter changes;

➃ mixing using the engineered system, controlled by
mouse and keyboard, with visual information reflecting
audio parameter changes provided;

➄ mixing directly using a music production system con-
trolled by a mouse, keyboard, and MIDI controller for pa-
rameter editing.

In ➄, the mixing operations which could be performed by
the engineer were limited to the set of operations available
during mixing with the engineered system. The motivation
for carrying out the experiments based on the five methods
presented above has been given in Table 3.

The order of the mixing methods was different for each
engineer. Its aim was to eliminate the effect of learning
the process which could lead to serial correlation. When
finished, each engineer was asked to fill in a questionnaire
examining various aspects of the system. The qualities un-
der review were precision, convenience, and intuitiveness.
The engineers were also asked to order their own mixes
from the best sounding to the worst sounding.
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Table 3. Information that can be obtained from various
combinations of test pairs

Pair of mixes Information provided by pair comparison

➀ ∧ ➁ Checking the impact of visual stimuli reflecting
audio parameter changes on sound perception

➀ ∧ ➂ Checking ergonomics/precision of the system
controlled by hand gestures

➀ ∧ ➃ Control pair
➀ ∧ ➄ Analyzed with a pair ➀ ∧ ➄, when ➀ > ➄

provides information whether the key relevance
is given to the impact of visual stimuli on sound
perception (➀ > ➅) or the ergonomics of the
system engineered (➅ > ➀) (MIDI controller
provides ergonomics comparable with gesture
handling regarding the possibility of
simultaneous editing of two parameters)

➁ ∧ ➂ Checking whether it is the way it is controlled (➁
> ➂) or is it the presence of visual stimuli (➂ >
➁) that has greater influence on mixing results

➁ ∧ ➃ Checking ergonomics/precision of the system
controlled by hand gestures

➁ ∧ ➄ Comparison of ergonomics of the engineered
system controlled by gestures and music
production system handled with MIDI
controller

➂ ∧ ➃ Checking the impact of visual stimuli reflecting
audio parameter changes on sound perception
when controlling the system by mouse and
keyboard

➂ ∧ ➄ Control pair (due to significant diversity of
experiment conditions (systems) being
compared in this pair, it cannot be a basis for
inference considered separately)

➃ ∧ ➄ Control pair (due to significant diversity of
experiment conditions (systems) being
compared in this pair, it cannot be a basis for
inference considered separately)

➄ ∧ ➄ Checking whether using MIDI controller indeed
provides better mixing results than mouse and
keyboard

3.2 Experiment conditions
Both the mixing of audio signals and the subjective

assessment were conducted in identical conditions in an
acoustically adopted conference room with absorptive pan-
els under the ceiling and diffusive wooden panels on the
walls. This particular room was chosen due to the proper
configuration of the projector, screen, and audio monitors
and a short reverb yet natural sound propagation. Yamaha
MSP5 studio monitors placed on Ultimate Support MS-
45B2 stands were used. The distance between the monitors
equaled 1.85 m. The mixing engineer was situated in the
sweet spot.

No special time restrictions were placed on mixing. How-
ever, the engineers were advised to consider such qualities
of a mix that can be obtained within a 25-min mixing ses-
sion, no matter which method they decided to use. After
each mixing method, a 5-min break was taken. Mixing du-
ration varied between one and a half and three and a half
hours. Average mixing time per engineer equaled approxi-
mately two and a half hours. It has been observed that even
if the developed system and the gesture interaction was used

for the first time, the duration of the mixing was not longer
than the time needed for mixing with DAW.

3.3 Subjective assessment methodology
Subjective evaluation was conducted using a rank order

test [27]. The assessed samples were 15-s excerpts of mixes
from all five mixing methods. The reason for the 15-s du-
ration was the fact that longer samples would drastically
increase tests time and might cause weariness and hearing
fatigue. The ranking order of mixes from each engineer was
analyzed via pair comparison, according to Table 3.

Information for the confirmation or contradiction of hy-
pothesis 1 is provided by the result of comparing methods
➀ ∧ ➁ and ➂ ∧ ➃. The predominance of the chosen mixing
method over the second one in the pair has been figuratively
denoted by sign “>” between pair numbers. The confirma-
tion of hypothesis 1 could be inferred based on the result
of the comparison according to relation 1.

(1)

When using the engineered system with only a mouse
and keyboard it is necessary to look at the screen in or-
der to choose the system option. Such a constraint exists
independently from the option to either activate or deacti-
vate the visual stimuli reflecting parameter changes. When
the system is controlled by gestures, it is possible to close
one’s eyes and perform the operations without involving
eye sight also when visual stimuli are provided. This fea-
ture may have been used by the mixers and this could be
confirmed by the smaller difference in the predominance
of manner ➀ over the manner ➁ than of manner ➂ over the
manner ➃. Extending the relation (1) with comparison of
methods ➂ ∧ ➄, according to relation (2), would enable us
to compare the system engineered with the chosen music
production software in the context of multimodal percep-
tion. The predominance of the method ➄ over the method
➂, with other pairs consistent with the relation 1, could
indicate that when using the chosen music production soft-
ware there exist other factors than the ones researched and
they could have a significant impact on the sound mixing
results and do not exist when using the developed system.

(2)

The insufficient ergonomics of the mouse and keyboard
interface during sound mixing might be inferred from rela-
tion (3).

(3)

Adding the pair ➁ ∧ ➄ and obtaining results according
to relation (4) enables us to exclude the existence of other
factors which could have a greater impact on the mixing
results than the controlling interface used while mixing
with the chosen music production system.

(4)

A sequence that would explicitly show that mixing with-
out eye sight involvement is superior to mixing supported
with graphic message takes form 5. It would also suggest
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that a gesture handled interface is more ergonomic than a
mouse and keyboard controlled system.

(5)

One can notice that in the above relation pairs ➁ ∧ ➂, ➂
∧ ➄ have not been included. Based on the result of com-
paring the mixing methods contained in these pairs one
cannot confirm or deny the hypotheses. The relation ➁ >

➂, depending on the results of other relations, could only
indicate that interface ergonomics have a greater influence
on mixing than eye sight involvement. In contrast, the rela-
tion ➂ > ➁ could signify that involving eye sight through
the influence on sound perception has a stronger connection
with the mixing results than the usage of the less ergonomic
interface of the mouse and keyboard. Additionally, for the
relation ➂ > ➁, the results of the comparison of the pair
➀ ∧ ➂ provides information whether the predominant role
in the process is given to affecting sight (➀ > ➂) or insuf-
ficient precision of reflecting hand movements in changes
of parameter values (➂ > ➀). Based on the result of com-
parison of a pair ➂ ∧ ➄, depending on the outcome of
other relations, one can assess whether the greater impor-
tance in the mixing process shall be associated with using
a MIDI controller or ensuring interaction not affecting eye
sight.

The inverse relation to the relation ➄ > ➃ in relation
(5) could indicate that obtaining better results while mixing
with the system, we have developed was associated with
factors other than those under research.

3.4 Analysis of the influence of ergonomics and
visualization on mix parameters

For each track of every mix, the audio parameter values
have been collected. Panorama, gain of the shelving equal-
izer and level have been visualized in figures, according to
the method of displaying information in full graphic mode,
described earlier. In Fig. 3. sample visualizations for one
engineer (engineer no. 3) and all five mixing methods
have been presented. In Table 4, all parameter values are
given.

For the six mixing engineers there were clear differ-
ences in the location of audio sources depending on the
GUI mode. Mix visualizations of the five engineers among
this group revealed that mixing with full visual informa-
tion support resulted in a greater spread of sources both in
the horizontal and vertical axis. This reflected the broader
panorama and more intensive use of the shelving equal-
izer, respectively. This phenomenon occurred irrespective
of whether the interaction was through gestures or the
mouse and keyboard. One could regard such an outcome as
a surprise, thinking that visual support of source displace-
ment should result in easier and thus earlier perception of
parameter change. Conversely, it turned out that when not
supported by visualization and displayed parameter values,
the engineers seemed to devote much more attention to the
sound balance. In fact, what looked balanced in the visu-
alizations turned out to be imbalanced in terms of audio

assessment. However, changes among mixes in the remain-
ing parameters made it impossible to associate a smaller
spread of sources with greater aesthetic value regarding
statistic significance.

3.5 The evaluation of the degree of visual
involvement in the process of sound mixing

Nine of the 10 engineers confirmed in the questionnaire
that in at least one of the mixing methods sight was involved
to a smaller extent (in comparison with other means), that
is, it was easier to focus on the sound. Eight of them consid-
ered the engineered system, handled by gestures in limited
GUI mode, as enabling them to focus on the sound bet-
ter. For six persons in this group handling the system with
a mouse and keyboard did not prevent them from recog-
nizing that the system involved sight to a smaller extent.
Two of them also considered the DAW software to involve
sight to a smaller extent. This may be associated with the
intensive use of the MIDI controller and keeping opera-
tions performed by mouse and keyboard to an absolute
minimum. Another reason may be due to considering the
method of displaying information in the DAW software as
involving sight to a smaller extent than the method adopted
in the engineered system. One of the mixing engineers
considered the methods employing gesture interaction as
enabling him to focus better on the sound, regardless of the
presence or absence of visual information. It can be associ-
ated with the fact that the system has been designed in such
a way that it is possible to choose and modify most of the
parameters with eyes closed. This person also considered
the DAW software as enabling him to focus better on the
sound. For one engineer, the engineered system involved
sight to a smaller extent only when handled by a mouse and
keyboard.

3.6 Evaluation of the repeatability of operation
performance

Before the subjective assessment of their own mixes, the
engineers had been asked in the questionnaire whether, in
his or her opinion, it was possible to create an identical
mix each time. The answer to this question was positive for
half of the engineers (engineers no.: 1, 2, 4, 6, and 7). The
analysis of the visualizations of the mixes with registered
values of all parameters, and an auditory evaluation enabled
us to conclude that none of the engineers obtained mixes
similar to such an extent that distinguishing them would
cause difficulties. The fact that half of the engineers were
convinced about obtaining identical mixes, before listening
to them, and tendencies observed within the visualizations
may suggest that the means of interacting with the system,
as well as the specificity of perception can indeed affect the
choice of audio parameter values while mixing. Regardless
of a positive or negative answer, none of the engineers
had any difficulties in ordering the mixes with regard to
aesthetic value.

After listening to the mixes, the engineers were asked to
indicate the ones which they found the most different. In this
assessment, it was possible to choose both better or worse
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Table 4. Values of MIDI controllers for all parameters of a mix of engineer no. 3; (a) handling by gestures /
limited GUI, (b) handling by gestures / full GUI, (c) handling by mouse and keyboard / limited GUI, (d) handling

by mouse and keyboard / full GUI, (e) direct use of DAW software

(a)

Lev Pan EQ Thr Rat Mix Tim

Kick 100 64 69 127 0 0 0
Snare 100 64 61 127 0 0 0
H-H 89 64 66 127 0 0 0
Bass 96 64 70 127 0 0 0
Piano 88 40 64 127 0 0 0
Lead 100 76 64 127 0 12 29
Rth. 85 82 64 127 0 0 0
Orch. 80 64 64 127 0 29 25

(b)

Lev Pan EQ Thr Rat Mix Tim

Kick 100 60 51 127 0 0 0
Snare 90 41 48 127 0 0 0
H-H 94 37 120 127 0 0 0
Bass 86 90 82 127 0 0 0
Piano 86 34 42 127 0 0 0
Lead 95 60 45 127 0 25 47
Rth. 68 98 31 127 0 0 0
Orch. 68 63 75 127 0 27 52

(c)

Lev Pan EQ Thr Rat Mix Tim

Kick 100 64 64 74 22 0 0
Snare 79 63 69 127 0 0 0
H-H 83 42 77 127 0 0 0
Bass 84 62 75 118 12 0 0
Piano 84 60 65 127 0 0 0
Lead 97 72 103 127 0 13 40
Rth. 79 93 49 127 0 0 0
Orch. 77 64 64 127 0 32 28

(d)

Lev Pan EQ Thr Rat Mix Tim

Kick 96 57 61 50 68 0 0
Snare 77 18 91 87 26 0 0
H-H 75 40 122 127 0 0 0
Bass 83 58 77 127 0 0 0
Piano 72 34 64 127 0 0 0
Lead 82 68 75 127 0 23 25
Rth. 65 88 23 127 0 0 0
Orch. 63 61 60 127 0 40 60

(e)

Lev Pan EQ Thr Rat Mix Tim

Kick 100 64 69 127 0 0 0
Snare 69 69 24 39 39 0 0
H-H 62 54 104 127 0 0 0
Bass 86 65 84 127 0 0 0
Piano 69 81 90 127 0 0 0
Lead 88 64 85 127 0 35 28
Rth. 61 73 58 127 0 0 0
Orch. 66 80 62 52 6 33 57
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Fig. 3. Visualizations of mixes of engineer no. 3: (a) handling by gestures/limited GUI, (b) handling by gestures/full GUI, (c) handling
by mouse and keyboard/limited GUI, (d) handling by mouse and keyboard/full GUI, and (e) direct use of DAW software.

mixes. The results have been presented in Fig. 4. In Fig.
5, the distribution of answers to the question regarding the
reason for differences between the mixes has been given.
The answers have been collated in Table 5.

Among the factors categorized in, the engineers men-
tioned weariness resulting from insufficient ergonomics
(one person) and the running order of the mixing meth-
ods (two people). Four engineers were not able to identify
the cause of the differences.

Whereas for the majority of engineers the selections of
differing mixes and indications of the reasons for the dif-
ferences reflected the lowered grades of aesthetic value,

for one person (engineer no. 3), surprisingly, this rela-
tion was inversed. The engineer indicated a mix obtained
employing gesture interaction in full GUI mode and a
mix obtained using mouse and keyboard with the sys-
tem in limited GUI mode as substantially different from
other mixes. As a reason for such an outcome the engi-
neer mentioned insufficient precision, lack in convenience,
and presence of visual information when mixing by ges-
tures. However, both mixes were assessed as sounding the
best. Based on such a result one can conclude that bet-
ter ergonomics do not necessarily mean better aesthetic
results.
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Fig. 4. Distribution of mixes considered different from others
within each engineer’s own mixes.

Fig. 5. Distribution of answers to the question about reasons for
differences between mixes.

Table 5. Answers of the engineers to question regarding the
reason for differences between mixes

No. Answers to the question: “What, in your opinion, was
the reason for obtaining differences between mixes?”

1 Insufficient precision of the engineered system when
handling by gestures

2 Presence of visual information in DAW
3 Possibility of mixing without visual support
4 Lack in convenience of the engineered system when

handling by gestures
5 Others
6 Hard to say

3.7 Assessment of the aesthetic value of the
mixes

The ranking given to particular mixes by the engineers
has been analyzed considering medians and presented in a
box-and-whisker diagram (Fig. 6) and in Table 6. It was
checked that ranks did not correlate with the order of meth-
ods. No correlation was found between the ranks given to
the mixes from the manner involving direct use of DAW
software and the degree of proficiency in handling this
software.

The obtained rank distributions for each mixing method
have been analyzed in terms of statistic significance using
the Friedman test. The test statistics have been given in
Table 7. Obtaining p > 0.05 did not enable us to disregard
the zero hypothesis stating no differences of mean values
between the mixing methods.

Fig. 6. Box-and-whisker plot for the assessment of aesthetic
values of mixes for various mixing methods.

Table 6. Ranks of aesthetic value given by engineers to their
own mixes obtained using various mixing methods: Method 1 –

handling by gestures /
limited GUI, Method 2 – handling by gestures / full GUI,

Method 3 – handling by mouse and keyboard / limited GUI,
Method 4 – handling by mouse and keyboard / full GUI,
and Method 5 – direct use of DAW software, (1 – worse

sounding, 5 – best sounding)

Method 1 Method 2 Method 3 Method 4 Method 5

Eng. 1 5 2 4 1 3
Eng. 2 2 1 5 3 4
Eng. 3 1 4 5 3 2
Eng. 4 3 5 2 2 4
Eng. 5 5 2 1 3 4
Eng. 6 5 1 2 4 3
Eng. 7 5 3 1 2 4
Eng. 8 1 3 4 5 2
Eng. 9 3 4 2 1 5
Eng. 10 1 5 2 3 4

Table 7. Friedman test statistics for the
subjective assessment of mixes

SS df MS SS
Effect Effect Effect Error

4.45 4 1.1125 95.05
df MS χ2 p
Error Error
36 2.64028 1.79 0.7745

3.8 Assessment of gesture dictionary
intuitiveness

Before mixing the audio tracks, the engineers were famil-
iarized with the system gesture dictionary. They performed
each gesture several times to learn the action it caused. The
information about the performed gesture was displayed in
the left upper corner of the screen. Additionally, this gesture
label was colored red when a gesture which triggered the
change of the parameter was performed. The training took
approximately ten minutes for each engineer. The engineers
had no problems with remembering the gesture dictionary
and appreciated its intuitiveness (Fig. 7).
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Fig. 7. Intuitiveness ranks given by mixing engineers.

Fig. 8. Convenience ranks given by mixing engineers.

Six engineers assigned the maximum score to the intu-
itiveness. Two engineers rated the intuitiveness with a score
of 3. One of them (engineer no. 6) suggested replacing the
V sign with the gesture of a closing hand. Another one (en-
gineer no. 9) indicated a need for introducing more static
gestures in order to reduce the number of complex dynamic
hand gestures. Two engineers rated the intuitiveness with
a score of 4. For one of them (engineer no. 10) the differ-
ences between the gestures were too small. Another one
(engineer no. 8) stated that the necessity to reform a flat
hand in some situations before performing a new gesture
lowered the intuitiveness score.

3.9 Assessment of convenience
Grades given by the mixing engineers regarding the con-

venience of the system when using hand gestures have been
presented in Fig. 8. Observations made by the authors dur-
ing the work of the engineers enabled us to state that low
grades were associated mainly with two factors. The first
factor consisted in weariness resulting from using hands
in a way that prevents them from resting freely, like when
using a mouse and keyboard. The second factor was associ-
ated with time needed for the system to recognize a gesture
after forming the palm into a particular shape. This time
equaled approximately 1.5 s and was introduced due to the
utilization of an averaging buffer. The length of the buffer
corresponded to the 50 elements making up the probability
values that a particular shape belonged to one of the ges-
ture classes. Shortening the buffer would reduce the await-
ing time at the expense of lowering the gesture recognition
efficacy. One of the engineers (engineer no. 9) noted in a

Fig. 9. Ranks given by mixing engineers to precision of parameter
value editing when interacting by gestures.

free comment box in the questionnaire that improving the
system in this aspect would make mixing via hand gestures
very convenient.

The engineers greatly approved the possibility of control-
ling two parameters simultaneously. They used this feature
mainly for controlling the dynamic compression ratio and
threshold at the same time. Similarly, reverb time and mix
were also selected this way. The observation was made that
the engineers used both hands for controlling two different
parameters for the same track, and they did not do it so
often for the same parameter of different tracks.

3.10 Assessment of the precision of parameter
editing

The degree of precision of editing parameter values has
been assessed by the engineers as reflecting that provided
by the DAW systems, in particular by the Cubase applica-
tion, which was managed by the engineered gesture recog-
nition system. However, during the work with the interface
in gesture handling mode, it turned out that confirming the
set value for the chosen parameter is cumbersome. Namely,
changing the palm shape in order to finish editing affected
the localization of a hand in the analyzed video stream. Due
to the mentioned in Section 3.9 delay between changing the
palm shape and recognizing a new gesture it introduced a
slight change in the predicted parameter value. This feature
was considered an impediment by eight engineers and re-
sulted in a lower precision score (Fig. 9). Two engineers
(engineers no. 1 and no. 7) were able to appropriately com-
pensate the change of palm position in the image during a
gesture change with subtle movements of the hand. Thus,
the parameter values they set reflected the predicted values
every time. Among the eight engineers who did not give a
maximum score, six rated at least one of the two mixes ob-
tained by mixing via gestures better than the mixes obtained
using the DAW software.

3.11 Assessment of the system efficiency
The system efficiency is the parameter which can highly

influence the convenience and precision of the parameters
edition. Therefore, some tests were performed to measure
the execution time of various algorithmic operations. The
system run on a computer equipped with Intel Core 2 Duo
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Table 8. Performance of the SVM employed in the system for
static gesture recognition.

Left Hand Right hand

Min. efficacy (%) 66.67 65.83
Max. efficacy (%) 100.00 100.00
Average efficacy (%) 95.68 94.65
Median (%) 98.33 97.50
Average training time (ms) 6435 6598
Average validation time (ms) 197 203

P7350 2.0 GHz processor and DDR2 400 MHz RAM mem-
ory. The Windows Vista 32-bit system was used for testing.
Due to the multimedia projector operating mode, the screen
resolution equaled 1024 × 768 pixels. The video stream
captured from the camera was 320 × 240 pixels. During
the tests, the users were asked to perform a continuous
up-down motion with a flat palm.

The obtained 22 FPS frame rate enabled the mixing en-
gineers to use the system without noticeable latency when
performing dynamic gestures and editing parameters value.
However, as mentioned in Section 3.9, the averaging buffer
used for the probabilities of the proper static gesture recog-
nition, introduced the delay between forming a palm into a
particular shape and the actual system reaction. A proposed
solution to this shortcoming is a trackbar in the application
GUI- used to shorten the buffer.

3.12 Assessment of the gesture recognition
reliability
3.12.1 Static gesture recognition efficacy

Eighteen persons took part in the tests of the static gesture
recognition efficacy. The SVM-based recognition module
was tested for three static gestures presented in Table 1.
For some system functions handling, the OK gesture was
also added to this set. Each gesture was performed with
three different motion trajectories, that is, moving a hand
from the left to right side alternately, moving a hand up
and down alternately, and moving a hand in a gesticulation
of a circle drawing. For each trajectory, 30 camera frames
representing a pose were collected, and a leave-one-out
cross-validation method was used for testing. A validation
set was a collection of samples representing a particular
motion trajectory of a particular person. Sets of samples
within two other trajectories for other persons constituted
a training set. Such a method allowed to examine the gen-
eralization of a classifier. In Table 8, some qualities of the
classifier derived from the tests, are presented.

It should be noticed that the mentioned averaging buffer
causes further increase of static gesture recognition relia-
bility.

3.12.2 Dynamic gesture recognition efficacy
The recognition of dynamic gestures given in Table 1

was examined in tests involving 20 persons. Each of them
was asked to repeat each gesture 18 times. Among these 18
repetitions, 10 middle gesture representations were chosen.
The four beginning and four ending gestures were rejected

Table 9. The efficacy of one hand dynamic gesture recognition
(see Table 1 for symbols of gestures).

G4 G5 G6 G7

G4 97.0 1.3 1.7
G5 96.2 2.1 1.7
G6 100.0
G7 0.8 0.4 98.8

Table 10. The efficacy of both hands dynamic gesture
recognition (see Table 1 for symbols of gesture G6 – G11, G12 –

hand steady)

G6 G7 G8 G9 G10 G11 G12

G8 100.0
G9 100.0
G10 0.1 99.9
G11 0.1 99.9
G12 100.0

as those needed to familiarize with making each gesture or
due to the test performer’s weariness leading to human mis-
takes. No special restrictions like moving a hand absolutely
straight in a particular direction or forming a particular
shape with a palm were imposed. The results are presented
in Tables 9 and 10. Zero values have been excluded for
better readability.

High efficacy of dynamic gesture recognition enabled the
mixing engineers to use the system without any noticeable
shortcomings.

4 CONCLUSIONS

In this article, a novel gesture-based interface for sound
mixing has been presented. The novelty of the presented
system lies in its possibility to control all mixing opera-
tions of the chosen DAW software by hand gestures only.
The experiments show that mixing audio signals using hand
gestures instead of physical interfaces like a mouse or a
keyboard is possible and intuitive. It was proved that vi-
sualizing audio parameter values can affect the decision
process during sound mixing. Mixing with visual support
has led to broadening the panorama and a more intensive
use of the shelving equalizer in more than half of the cases.
The results of listening tests prove that employing hand
gesture interaction in sound mixing produces mixes that
are not worse regarding aesthetic value than the ones ob-
tained using DAW software handled by a mouse, keyboard,
and MIDI controller. The mixes resulting from mixing via
gestures without visual support were more vivid than mixes
obtained directly using the DAW software. This appealed
to many engineers and as a result they assigned more max-
imum scores to these mixes than to the ones from Cubase.
However, at the same time the vividness was considered
unpleasant by some and this resulted in lower minimum
scores.

The presented system, thanks to providing the possibility
of immersion into the mixing process, could also advance
the development of new approaches to sound mixing, with
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more emphasis on artistic aspects than in traditional meth-
ods. According to the record producer and sound engineer
Gareth Jones, “it is very easy to forget about the human
factor and artistic aspects in the era of modern studio tech-
nology”. The need for creating novel solutions has been
mentioned by sound engineers [28]. The engineered system
seems to fit well into the idea of creating novel touch-less
human-computer interfaces, and as suggested by Steve Lil-
lywhite may allow for “listening with your ears, not your
eyes” [29] in the mixing process.
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