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Abstract — This paper presents an approach for Modeling the 

Latent Semantic Relations. The approach is based on advantages 

of two computational approaches: Latent Semantic Analysis and 

Latent Dirichlet Allocation. The scientific question about the 

possibility of reducing the influence of these Methods limitation 

on the Quality of the Latent Semantic Relations Analysis Results 

is raised. The case study for building the Two-level Hierarchical 

Contextual Framework of Textual Corpora was performed. The 

main scientific contributions of this research are:  using the 

paragraphs as a topically completed textual messages can 

guarantee that it will be centered on a single topic; collecting the 

topics within the Corpora via its identification in each document 

separately is the instrument for preventing the model size 

increasing; film’s review as a specific type of textual document 

have the approximately similar writing style only within the 

Corpora with the same semantic tonality. 

Keywords — Latent Semantic Analysis; Latent Dirichlet 

Allocation; Corpora; Latent Semantic Relations; Topics 

I. INTRODUCTION

The analysis of Latent Semantic Relations (LSR) in textual 
documents is, on the one hand, very developed, and on the 
other – still an open question in the field for improving every 
day. A lot of different styles of texts writing, the various 
content of these documents, their differing size and the 
specificity of a language – all this makes the relevance and 
topicality of the issues of finding algorithms and methods of 
recognizing semantic relations and the topical structure of 
textual Corpora. 

A lot of scientific disputes and discussions arise on the 
basis of finding the optimal and universal way of the text-
mining. However, in our opinion, the specifics of the analysed 
documents (article, review, essay, etc.), as well as the language 
of writing imposes certain limitations and makes specific 
requirements for the implementation of particular algorithms 
and techniques (both methodical and technical issues). 

This paper is devoted to the development of the problem of 
finding an effective tool for analysis and formation of a topical 
framework of the text corpora, taking into account the type 
(style) of documents and language in which the text is written. 

II. THEORETICAL JUSTIFICATION

The aim of the LSR analysis is to extract "semantic 
structure" of the collection of information flow and 
automatically expands term into the underlying topic. 
Significant progress on the problem of presenting and 
analysing the data have been made by researchers in the field 
of information retrieval (IR) [1, 11-12]. The basic methodology 
proposed by IR researchers for text collection – reduces each 
document in the corpora to a vector of real numbers, each of 
which represents ratios of counts. 

The vector model (Vector Space Model, VSM) [9-13] of 
text representation is one of the first methods used to solve 
latent semantic relations revealing the topic modeling 
problems. Initially, this model was used in topic detection tasks 
by extracting events from the information flow [10, 14]. The 
representation of the corpora in this case realized with the help 
of vectors models form, in which each word is weighted 
according to the chosen weight function [15, 16]. To fully 
define the vector model it is necessary to specify exactly how 
will determine the weight of the word in the document. Various 
methods are used for this: a statistical approach (Boolean 
weight, TF-IDF, logarithm of word entry into text.), the place 
where the word appears, word processing, etc. [7, 9-10, 17]. 

Latent Semantic Analysis (LSA) is a Discriminant theory 
and method for extracting context-dependent word meanings 
by statistical processing of large sets of text data [15, 18, 20]. It 
uses the “bag-of-words” for modelling, begin by transforming 
text corpora into term-document frequency matrices, reduce the 
high dimensional term spaces of textual data to a user-defined 
number of dimensions by singular value decomposition (SVD), 
produce weighted term lists for each concept or topic, produce 
concept or topic content weights for each document, and 
produce outputs that can be used to compute document 
relationship measures [25].  

According to the theorem on singular decomposition, any 
real rectangular matrix can be decomposed into a product of 
three matrices: 

 TKKKKdt dtdtdtdt
VUXX


 (1) 
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 TKK dtdt
V


 –  represents terms in k-d latent space;

dtdt KKU


 – represents documents in k-d latent space;

dtKU


, 
dtKV



– retain term–topic, document–topic relations

for top k topics. 

But, as [17, 18] proved, there are three limitations to apply 
LSA: documents having the same writing style (L1); each 
document being centered on a single topic (L2); a word having 
a high probability of belonging to one topic but low probability 
of belonging to other topics (L3). The limitations of LSA is 
based on orthogonal characteristics of dimension factors as 
well as the fact, that the probabilities for each topic and the 
document distributed uniformly, which does not correspond to 
the actual characteristics of the collections of documents [7, 8, 
23]. That is why, LSA tends to prevents multiple occurrences 
of a word in different topics and thus LSA cannot be used 
effectively to resolve polysemy issues. 

The next text mining technique that was developed to 
improve upon LSA was the Probabilistic topic modeling 
techniques.  Probabilistic topic modeling as a set of algorithms 
that allow analyzing words in textual corpora and extract from 
them topics, links between topics [3-6]. Latent Dirichlet 
Allocation (LDA) is a generative model that explains the 
results of observations using implicit groups, which allows one 
to explain why some parts of the data are similar. It was 
proposed by David Blei [3, 4] and it use a Bayesian model that 
treats each document as a mixture of latent underlying topics, 
where each topic is modeled as a mixture of word probabilities 
from a vocabulary. 

The algorithm of the method is following: Each document 
is generated independently: randomly select for document its 

distribution on topics d for each document’s word; randomly

select a topic from the distribution d , obtained in the first

step; randomly select a word from the distribution of words in 

the chosen topic k ( distribution of words in the topic k). In

the classical model of LDA, the number of topics initially fixed 
and specifies the explicit parameter k. In the process of the 
assigning the topics to documents usually LDA use the 
maximal form possible (not always very high) level of 
probability of a documents belonging to the topic. 

According to [16] – words in a topic from LDA (as an 
extended LDA method) are more closely related than words in 
a topic from LSA. For polysemy, words in a topic from LDA 
can be appeared in other topics simultaneously:  topics are 
dirichlet multinomial random variables, each word is generated 
by a single topic, and different words may be generated from 
different topics. The limitation of LDA is that there is no 
probability distribution model at the level of documents. Thus, 
the larger the number of documents, the larger the LDA model 
(L4). 

The most common method of evaluating the quality of 
probabilistic topic models is the calculation Perplexity index on 

the test data set testD [2, 3-4]. In information theory, 

perplexity is a measurement of how well a probability model 

predicts a sample. A low perplexity indicates the probability 
distribution is good at predicting the sample: 
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There is some research, which performed the comparison of 
these two methods [18, 24]. But there are mostly dedicated 
only to find the differences (in compare with humans in 
classifying or in small/Large Scale Test Results).  The major 
research gap is to find the algorithms to increase the quality of 
textual documents classification via synergy of usage the 
advantages and taking into account the limitation of 
determinant (LSA), and probabilistic (LDA) approaches. To 
address this gap, this paper focuses on:  

– developing the complex Algorithm of Modeling and
Analysis of the Latent Semantic Relations bases on advantages 
of both computational approaches; 

– in the process of development taking into account the
document’s type and language; 

– conducting a case study for building the Hierarchical
Structure of topics in Polish-language Film Reviews Corpora 
as a demonstration of the basic workability of proposed 
Algorithm. 

III. METHODOLOGY

On this paper the following author’s definitions will be 
used: 

1. Corpora (films reviews corpora sample, FRCS) is a

collection of the textual Documents. 

2. Term is a word after preprocessing.

3. Context Fragment (F) is indivisible, topically

completed, sequence of terms unit (nor less than 150 terms), 

located within a document’s paragraph. 

4. Latent Semantic/Probabilistic topics is a basic unit of

Latent Semantic Relations, received by LSA/LDA approach. 

5. Subjectively Positive (CFSP) and Subjectively

Negative (CFSN) Corpora Samples is a result of the 

classification of the FRCS on the basis of information on the 

subjective assessment of film’s semantic tonality by the 

reviewers (measured by 10-point scale).  

6. Contextual Summary (CS) is a set of Latent

Probabilistic Topics (LPT), described the topical context of 

each document of the Corpora. 

7. Contextual Framework (CF) is a set of Latent Semantic

Topics (LST), described the main semantic context the of the 

whole Corpora. 

8. Hierarchical Semantic Corpora (HSC) is a structure of

the clustered paragraphs of the FRCS, which relate to a 

particular Topic from Contextual Framework. 

9. Contextual Dictionary (CD) is a set of terms, described

the particular Topic. 
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A. Novelty and Motivation

Taking into account noted above strengths and weaknesses 
of Discriminant and Probabilistic approaches of Latent 
Semantic Relations analysis, the following scientific research 
question was raised: 

Using what approaches is possible to reduce the influence 
of Discriminant and Probabilistic Methods limitation on the 
Level of Quality of the Latent Semantic Relations Analysis 
Results? 

For finding the answers for this question the following 
main hypothesis was formulated: 

Hypothesis H1. Taking into account the specificity of 
chosen case study and presence the nonofficial requirements of 
film’s review structure and writing rules [21, 22] (future – case 
study specificity), assume that the writing style of each review 
is the approximately the same (reducing the influence of L1). 

Hypothesis H2. Taking into account the case study 
specificity, assume, that each paragraph (F) centered on a 
single Latent topic and should be analyzed separately (reducing 
the influence of L2). 

Hypothesis H3. Taking into account that paragraph 
interpreted as topically completed textual messages, assume, 
that each document is the sub-corpora, characterize by 
particular set of topics, and it should be analyzed separately 
(reducing the influence of L3 and L4). 

Hypotheses H4. The synergy effect of using the advantages 
of LSA and LDA methods may consist in the applying them 
for realization the decomposition and synthesis of solved 
problem as a steps of Systems Analysis approach. 

 Basic version of proposed Algorithm of Bilayer Modelling 
and Analysis of the LSR (further – author's Algorithm) for 
receiving (as a case study) the Two-level Hierarchical 
Contextual Framework of Textual Corpora includes the 5 steps 
(fig. 1).  

For demonstration the of basic workability of the author’s 
Algorithm realization, as a case study the 3000 Polish-language 
films reviews (1500 Subjectively Positive and 1500 
Subjectively Negative) from the filmweb.pl were used.  

All words/terms of film reviews in this paper will be 
presented in English languages. The experimental part of all 
steps of author's Algorithm technically realized in 
Python 3.4.1. 

Figure 1. The Algorithm of the Two-level Hierarchical Contextual Framework of Textual Corpora building 
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B. Algorithm of the Two-level Hierarchical Contextual

Framework of Textual Corpora building

1) Step 0. Corpora Samples Building and Preprocessing

The purpose of this step – to perform the modeling of the 
initial data for the 1st layer of LSR analysis, namely: CFSP and 
CFSN Corpora Samples building; text preprocessing; text 
preparation. 

For realizing the Corpora Samples building, the following 
heuristic was adopted: to consider the CFSP, if the subjective 
review’s assessment is more than 5 points, and CFSN – if it is 
equal or less 5 points. 

Taking into account the specificity of the case study, as 
well as limited number of existing software and algorithmic 
implementations for the analysis of texts in Polish [21], in 
addition to standard procedures for text preprocessing, the 
authors have provided text adaptation procedure, based on 
replacement of the Film’s Titles, the Names/Surnames of 
Creators/Actors/Hero of the film into the corresponding 
positions in the reviewed film (for example, the Title of the 
film is replaced by “Film”, Name /Surname of the actor – by 
“Actor” etc.). 

The Structure of Distribution of the Number of Terms 
Remaining after the Preprocessing, as a case study result, 
presented in Table 1. Even these facts may indicate that the 
Subjectively Positive reviews in compare with Subjectively 
Negative are characterized by a higher percentage of words to 
be deleted, namely low level of repetitive words.  From the 
point of view of the morphological analysis, these results can 
presumably attest to the following: Subjectively Positive 
reviews characterized by highly semantic structured opinion, 
expressed in a carefully and balanced manner; the Subjectively 
Negative reviews characterized by average level of semantic 
structure of the opinion, expressed more spontaneously and 
under the influence of emotions.  

This fact partly rejects the Hypothesis H3: reviews have the 
approximately same writing style only within the same Corpora 
sample.  

Table 1. The Structure of Distribution of the Number of 

Terms Remaining After the Preprocessing 

SPSC SNSC 

% of 

Remaining 

Terms 

% of 

Documents 

% of 

Remaining 

Terms 

% of 

Documents 

4.16 15 4.16 12 

17.96 46 17.96 22 

31.75 17 31.75 37 

45.55 10 45.55 10 

59.35 6 59.35 7 

73.14 5 73.14 8 

92.00 1 92.00 4 

2) Step I. LDA-Identifying the Latent Probabilistic Topics

of the 1st level 

The Text Preparation is the process of the initial data for 
LDA modeling forming:  the files in specific format with list of 
terms by each paragraph with frequency its characteristics. 

The purpose of this step – via implementation of the 
decomposition approach, present the Corpora in form of 
Contextual Summary. This involves the revealing the sets of 
Latent Probabilistic Topics for each Document with 
information about most probable (significant) words assigning 
to this topic. For obtaining the optimal combination – Number 
of topics / Number of terms in topic– the values of Perplexity 
were used. The optimum value of the Perplexity index 
achieved in the point, when further changes in the parameters 
do not lead to its significant decrease.  

The studying of the Perplexity value depending on the size 
of the Corpora, proves the validity of the assumptions that 
providing the analysis the Corpora by paragraphs (Hypothesis 
H2) and by document as a sub-corpora give the possibility to 
increase the quality (Hypothesis H3) of textual data 
classification (fig. 2.).  

The structure of the Contextual Summary, described the 
main context the of the Corpora Samples, as a case study 
result, is presented in Table 2.  

The quality indicator – recall rate as the ratio of the number 
of topically recognized paragraphs (probability of belonging 
the paragraph of topic >0,7) to the total number of paragraphs – 
is within 90-95%.  

Table 2. The Structure of the Contextual Summary 

Corpora 

Samples 

Numb

er of 

paragr

aphs 

Number 

of topics 

in 

Corpora 

Average 

Number of 

topics in 

Document 

Average 

Number 

of terms 

in Topic 

Average 

Perplexity 

Value 

CFSP 10239 36730.0 5.1 5.7 1 182 169 

CFSN 10934 41015.0 4.2 6.1 1 342 155 

Figure 2. Perplexity Values Depending on the Size of the 

Corpora 
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3) Step II.  LSA-clustering of Latent Probabilistic Topics

of the 1st level 

The purpose of this step – via implementation of the 
synthesis approach, to present the Corpora as a Contextual 
Framework. This involves the revealing the sets of Latent 
Semantic Topics for the whole Corpora Sample, based on the 
presence the Latent Semantic Relations between the elements 
of Contextual Summary.  

This step includes:  text preprocessing; creating the Term-
Document Matrix; SVD process; identifying the hidden 
semantic connection between the Latent Probabilistic Topics; 
LSA clustering of topics / terms in the semantic dimension. 

For realization of the clustering process, based on the 
matrices of cosine distances between the LPT-Vectors of 

Reduced dimension (
dtdt KKU


 ), the k-means algorithm had

chosen [19, 21]. As a recommended number of clusters, 
Average Number of topics for each Contextual Framework 
(Table 2).  

For each cluster of both Contextual Summary: Contextual 
Dictionary as the list of keywords was identified (CD); a 
weights for keywords were formed (W); the Contextual Labels 
of each of the CF were specified. The Contextual labels (CL) 
of the Topics were assigned automatically on the bases of the 
terms with the highest frequency in each topic. The examples 
of Contextual Frameworks, as a case study result, are given in 
Tables 3-4.

Table 3. Contextual Framework for Subjectively Positive Corpora Sample 

CD W CD W CD W CD W CD W 

“Hero” “Director” “Script” “Plot” “Spectator” 

hero 1.0 director 1.0 script 1.0 plot 1.0 spectator 1.0 

playing 0.8 creator 0.8 history 0.8 character 0.8 fan 0.6 

person 0.6 stage 0.6 writer 0.6 action 0.6 watch 0.8 

actor 0.4 drama 0.4 picture 0.4 film 0.4 interest 0.4 

main 0.2 effect 0.2 layer 0.2 history 0.2 movie 0.2 

Table 4. Contextual Framework for Subjectively Negative Corpora Sample 

CD W CD W CD W CD W 

“Hero” “Actor” “Creator” “Plot” 

hero 1.0 actor 1.0 writer 1.0 plot 1.0 

spectator 0.8 character 0.8 director 0.8 history 0.8 

climate 0.6 picture 0.6 film 0.01 stage 0.6 

person 0.4 role 0.4 cast 0.6 script 0.4 

fan 0.2 layer 0.2 action 0.2 scenarist 0.2 

4) Step III. LSA-clustering of CF in "semantic

dimensions" of Contextual Framework 

The purpose of this step – to perform the modeling of the 
initial data for the 2nd layer of LSR analysis, namely: build the 
Hierarchical Semantic Corpora as a structure of Subjectively 
Positive and Subjectively Negative Semantic Clusters.  

In this step as a basic the LSA algorithm is used in the 
following interpretation: each element of Contextual 
Framework is added to the CFSP/CFSN as a separate 
paragraph of Corpora Sample and use in the process of 
clustering as a query.  

The goal of clustering process – to receive the sets of 
paragraphs, semantically close to Topics from Contextual 
Framework. This method was compare with the Classical 
Method (CM) of frequency analysis of matching the terms 
from the paragraphs with weighted keywords form the 
Contextual Framework elements.  

The example of the Structure of the Hierarchical Semantic 
Corpora (Table 5), as a case study results, show that the quality 
of CF semantic closeness recognized is higher with using the 
LSA method. 

Table 5. The Structure of the Hierarchical Semantic 

Corpora 

CFSP CFSN 

Contextual 

 Labels  

% of 

paragraphs 

(LSA) 

% of 

paragrap

hs (CM) 

Contextual 

Labels  

% of 

paragra

phs 

(LSA) 

% of 

paragrap

hs (CM) 

“Hero” 32.93 27.19 “Hero” 27.08 32.17 

“Director” 7.55 9.67 “Actor” 16.62 14.48 

“Script” 32.93 25.08 “Creator” 36.46 38.34 

“Plot” 15.11 15.41 “Plot” 19.84 15.01 

“Spectator” 11.48 22.66 

% of not 

recognized 

paragraphs 

11.10 21.5 

% of not 

recognized 

paragraphs 

15.6 25.7 

Recall 85.5% 68.6% Recall 82.3% 70.1% 

Precision  80.2% 77.5% Precision  79.1% 76.8% 

5) Step IV-V. LDA-clustering of Latent Probabilistic

Topics of the 2nd level + LSA-clustering of Latent Probabilistic 

Topics of the 2nd level  

In accordance with the philosophy of implementing the step 
III, the following Hypotheses for realizing the steps IV and V is 
proposed:  
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Hypotheses 5. Each element of HSC contains the separate 
set of topically close paragraphs. In its turn this set could be 
characterized by their own set of Latent Semantic Topics. 

In these case, the purpose of these steps – to repeat the 
steps II and III with Hierarchical Semantic Corpora as initial 
data.   

The example of the Two-level Contextual Framework of 
the studied Corpora, as a case study results, presented in the 
Tables 6-7. 

Table 6. Two-level Contextual Framework for CFSP 

CF of the 1st 

level 
CF of the 2nd level % of CF 

“Hero” 

Actor / Game 24% 

History / Film 43% 

Picture / Scene 30% 

Director / Creator 3% 

“Director” 

Film / Director 30% 

Scene / Story 10% 

Style 6% 

Creator / Author 54% 

“Script” 

Film / Director 8% 

History / Hero 58% 

Author / Creator 13% 

Role / Actors 21% 

“Plot” 

Film / Effects 5% 

Portrait / Image 31% 

Director / Production 24% 

Script / History 40% 

“Spectator” 

Hero / Fan 40% 

Film / Aspects 20% 

Role / Formulation 16% 

Scene / Director 24% 

Table 7. Two-level Contextual Framework for CFSN 

CF of the 1st 

level 
CF of the 2nd level % of CF 

“Hero” 

Action / History 49% 

Director / Cinema 21% 

Scene / Actor 31% 

“Actor” 

Hero / Image 24% 

Role / Scene 58% 

Script / History 18% 

“Creator” 

Hero / Scene 23% 

Film / Script 60% 

Picture / Actor 18% 

“Plot” 

History / Hero 39% 

Director / Image 18% 

Creator / Film 43% 

Such data give us the generalized Framework of Semantic 
(Contextual) Structure of the Corpora, which can be used for: 

– increasing the efficiency of the search machine
processing (recall rate and precision indicators) both within the 
Corpora and in cases of external accessing to find information 
about the films; 

– preparing the information platform for creating a topically
oriented Sentiment Dictionary; 

– forming a platform for ontologies building.

IV. CONCLUSIONS

In this paper authors presented the complex Algorithm of 
Modelling and Analysis of the Latent Semantic Relations bases 
on advantages of both computational approaches. The main 
contribution of the paper and the author’s studying results is 
the finding the answers on the main scientific research 
question:  

– one of the manifestations of the synergy effect of using
the advantages of Discriminant and Probabilistic Methods for 
can be the applying them for realization the decomposition and 
synthesis of solved problem of increasing the Quality of the 
Latent Semantic Relations Analysis Results; 

– using the paragraphs as a separate topically completed
textual messages can guarantee that each paragraph mainly 
being centered on a single topic and decrease the influence of 
the Discriminant Methods in the process of Latent Semantic 
Relations Analysis limitation; 

– collecting the topics within the Corpora via its
identification in each document separately is the instrument for 
preventing the model size increasing and improving the topic 
modelling quality;  

– the set of semantically close paragraph with high level of
significance could be associated with Hierarchical structure of 
own set of Latent Semantic Topics. 

In the future research, these results planned be used these 
results for development the algorithms of Hierarchical 
Sentiment Dictionary building. 
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