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Abstract

A simple system for rough estimation of the occupyaonf an ad-hoc organized parking lot is
presented. A reasonably simple microprocessor haewith a low resolution monochrome video
camera observing the parking lot from the locatiogh above the parking surface is capable of
running the proposed 2-D separable discrete watralesform (DWT)-based algorithm, reporting the
percentage of the observed parking area occupiezhisy A simple calibration is needed — the mask
covering all the areas outside the parking lot nbesprepared. The proposed system has been tested
on the dedicated FPGA-based hardware in real donditand proven immune to scene and light

changes. As is discussed in the paper, it can & indow-power wireless sensor networks.

Keywords—computer vision, discrete wavelet transforms, sens systems and applications.

1. Introduction
There are many car-park occupancy information systeeported in the literature, a good

introduction can be found in the paper if Idgisal. [1]. Intelligent vision-based surveillance systems
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are becoming more attractive due to the developmieimage processing algorithms. The advantage
of such systems are easy installation and valuedhddrvices. Smart Parking System is an example
where vision-based system can be used for deteciiogpancy of the parking lots or directing
drivers to the vacant parking places, which is bera for car park operators, drivers and
environment conservation. There are also greatesigds of vision-based image processing, such as
lighting changes, occlusions or shadows, especfiallyoutdoor scenes. The images are usually
obtained from a stationary camera observing a pgrkit, installed high above the ground. In one of
papers [2], object detection with adaptive backgobsubtracting and salient motion detection is used
to detect vehicles. The light-weight and efficidssickground modeling and foreground detection
algorithm is described in [3]. Wt al. [4] describe the Principal Component Analysis corat) with
wavelet transform used for feature extraction angp®rt Vector Machine for vehicle recognition.
Segmentation by thresholding together with Sobelkedetection to eliminate shadows is shown in
the paper of Bongt al. [5]. Tsaiet al. [6] propose a color-based model to detect velualedidates
and a Bayesian classifier to verify the detectiérvehicles based on corners, edges, and wavelet
features. A Bayesian hierarchical framework intéggathe 3-D scene knowledge is presented in [7],
utilizing the pixel-based car model and parking cgpanodel with the estimate of the lighting
condition. Those methods often use complex algmsthor detecting and analyzing the observed
scene. Some vision-based systems are, howeverenmpted on a FPGA-based hardware with
limited resources (i.e. processing speed, memanyep supply, dimensions), such as self organizing
sensor networks [8][9][10], what has a severe @rilte on the methods and algorithms. The survey
of low-level image processing integrated circuiigable for sensor networks can be found in [11].

A proper classification of the observed patternsekiracting features that are invariant to certain
geometric transformations is a key to the succégsfage interpretation when the background
subtraction algorithm is not used. This usually nsethat some kind of a Fourier Transform has to be

implemented [12]. This paper presents a novel @faasing a wavelet transform-based algorithm to
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estimate the overall percentage of the area ocdupjesehicles at a car-park. The system is designed
to a fast ad-hoc installation on temporary outdparking areas and it can be used for daytime
parking lot occupancy evaluation. The goal of tigtesm is to calculate roughly what percentage of
the uniform parking area is occupied by the cdrs; deneral idea of it is presented in Fig. 1. Our
algorithm does not use background subtraction aieahibits low computation complexity, hence it
can work on a unsupervised vision-based system Vimiited hardware resources. Using the
information from the system, an automatic contrfoparking traffic can be realized, i.e. cars can be
directed to a less occupied part of the parkingpjoautomatic signs or other systems [13]. The 1D-
DWT based algorithm used to the traffic jam detectis presented in [14]. An interesting use of

discrete wavelet transform for digital image tegtanalysis is described in [15].

2. Algorithm description

The proposed algorithm consists of the followirgpst

Sep 1- Image capture

In the first part of the algorithm, a single raw mochrome 256x256 pixels 8-bit image is captured
from the camera and gamma normalized using sqoate&ompression.

Sep 2 - Image transformation and masking

The input image is transformed using 2D separaiderete wavelet transform (DWT) with the
Daubechies 4-coefficient wavelet. The input imalgeutd contain only the uniform areas where the
cars can park, all other regions should be maskld. masking should be done after the DWT
application, by writing down the value 128 to thagked pixels in all the scales of the output image
from DWT transform, or by simply ignoring maskedgds in the subsequent steps of the algorithm.
Masking the original input image would introducersofalse detections at mask's borders. An input
image, the full resulting DWT, 16 high frequencwles separated and the same scales masked by the

ROI are presented in Fig. 2a-b, Fig. 3, 4 and peaetively.
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Sep 3 - Creation of the single image from several different scales
The scales from Step 2 are combined to createiniggesmage, pixels of which are calculated as the

linear combination of the absolute values of thes|si of the same coordinates, according to (1):

4 4
Xy Z z CIJ | pljxy q (1)

i=1j=1
where:

Iy — the intensity of the pixel in the positioq ¥) of the resulting image (Fig. 2c);

cj — the {, j) coefficient from the matrixC;

piixy — the intensity of the pixel in the positiax ¥) of the vertical scaleand horizontal scaleof the
DWT result (resized to the original image sizep(/H).

Sep 4 - Thresholding

Conversion of the image acquired in the previoep $b the binary image employing the chosen
threshold value.

Sep 5 - Quality improvement operations on the resulting binary image

The number of closings andyy dilations (morphological operations) are done.UReg) sample
image is presented in Fig. 2d. The values in thgim&, as well as the values @f n. andng have
been set using the procedure described below.

Sep 6 - Pixel counting

The detected pixels are counted up and the parldhgoercentage status is evaluated. If the
perspective correction was not performed at thenbéty of the image processing, it can now be

done by generating weights for the pixels beforantiog (pixels representing distant objects are
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assigned higher weights during the free place péage calculation procedure). The acquired
information about the percentage of the parkingdotupancy can be transmitted e.g. to parking

guidance and information system using a wirelesson.

3. Deriving the parameters of the algorithm

The set oiN learning images from the cameras pointed to the®ws parking lots have been chosen
and the ground truth images have been manuallpexet (see Fig. 6 for the examples of the original
and ground truth images). The set of several sceithsvarious light conditions have been selected
for learning to obtain the parameter values that lea used in many different situations. Of course,
using the pictures from similar scene for learngigase as for the target application would further
improve the accuracy of the detection.

The set of 3 scenes with total BE119 images has been evaluated by the algorithm deskciibe

section 2, returning the erraer(2):

£CNeng. 1) =Y (S (Cng 1)~ G2 @

i=1
where:
n. — the number of morphological closing operations;
nqg — the number of morphological dilation operations;
r— the threshold value;
S(C, ng, ng, 7) — the number of the pixels detected by the allgoriusing the parameterS; nc, ng
andr for thei-th image;
Gi — the number of the pixels in the ground truthgmaderived from theth image.
Only the pixels inside the active mask are counted.
The learning images have been processed by théigatgorithm, searching for the solution with the

loweste criterion. The implementation of the genetic aitjon is based on C++ librai@Alib using
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Goldberg's method, with population size 150, cressgrobability 0.6, mutation probability 0.001
and population replacement rate of 50%. The engoafithe parameters in the chromosome has been
shown in Table 1.

The genetic algorithm has been started 20 timegwamdébr 200 generations in each run and then the

best value has been saved. The genetic algoritisniohad the following values of the parameters:

,Ne=1,ng=0, 7= 200 3)

w

~
A N O O
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4. Hardware description

The proposed solution requires a reasonably simpbéeoprocessor system with monochrome low
resolution 256x256 pixels camera. For this purpasejstom designed FPGA-based sensor network
hardware has been used (Fig. 7), with 32-bit psmre8A12 from Beyond Semiconductor (same
class as Arm’'s ARM9™) and the peripherals connetdetie Wishbone bus. The board has a CMOS
camera MT9V111 from Micron with standard resoluté40x480 pixels, limited to 256x256 pixels.
The processing time on the BA12 processor with 1d@Mlock is approx. 60s, on a desktop PC with

Intel's i7 processor was less than 0.01s.

5. Results and discussion

The algorithm's parameters have been derived aogpta the procedure described in Section 3. The
algorithm has been tested using 163 images frotml&scenes, different from the images used for
learning. The examples of the images processetiédglgorithm, the respective ground truth images
and the detection results have been presented it Fi

Fig. 8 contains the quantitative evaluation of sleéected scenes used for testing. All the resudts a
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available online at: http://www.ue.eti.pg.gda.ptipag. Some detection errors have been shown in
Fig. 9. The three main causes of the false positha@ve been observed: the painted lines on the
parking surface, the people, patches of snow ahgtlight and the objects very close to the masked
regions. False negatives are mainly observed afitgw, Nevertheless, for uniform parking surface
and reasonable light, the detection results arssfasetory for rough evaluation of parking lot

occupancy.

6. Conclusion

The system for parking lot occupancy evaluation l@sn implemented in a custom FPGA-based
hardware and it was tested with the real imagew fvarious outdoor parking scenarios. The results
of the algorithm's work with real images are vergrpising — an average error in pixel detection of
6.8% has been measured, at maximum error 25.8%llfa63 test images. The algorithm does not
use any background subtraction, so it is not sgegib overall scene changes, camera'’s vibrations o
sudden light changes, but it requires the preparaif the mask, individual for each scene. Sinee th

background update is not needed, the camera ddeseed to work continuously to update the

background image, resulting in the reduction of pbever consumption. Operation of the camera is
needed only to capture a single frame from timdirtee, i.e. every 60 seconds. The experiments
show, that the proposed solution is suitable faghoestimation of parking occupancy lot of an ad-

hoc organized parking area in most situations.
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Figure captions

Fig. 1. The block diagram of the proposed system.

Fig. 2. Images illustrating selected steps ofdlgmrithm,(a) - input image of the parking loth) -
region of interest of the input image) - Combined 2D DWT scale images (result of the Sgd)

- Previous image after applying the threshold amdptmological operations (result of the step 4 and
5).

Fig. 3. Separable 2D DWT for image from Fig. 2ea(es surrounded by the rectangles are used in
the following steps of the algorithm, see Fig. 4).

Fig. 4. Part of the separable 2D DWT for imageamrbig. 2a, separated and scaled to the original

image's size (16 high frequency scales).

Fig. 5. Part of the separable 2D DWT for imagerfrieig. 2a, separated, scaled to the original image
size and masked (16 high frequency scales — refutte step 2 of the algorithm described in the

text).

Fig. 6. Examples of detection results. Parkingdotupancy is calculated as the number of pixels
classified as belonging to a car divided by the bemnof all non-masked pixels.

Fig. 7. The hardware used for the proposed alyoriterification in real conditions.

Fig. 8. Quantitative test results of the selecsmgnes. All results are available online at:

http://www.ue.eti.pg.gda.pl/parking.

Fig. 9. The examples of detection errors causestioyg lines painted on parking surface.
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Parking lot occupancy
(occupied area)

Detection result=36.3
Ground truth=36.0%
|Error|=0.3%

Detection result=23.5
Ground truth=22.9%
|Error|=0.7%

Detection result=31.9
Ground truth=27.7%
|Error|=4.3%

Detection result=54.1
Ground truth=60.3%
|Error|=6.2%

Detection result=32.6
Ground truth=35.8%
|Error|=3.2%

Detection result=13.7
Ground truth=16.5%
|Error|=2.8%

Detection result=68.6
Ground truth=58.7%
|Error|=9.9%

Detection result=12.1
Ground truth=8.3%
|Error|=3.8%

Detection result=48.2
Ground truth=41.7%
|Error|=6.4%

Detection result=58.1
Ground truth=48.2%
|Error|=9.9%

Detection result=36.5
Ground truth=20.5%
|Error|=16.0%

Detection result=36.3
Ground truth=41.8%
|Error|=5.5%

Detection result=34.9
Ground truth=38.6%
|Error|=3.7%
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ig. 7.

Scene name |,

PG_parking

Number  off
images in th
scene

Quantitative evaluation
the scene

14

Min. error=0.2%
Max. error=5.1%
Average error=1.6%

UNM_Arena (i {12

V03

Min. error=1.3%
Max. error=12.4%
Average error=6.5%

V07

28

Min. error=0.0%
Max. error=12.7%
Average error=4.1%

V08

30

Min. error=0.3%
Max. error=25.8%
Average error=7.7%

18

Min. error=6.7%
Max. error=17.2%
Average error=12.8%

| 14

Min. error=1.7%
Max. error=9.4%
Average error=5.4%
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Table 1. Parameter encoding used in the geneticitdg. All values are represented as unsignedjerse

Parameter Coo| Co1 | Coz| Coz| Cio| C11| Ci12| Ci3| Cao| Co1 | Co2| Ca3| Cg0| Ca1| Ca2 | Caz|Nc|Ny| T

Minvaluel 0 | O| O] O O] Ol Of OO O O Q O O D D D (@O

Max value| 15| 15| 15| 7| 1§ 1% 15 71 15 15 15 |7 |7 |7 |7 |7 | 77255

No.ofbits| 4 | 4| 4| 3| 4| 4| 4| 3| 4 4
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