
Abstract—In the paper, a CMOS pixel has been proposed for 

imaging arrays with massively parallel image acquisition and 

simultaneous compensation of dark signal nonuniformity (DSNU) as 

well as photoresponse nonuniformity (PRNU). In our solution the 

pixel contains all necessary functional blocks: a photosensor and an 

analog-to-digital converter (ADC) with built-in correlated double 

sampling (CDS) integrated together. It is implemented in standard 

0.18 µm CMOS technology. The size of the pixel with 9-bit 

resolution is 21 µm  21 µm. Measurements of the 128  128 pixel 

array confirm functionality of the proposed solution. CDS reduces 

dark FPN from 12 LSB (3%) to 0.8 LSB (0.2%) and light FPN 

from 14 LSB (3.7%) to 7 LSB (1.8%). Further reduction of the light 

FPN (to ~1 LSB) was achieved by compensating PRNU using 

massively parallel innovative digital multiplication which features 

good resolution (1/511), does not disturb CDS executed at the same 

time, and can be implemented within a small pixel area.  

Index Terms—CMOS pixel, digital pixel, digital image sensor, 

digital pixel sensor (DPS), correlated double sampling (CDS), 

fixed pattern noise (FPN), DSNU, PRNU.  

I. INTRODUCTION

ASSIVELY parallel CMOS image sensors (CISs) with

analog-to-digital converters (ADC) implemented at the 

pixel level are extensions of conventional CISs with column-

wise ADC. Such CISs capture the image frame by means of a 

global shutter and convert the video signal into a digital form in 

a massively parallel manner. This approach exhibits several 

advantages over other types of sensors. First, owing to a parallel 

analog-to-digital (A/D) conversion, it is easier to obtain faster 

acquisition with lower power consumption (compared to 

column-parallel ADC [1], [2]). Second, implementing ADC in 

the pixels permits maximization of signal to noise ratio (SNR) of 

the image sensor [3], [4]. Another benefit of image sensors with 

parallel image acquisition is a possibility of constructing more 

advanced sensors within 3D-IC technology [5]–[7].  
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Despite their merits, CISs with massively parallel A/D 

conversion are characterized by relatively large pixel sizes and 

small fill factor. These result from the necessity of 

implementing ADC that contains components such as analog 

comparator, digital memory, counters, and combinatorial 

logic. As a consequence, it is difficult to implement ADC 

within a small area of less than 20 µm  20 µm. Although it is 

possible to obtain considerable size reduction of digital 

circuitry in small-scale CMOS technologies, such technologies 

are not suitable for implementing high-quality light-to-voltage 

converters (LVCs) due to excessive leakage currents. Majority 

of the solutions proposed in the literature were implemented in 

technologies not smaller than 130 nm [2], [8]–[15].  

Important components of CIS are circuits for reducing fixed 

pattern noise (FPN) in the image. The noise is a result of the 

imaging array nonuniformity which can be of two types, dark 

signal nonuniformity (DSNU) and photo-response 

nonuniformity (PRNU). Because—from the point of view of 

pixel performance parameters—both nonuniformity types 

originate from the spread of the offsets and slopes of photo-

electric characteristics of various pixels [16], they can be 

compensated using correlated double sampling (CDS) and gain 

correction (GC). 

In a conventional column-parallel CIS, CDS circuits are 

situated outside the pixel array, typically together with the 

column-parallel ADC [1], [17]. If completely parallel 

processing is required, ADC, CDS, and GC have to be 

implemented in the pixels, which is in conflict with 

maintaining the small size of the pixels. In the literature, one 

can encounter analog realizations of CDS in the pixels [18]–

[21], however, implementing small-size GC is difficult 

because PRNU compensation requires high GC precision.  

In majority of prototype CIS realizations with massively 

parallel A/D conversion presented in the literature, CDS and GC 

functionalities were not implemented in the pixels [2], [8]–[11]. 

Instead, only non-correlated double sampling (DS) was 

implemented in the pixels [8], [9], whereas CDS was realized 

outside the imaging array [2]. Such an approach was merely 

used for the sake of verifying novel signal processing concepts 

[8], testing new architectures [11], or demonstrating particular 

capabilities of digital CIS [2], [9]. On the other hand, in order to 

ensure proper sensor operation, DSNU and PRNU compensation 

is not always necessary [10]; in some cases, a simple 
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compensation using DS turns to be sufficient [8].  

In this paper, a new CMOS pixel solution with built-in 

ADC, digital CDS with GC functionality, has been presented. 

A high-precision GC was realized by innovative digital 

multiplication technique that permits effective in-pixel PRNU 

compensation. The digital CDS is completely integrated in a 

pixel. Although a similar CDS was used previously [17] in 

column-parallel processing, our CDS solution is area-efficient 

enough to be integrated in a pixel-parallel processing. The 

pixel with 9-bit resolution ADC and CDS has the size of 

21 µm  21 µm in the standard 0.18 µm technology. The 

performance of DSNU compensation by the in-pixel CDS has 

been validated by measuring 128  128 pixel imaging array. 

Implementation of GC does not require significant increase of 

the pixel area and it does not interfere with simultaneously 

executed CDS. The pixel with CDS and an additional GC 

functionality (with a resolution of 1/500) features a size of 

21 µm  36 µm. Because of the cost, operation of this version 

of the pixel has been verified using a 1  128 pixel array which 

is sufficient to demonstrate efficiency of the proposed PRNU 

compensation method. 

II. CMOS PIXEL WITH ADC & CDS 

A. Principle of Operation 

The circuit diagram of the pixel is shown in Fig. 1(a). The 

pixel contains LVC with a MOS photogate (PG) photosensor 

and single-slope ADC that also realizes CDS. ADC contains 

an analog comparator (CMP), 9-bit reversible counter 

(Fig. 1(b) and Fig. 2) and the control logic. LVC sequentially 

generates two signal samples on the sense-node, a reset-signal 

and a photo-signal that have to be subtracted according to the 

CDS operation. Digital subtraction is realized in ADC by 

changing the counting direction [17]. Fig. 3 shows the time 

series during the pixel operation. The process can be described 

as follows. Initially, A/D conversion of the reset-signal is 

executed, which is realized by counting (downwards) Φdown 

clock pulses until the RAMP signal becomes equal to the reset 

sample value. The photo-signal conversion is realized by 

upward counting of Φup pulses until reaching similar equality 

(here, between the RAMP signal and the photo sample value). 

When the counting process is finished, the counter status 

corresponds to the difference between both samples and it can 

be read at the PIXout output. 

Subtracting of two subsequent samples is equivalent to first-

order high-pass filtering which suppresses signals of the 

frequency lower than (1/ΔTsample)/6, where ΔTsample is the 

period of sample acquisition. In the considered pixel, ΔTsample 

is strictly related to the image acquisition rate as shown in 

Fig. 3. For acquisition speed up to 700 fps, ΔTsample is typically 

700 µs, which permitsin ideal casereduction of 

interference coming from LVC and the comparator in the 

frequency bandwidth from 0 Hz to about 238 Hz. For higher 

rates, ΔTsample reduces, e.g., for 3500 fps it is 140 µs.  

In practice, filtering efficiency of CDS is limited by the 

possibility of significant correlation of interference in 

subsequent signal samples. This correlation depends on many 

factors such as LVC type and how it is controlled, operating 

conditions (e.g., temperature), technology, as well as parasitic 

effects. For example, the increase of the temperature or the 

leakage current results in reduced correlation between the 

samples thus leading to degradation of CDS efficiency. 

            
Fig. 1. Digital pixel with CDS. (a) Circuit diagram. (b) Portion of a 9-bit reversible LFSR counter.  

 
Fig. 2. Dynamic register applied in the reversible counter. 
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B. Light-to-Voltage Converter (LVC) 

In prototype digital CIS realizations, a photodiode in an 

integrating mode is often utilized as a photosensor [8]–[11], 

[15]. This is due to its simple construction and the fact that 

relatively good trade-off between the area, sensitivity, and 

image quality can be achieved even in cheap standard CMOS 

technology. However, in such a sensor, the integration phase is 

not separated from the reset phase, which considerably 

complicates realization of “true” CDS. In the proposed pixel 

(Fig. 1), LVC with MOS photogate has been utilized which 

features more complex construction yet it is suitable for 

realizing true CDS. Based on initial experiments, an optimum 

way of LVC control has been determined that permits 

obtaining the best correlation between the samples. The 

obtained parameters of the controlling signals of the photogate 

(PG), transfer gate (TG), and the reset transistor (RSTA) have 

been reported in Section IV. 

C. Reversible Counter 

In the proposed pixel, operation of the A/D conversion and 

CDS are independent of the counter coding. It can be a 

standard binary coding, Gray coding, or a pseudo-random 

coding. Because the counter occupies the largest portion of the 

pixel area, the main criterion when selecting the coding was a 

possibility of minimizing the counter area. In the prototype 

pixel, a 9-bit synchronous counter with pseudo-random LFSR 

coding [15] has been applied because such a counter features 

small number of components (9 registers and two XOR gates), 

as well as easy changing the counting direction and simple 

realization of the reset operation. Partial schematic diagram of 

the counter has been shown in Fig. 1(b). Although pseudo-

random code is inconvenient in image processing, it is not a 

problem when only image acquisition is of concern.  

The counter registers have been realized as dynamic circuits 

controlled by a two-phase clock (Fig. 2). In order to further 

reduce the counter area, only the first register (denoted as 

LATCH2PR in Fig. 1(b)) has been equipped with the reset 

input. Resetting of the entire counter to the initial state of 

111111111 is realized algorithmically by means of 

propagating the logical ‘1’ along the counter. The counter has 

511 states because the 000000000 is not present. The registers 

are using 1.2 V supply, whereas all control signals (Φ2, Φup, 

Φdown, STAT, and RST) are produced in 1.8 V domain, which 

counteracts suppressing the logical ‘1’ by the pass transistors. 

D. Detailed Description of Timing Diagram 

According to Fig. 3, conversion of the first sample (reset-

signal) from LVC begins with the global RSTA impulse which 

resets capacitances of the sense nodes in all pixels. 

Subsequently, a D-latch at the comparator output is switched 

to the ‘count’ state and downward counting begins according 

to the global two-phase clock Φ1down and Φ2. When the 

counting is finished, the counter state corresponds to the value 

of the first CDS sample.  

Immediately after conversion of the reset-signal sample is 

complete, a TG pulse appears in order to transfer the charge 

accumulated in the photogate capacitance to the capacitor in 

the sense node. An A/D conversion of the second sample 

(photo-signal) starts. Upward impulse counting is governed by 

a two-phase clock Φ1up and Φ2. Upon completing the second 

sample conversion, the counter state corresponds to the final 

value of the pixel (PIXout) that takes into account CDS. 

An additional global signal CNT_EN is deactivated upon 

generating the last counting impulse (independently of the 

counting direction) and causes to stop those counters that were 

yet in the ‘count’ state (e.g., due to pixel overdriving). The 

same signal allows for blocking the counter idependently of 

the state signal CMP from the comparator. 

Additional feedback activated by the STAT signal permits 

static operation of the LATCH2P registers after stopping the 

counter. This, in turn, allows for reading out the value of each 

pixel after A/D conversion. After the readout, all counters are 

reset by setting the first bit to ‘1’ and ninefold setup of the Φ1up 

and Φ2 phases in order to introduce ‘1’ to all counter registers. 

This is a global operation. During this operation, the 

CNT_FORCE signal is activated that allows for changing the 

 
Fig. 3.  Timing diagram for A/D conversion with CDS.  
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register states independently of other signals. A D-latch at the 

comparator output also permits synchronization of the CMP 

signal with the Φ2 clock, which allows for stopping the counter 

without risk of metastability.  

E.  Analog Comparator 

The schematic diagram of the comparator is shown in 

Fig. 4. The comparator uses over 90 percent of the overall 

power consumed by the pixel, therefore power-down is 

realized using already existing signal buses BIAS or RAMP. To 

switch off the comparator, the high state of 1.8 V is set on 

RAMP. Because the LVC voltage is always lower than 1.6 V, 

it will cut off transistors M1, M4 and M5 leading to Ibias=0. At 

the same time, the high state at the M5 drain will cut off 

transistors M6 and M7. The comparator speed depends on Ibias. 

For Ibias = 70 nA, over 3000 A/D conversions (with CDS) per 

second have been obtained. Besides the power consumption 

and speed, such features like offset and noise are also 

important. Those comparator nonidealities degrade ADC 

performance. Example of relevant analysis can be found in 

[25]. 

F. Pixel Layout 

The pixel layout (Fig. 5) has been designed in 0.18 µm 

austriamicrosystem 1P6M technology. In LVC, transistors 

with thin oxide with reduced leakage have been used. The 

remaining circuits have been implemented using transistors 

with standard leakage because such devices permit denser 

layout arrangement. The photogate region size is 5 µm  5 µm, 

which (due to the lack of microlenses) results in a small fill 

factor of 5.5%. The signal paths (16 digital and 5 analog) as 

well as the supply paths are passing through the pixel.  

III. GAIN CORRECTION  

A. Method  

PRNU of the imaging array can be modeled by means of a 

distribution of the LVC gain in the pixel array [16]. Assuming 

that the LVC photoconversion characteristic is linear, gain 

correction (GC) of LVC can be realized by multiplying the 

pixel value PIXout by a constant between 0 and 1. The GC 

implementation has to satisfy two fundamental conditions: (i) 

it has to work independently of the counter coding; (ii) it must 

not interfere with CDS.  

The GC method selected here satisfies both conditions and 

works by blocking the clock impulses Φ1up and Φ1down counted 

by the reversible counter. The concept of the GC approach has 

been illustrated in Fig. 6. In the pixel array without GC (Fig. 

6(a)), the signal that blocks the counting process 

(CNT_EN_GLOBAL) is common for all pixels so that it is not 

possible to idependently block the counters in individual 

pixels. In case of the pixel array with GC (Fig. 6(b)), the 

blocking signal (CNT_EN_LOCAL) is generated independently 

for each pixel. The multiplication coefficients (COEFF) are 

stored in the GC circuit memories using binary coding (not 

LFSR). Writing of these coefficients is executed once before 

initiating the pixel array. The coefficients are written in series 

using a 1-bit line passing through all GC circuits. The value of 

the multiplication coefficient is relative to the capacity of the 

pixel’s counter. For example, if the counter capacity is 511, 

then COEFF = 101010101B = 341D corresponds to 

multiplying by 341/511 ≈ 0.667. 

In the course of A/D conversion, column data buses are 

utilized for sending the reference impulse sequence REF which 

is shown in Fig. 7. This sequence has been defined so as to 

permit blocking of the selected impulses of the Φ1up and Φ1down 

clocks in a possibly uniform manner. The counter will be 

stopped for a single clock period if an impulse appears on at 

least one REF line that is turned on in a given pixel. It is the 

state of the memory cell COEFF of the pixel that decides 

whether a given line is on. The following function controls 

blocking of the counter in the pixel: 
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 (1) 

 

A schematic diagram of the GC circuit generating the 

CNT_EN_LOCAL signal according to (1) has been shown in 

 
Fig. 4.  Analog comparator. 

 
Fig. 5.  Layout of the pixel with digital CDS. The pixel size is 21µm21µm. 
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Fig. 8. A particular waveform of this signal corresponding for 

multiplication by 341/511 ≈ 0.667 has been shown in Fig. 7. It 

can be observed on a zoomed portion of the waveform that for 

26 impulses of the Φ2 clock, 17 impulses are not blocked, 

which corresponds to the multiplication coefficient of 0.654. 

For sufficiently large number of Φ2 impulses, irregularity of 

the clock blocking will not be as pronounced and the 

multiplication coefficient will be close to its nominal value of 

0.667. 

B. Resolution of Multiplication and Coefficient Range 

Resolution of the proposed multiplication method is 1/511 

for the considered counter circuit. It is possible to reduce the 

number of bits of the GC circuit by means of removing the 

most significant ones. This would narrow down the range of 

multiplication coefficients but it would not reduce the 

resolution of the coefficient changes. For example, if a 9-bit 

counter is coupled to a 9-bit GC circuit, the range of changes 

of the multiplication factor is 0, 1 with a 1/511 step. If the 

number of bits of the GC circuit is reduced, the coefficient 

range will also reduce, e.g., to (0.5, 1 for 8 bits and to 

(0.875, 1 for 6 bits. On the other hand, the minimum 

coefficient step will be the same and equal to 1/511.  

The aforementioned feature is an advantage from the PRNU 

compensation standpoint because, in practice, the lower range 

of the correction coefficient is not needed yet it is important to 

maintain its good resolution. Removing the more significant 

GC bits simplifies the pixel architecture and the related 

reduction of the REF bus bits of the highest frequency reduces 

power consumption and interferences. 

C. Nonlinearity of Multiplication 

The proposed multiplication operation introduces nonlinear 

distortion to A/D conversion that results from irregular counter 

blocking. Such distortion can be estimated by simulation. For 

the considered circuits, integral and differential nonlinearities 

(INL, DNL) vary within ±1.4 LSB, and ±0.6 LSB, 

respectively. Multiplying by 1 or 0 does not introduce any 

nonlinearity. The example shown in Fig. 7 concerning 

multiplication by 341/511 is the worst case for which INL is 

1.4 LSB. Multiplication nonlinearity does not depend on the 

counter coding. 

D. Circuit Implementation 

The GC circuit of Fig. 8 has been implemented using 

dynamic logic. The memory of multiplication coefficients 

COEFF has been implemented as a shift register consisting of 

dynamic latches controlled by the two-phase clock. One needs 

79 = 63 transistors to store one 9-bit coefficient. The number 

of transistors can be further reduced using classical RAM 

memory cells. The entire 9-bit GC circuit consists of 85 

transistors. The GC circuit layout has been designed as a 

separate 15 µm  21 µm block fitting into the previous 

 
Fig. 7.  Timing diagram for multiplication by a coefficient of 341/511.  

 
Fig. 6.  Idea of a massively parallel correction of pixels gain. (a) Pixel 

without gain correction. (b) Pixel with local correction of gain. 

 
Fig. 8.  Simplified diagram of the 9-bit GC (gain correction) circuit.  
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designed pixel with CDS (cf. Fig. 5). The shape of the pixel 

obtained by connecting both layouts is not optimal (it is a 21 

µm  36 µm rectangle), yet it is not important from the point 

of view of demonstrating the proposed PRNU compensation 

method. The number of bits of the GC circuit and its size can 

be reduced because the measurements indicated that—in order 

to correct sensitivity of the LVCs utilized here—6-bit GC 

circuits are sufficient (a required range of multiplication 

coefficients is from 0.88 to 1.00). It can be estimated that the 

pixel layout with 9-bit ADC&CDS and 6-bit GC would fit into 

a 26 µm  26 µm square assuming implementation in 0.18 µm 

technology.  

IV.  EXPERIMENTAL RESULTS  

A. Test Pixel Array  

The pixels have been tested in an imaging array that has 

been implemented in a form of an integrated circuit. Its 

architecture has been shown in Fig. 9. Image acquisition in a 

128127 pixel array can be realized without nonuniformity 

compensation or with DSNU compensation using CDS. In the 

last column, where each pixel is connected with the GC circuit, 

it is also possible to execute PRNU compensation. Visual data 

is output from the integrated circuit using 9-bit port the 

throughput of which is 50 fps for 128127 array and 5000 fps 

for 1281 one. The analog RAMP signal was generated by 12-

bit D/A TLV5633 converter buffered by a low-noise amplifier 

LT6202 featuring a small offset voltage.  

B. Optimal Control of Light-to-Voltage Converter 

Fig. 10 shows a photo-conversion characteristic of the pixel, 

obtained by averaging characteristics of all (16256) pixels in 

the imaging array. It can be observed that the pixel values only 

reach ~420 DN despite the fact that the number of the counter 

states is 511. It results from the necessity of maintaining 

certain margin because the counters do not have any 

mechanisms to stop the counting process after the maximum 

value has been achieved. For high light intensity, counter 

overflow leads to dark spots in the image.  

An appropriate selection of the signal PG, TG and RSTA 

parameters affects LVC sample correlation and CDS 

efficiency. Based on FPN and INL measurements, optimum 

parameters of these signals have been determined as follows: 

on voltages for photogate, transfer gate, and reset transistor 

PG-on = TG-on = 0.8 V, RSTA-on = 1.44 V; off voltages PG-

off = TG-off = RST-off = 0 V. Increasing TG-on beyond 0.8 V 

did not affect image quality, however, increasing PG-on 

beyond 1 V led to noticeable increase of the dark current in 

some pixels. RSTA-on can be larger than 1.44 V, but it is 

limited by ICMR of the comparator. It is important that the 

voltage of 0 V on PG should be kept for possibly short period 

of time (i.e. only when the charge is being transferred to the 

sense-node), otherwise FPN increases dramatically. Reducing 

the PG-off voltage below 0 V increases FPN. Reducing TG-off 

below 0 V does not affect FPN but it improves INL. Fig. 11 

shows pixel linearity versus negative TG-off (supplied during 

photon integration). Selecting this voltage to be between –75 

mV and –50 mV allows for obtaining optimum linearity. A 

positive effect of a small negative transfer gate voltage during 

photon integration can be explained by reduction of the 

leakage current of the TG transistor. Improvement of the 

 
Fig. 9. Simplified architecture of a tested pixel array. 

 
Fig. 11.  Integral nonlinearity of a pixel for different off-voltages on TG. 

On-voltage during transfer is 0.8 V. The plots are an average of all pixels.   

 
Fig. 10.  Photoconversion characteristic of a pixel, obtained after averaging 

the characteristics of all pixels in the 128127 imaging array.  
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sensor operation under such conditions has been also noticed 

and reported in [2]. 

C. Array Nonuniformity without Compensation 

Fig. 12(a) shows a histogram of the dark pixel values in the 

128127 array without CDS (i.e., in a single-sampling mode). 

Standard deviation of the pixel values resulting from DSNU is 

12 LSB. With illumination at about 85% of saturation, the 

standard deviation is only slightly higher, equal to 13.5 LSB  

(Fig. 13(a)). This indicates that nonuniformity of pixels is 

mostly related to spread of the offsets of their photoconvertion 

characteristics (i.e. DSNU) but not to spread of the slopes of 

these characteristics (i.e. PRNU). 

Some deviations from a typical Gauss curve can be 

observed on the histograms of Fig. 12(a) and 13(a): the plots 

have a “comb-like” character. This is caused by interferences 

from the digital part of the pixels (specifically, the counters) 

and their effect on the analog comparators. These interferences 

make some of the encoded values more likely to be obtained 

than others. 

D. Nonuniformity Compensation by CDS 

Upon using CDS, standard deviation of the dark pixel 

values has been reduced from 12 LSB to 0.8 LSB (Fig. 12(b)). 

The mean of the dark pixel values should be zero. However, a 

small, 2.9 LSB offset of the pixel values remains that is a 

result of the dark current and additional n+ diffusion between 

the photogate and the sense-node. The dark current and, 

consequently, the aforementioned offset can be reduced to 0.1 

LSB by cooling the sensor, which was shown in Fig. 12(c). 

Cooling also reduced the residual DSNU to σ = 0.4 LSB.  

CDS reduces the spread of the dark pixel values and, as a 

result, reduces the spread of the illuminated pixel values. After 

application of CDS, the standard deviation of the illuminated 

pixels has been reduced from 13.5 LSB to 6.14 LSB 

(Fig. 13(b)). Further reduction of the spread required 

correction of the slopes of the characteristics (i.e., PRNU 

compensation) by means of GC. It follows from the histogram 

of Fig. 13(b) that the required correction coefficients are in the 

range 0.88 to 1.  

It should be mentioned that CDS also reduces the “comb-

like” interference that can be observed in both histograms 

(Figs. 12(a) and 13(a)). This is due to the fact that the counters 

contain the same values (they count in parallel) in the first 

stage of CDS, which increases the interference generated by 

the digital part of the pixel. In the second stage of CDS, the 

counters start counting from different initial values which 

reduces the level of interference. 

E. SNR and DR of Imaging Array with CDS 

Fig. 14 demonstrates operation of CDS as a high-pass filter. 

It can be observed that the dark temporal noise level for low 

frequencies is noticeably lower compared to the single-

sampling mode (considerable reduction of 1/f noise). At the 

same time, CDS leads to about two-fold increase of the noise 

power for higher frequencies, which is a generic property of 

CDS circuits [22]. 

Fig. 15 shows SNR plots for the imaging array with the 

   
                                             (a)                                                                                (b)                                                                               (c) 

Fig. 12.  Distribution of dark pixel value: (a) without CDS (average pixel value = 55 LSB, σ = 12.04 LSB), (b) with CDS (average = 2.92, σ = 0.79), (c) with 

CDS for sensor cooled to about –20 ˚C (average = 0.11, σ = 0.40). Temporal noise is not included. Frame rate 50 fps. 

 

         
                                                                                 (a)                                                                                        (b) 

Fig. 13.  Distribution of the pixel value under illumination: (a) without CDS (average pixel value = 361.7, σ = 13.5), (b) with CDS (average = 365.4, σ = 6.14). 

Temporal noise is not included. Frame rate 50 fps. 
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CDS turned on and off. The plots marked as TN and FPN 

indicate SNR with turned on CDS and with taking into account 

only the temporal noise and FPN, respectively. Because FPN 

becomes dominant (due to PRNU) over the temporal noise for 

high illumination intensity, the total SNR is subjected to 

saturation [23]. In the considered illumination range, CDS 

increases SNR of the imaging array by 8–16 dB. As a result, 

the dynamic range (DR) improves from 32 dB to 48 dB.  

F. PRNU Compensation by Gain Correction (GC) 

Fig. 16 shows the measured photoconvertion characteristics 

of the pixel (from the 1281 array) for different GC 

coefficients. The measurements have been restricted to the 

range of 0.6 to 1.0 because it is sufficient for PRNU 

compensation in typical imaging arrays. Fig. 17 shows the 

plots of INL nonlinearity of the pixel characteristics caused by 

the multiplication algorithm. The plots have been prepared for 

one pixel upon averaging over 500 frames because it allows 

for better visualization of the INL fluctuations; because of 

PRNU, they are not visible when averaging characteristics 

over multiple pixels. In the case of multiplying by 341/511, 

nonlinearity does not exceed the range of –1.4 to 1.4 LSB 

predicted by simulation. For multiplication by 1 (i.e., 511/511) 

INL is not much different from the pixel nonlinearity in 

128127 array (Fig. 11), which do not have GC circuits.  

The GC circuits and multiplication control signals REF 

distributed over the entire imaging array are the sources of 

additional interference. In order to investigate this effect, SNR 

of the imaging array has been measured during distribution of 

the complete 9-bit REF. Furthermore, all pixels have been set 

to the same multiplication factor: such a setup resulted in the 

maximum interference level. The measurements indicated that 

the GC circuits and distribution of the REF signals have a 

minor effect on the noise level of the imaging array. It should 

be emphasized that in case of multiplication by 1 (i.e., 

511/511) the REF signals are not required; however, they were 

distributed in order to increase the interference.  

G. SNR, DR and FPN after CDS & GC 

Utilization of PRNU compensation reduces FPN and 

increases SNR of the imaging array as shown in Fig. 18. 

However, this effect is not well pronounced because the SNR 

plot also takes into account the temporal noise and it is 

presented in the logarithmic scale. The benefits of PRNU 

compensation are clearly seen when only FPN is considered, 

which is typically plotted in a linear scale as in Fig. 19. The 

GC coefficients have been determined for illumination of 20 

lux. Therefore, this is where FPN reaches its minimum value 

(~0.5 LSB), and SNR has a peak (Fig. 18). For low 

illumination levels (below 3 lux), PRNU compensation only 

slightly increases FPN due to nonlinearity of the GC 

multipliers. PRNU compensation does not increase DR which 

is bounded from above by the number of bits of the ADC 

counter in the pixel. 

H. Other Parameters 

All measured parameters of the imaging arrays have been 

gathered in Table I. It can be noticed that SNR and DR for the 

1281 array are slightly better than for the 128127 array, 

which is due to better operating conditions of the pixels 

located at the edge of the structure. Power consumption of the 

imaging arrays is dominated by the analog comparators of the 

pixels. Future investigations could be oriented towards 

reduction of the static and dynamic power consumption of the 

comparators. The parameters in Table I have been measured 

for 50 fps (A/D conversion time with CDS was 1.4 ms). 

Measurement data for higher speeds are provided in the next 

section. 

I. Nonuniformity Compensation at Higher Speed  

The tests for speeds higher than 50 fps have been carried out 

only for the 1281 array, which is due to a limited throughput 

of the output port of the integrated circuit. Still, the results 

obtained for a smaller number of pixels are meaningful. The 

 
Fig. 15.  SNR of the 128127 array with CDS; Total – fixed and temporal 

noise are included; TN – only temporal noise is included; FPN – only fixed 

pattern noise is included. Total with Single Sampling – SNR without CDS. 

 
Fig. 14.  Spectrum of a dark temporal noise of the 128127 imaging array for 

different sampling modes. DC not included. Frame rate 50 fps.  
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measurements have been performed for the speeds up to 3500 

fps because higher speeds would require the increase of 

illumination beyond 450 lux which resulted in over exposing 

(i.e., degradation of the pixel parameters due to a horizontal 

propagation of the light in the integrated circuit). 

When increasing the speed from 50 fps to 3500 fps, the 

RAMP slope has been increased appropriately. Also, the time 

difference between CDS samples has been reduced from 

ΔTsample = 720 µs to ΔTsample = 140 µs.  

Fig. 20 shows the DSNU plot (solid line) versus image 

acquisition speed. It can be observed that increasing the speed 

up to about 1000 fps reduces DSNU because shortening of 

ΔTsample limits the influence of the leakage currents in LVC. A 

slow increase of DSNU is observed for the speeds higher than 

1000 fps, which is because speed limitations of the analog 

comparator. For comparison, Fig. 20 also shows DSNU 

(dashed line) for constant slope of RAMP and constant ΔTsample 

= 140 s in the entire range of changes of the image 

acquisition speed. One can notice that DSNU is then higher 

due to insufficient speed of the comparator. The comb-like 

characteristic of the plot results from the applied measurement 

method (the limited step of the RAMP slope changes). 

CDS reduced the dark and light FPN by about one order of 

magnitude and increased SNR by 10–20 dB in the entire 

considered range of the image acquisition speed (Figs. 21 and 

Fig. 22). GC correction leads to further reduction of the light 

FPN and improvement of SNR; however, for the sake of 

brevity these results are not shown in the paper. The tests 

demonstrated the correctness of GC operation for the clock 

frequency up to 100 MHz.  

J. Example of Image  

Fig. 23 shows the actual images obtained from the 128127 

image array for various sampling modes. The same object (a 

penguin on the wooden background) has been chosen for 

demonstration purposes as in [24] (the work concerning 

“analog” pixels). In [24] the image was taken under 500 lux 

halogen lamp lighting, whereas in this work under 50 lux 

natural lighting. In both works, exactly the same lens was used. 

CDS allowed us to obtain an image (right panel of Fig. 23) of 

a satisfactory quality despite 10-fold lower light intensity than 

in [24]. 

 
Fig. 16.  Photoconversion characteristics of the pixel with embedded GC.  

 

 
Fig. 17.  Integral nonlinearity of a single pixel with embedded GC. Single 

randomly chosen pixel. Average of 500 frames. 

 
Fig. 18.  SNR of the 1281 imaging array. Frame rate 50 fps. 

 

 
Fig. 19.  FPN of the 1281 imaging array. Frame rate 50 fps. 
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V. COMPARISON 

Solutions of CMOS digital pixels are characterized by a 

large variety. There are solutions in which some (initial) stages 

of A/D conversion (e.g., ΣΔ modulation), analog-to-time 

conversion, or analog-to-frequency conversion has been 

implemented at pixel-level. Although, the final conversion 

stage to binary word is realized outside the pixel array. Other 

pixel solutions contain built-in a complete ADC and multi-bit 

memory. Given this variety of pixel solutions, fair comparison 

of their parameters is difficult. However, a meaningful 

comparison can be realized when considering only one type of 

pixels.  

Table II shows the parameters of selected pixels with built-

in a complete ADC, digital memory and a photosensor. It 

should be emphasized that the papers [2], [10], [11], [15] and 

this work consider “standard” digital pixels for arrays with 

image acquisition, whereas [8] and [9] are about special pixels 

that can also perform image processing. The pixel from this 

work outperforms other solutions with respect to the number 

of bits and the physical size. Better resolution (10 bits) was 

only presented in [15], whereas smaller size (9.4 µm  9.4 µm) 

was only achieved in [2], but those pixels do not contain CDS 

and GC. Our pixel features one of the smallest fill factors, but 

has higher sensitivity (20 times sensitive than [2]). The data on 

DR of the imaging arrays has only been found in [10], [15] and 

in this work. The DR values given in there (over 100 dB) are 

much higher than what was obtained in this work (48 dB). 

 
Fig. 20.  DSNU (dark FPN) of the 1281 imaging array versus frame rate for 

variable and constant slope of RAMP. 

 

 
Fig. 21.  FPN of the 1281 imaging array versus frame rate for different 

sampling modes.  

TABLE I 

MEASUREMENT RESULTS OF THE IMAGING ARRAYS 

Parameter Condition a Value  

Sensitivity  615 nm 918 DN/lux∙s (2.39 V/lux∙s) 

Dark FPN (DSNU) 

single sampling 

with CDS 

with CDS c 

3% sat. b (31.2 mV rms) 

0.2% sat. b (2.08 mV rms)  

0.15% sat. b (1.56 mV rms) 

Temporal Noise  
in darkness 

max. noise in light 

0.17% sat. b (1.77 mV rms) 

0.48% sat. b  (5 mV rms) 

Light FPN 

(DSNU+PRNU) at 

400 DN output 

single sampling 

with CDS 

with CDS c 

with CDS & GC c 

3.7% sat. b (38.5 mV rms) 

1.85% sat. b (19.3 mV rms)  

0.82% sat. b (8.54 mV rms)  

0.25% sat. b (2.6 mV rms) 

INL TGoff = –75 mV ± 0.38% sat. b  (± 1.5 LSB) 

SNR bd 

single sampling 

with CDS 

with CDS & GC c 

27 dB (29 dB c) 

35 dB (40 dB c) 

46 dB c  

Dynamic Range 

(DR) d 

single sampling 

with CDS 

with CDS & GC c 

32 dB (34 dB c)  

48 dB (49.5 dB c)  

49.5 dB c 

Image Lag  400 DN pulsed output 
11% - rising  

21% - falling 

Power 

consumption 

idle 
131 μW - analog part 

6 μW - digital part 

conversion & readout 
4.7 mW - analog part 

132 μW - digital part 

Conversion energy 

per pixel  

in darkness 
429 pJ - analog part 

4.1 pJ - digital part 

under light 
469 pJ - analog part 

11.8 pJ - digital part 

a General conditions: conversion time 1.4 ms CDS, 50 fps, Ibias = 70 nA. 
b sat. – near saturation level (400 DN output).  
c For the 1281 pixel array only.  
d Temporal and fixed pattern noises included. 

 

 
Fig. 22.  SNR of the 1281 imaging array for different frame rates and 

sampling modes (SS – single sampling mode). 
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Such high DR of the image sensors in standard CMOS 

technology were achieved in [10] and [15] using special 

techniques. However, due to the lack of detailed information 

concerning nonuniformity and SNR, it is not possible to 

meaningfully compare these sensors with other solutions.  

In terms of speed, the best results were obtained in [9] and 

[12], where the fps values are very high, 105 and 104 fps in [9] 

and [12], respectively. The result obtained in this work, 3500 

fps, can be further improved by increasing the speed of the 

analog comparators in the pixels.  

Having in mind the mechanisms of nonuniformity 

compensation, this work can only be compared to [2], where 

digital CDS was utilized as well. CDS efficiency in [2] and in 

this work is similar: in both cases a reduction of FPN by about 

one order of magnitude was achieved. However, in [2], digital 

CDS was implemented outside the imaging array. Our work is 

the only one where both CDS and GC were implemented 

within the pixels and their efficiency has been validated 

through SNR measurements.  

VI. CONCLUSION 

In this paper, a CMOS pixel with built-in photosensor, 

ADC, digital CDS, and an innovative precise correction of the 

photosensor sensitivity has been proposed. Using the pixel, 

one can implement an imaging array with massively parallel 

A/D conversion and simultaneous DSNU and PRNU 

compensation. The proposed circuit solutions of nonuniformity 

compensation can be utilized in imaging arrays not only for 

visible light but also for other ranges such as X-ray or infrared. 

Furthermore, the proposed innovative digital multiplication, 

here utilized for photosensor sensitivity correction, can be 

used to adjust the gain of each single-slope ADC. 
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