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2Department of Metrology and Optoelectronics, Gdańsk University of Technology, 80-233 Gdańsk, Poland
3College of Electrical and Information Engineering, Hunan University, Changsha 410082, China

a)Author to whom correspondence should be addressed: gscandurra@unime.it

ABSTRACT
Electronic noise has its roots in the fundamental physical interactions between matter and charged particles, carrying information about the
phenomena that occur at the microscopic level. Therefore, Low-Frequency Noise Measurements (LFNM) are a well-established technique for
the characterization of electron devices and materials and, compared to other techniques, they offer the advantage of being non-destructive
and of providing a more detailed view of what happens in the matter during the manifestation of physical or chemical phenomena. For this
reason, LFNM acquire particular importance in the modern technological era in which the introduction of new advanced materials requires
in-depth and thorough characterization of the conduction phenomena. LFNM also find application in the field of sensors, as they allow
to obtain more selective sensing systems even starting from conventional sensors. Performing meaningful noise measurements, however,
requires that the background noise introduced by the measurement chain be much smaller than the noise to be detected and the instrumen-
tation available on the market does not always meet the specifications required for reaching the ultimate sensitivity. Researchers willing to
perform LFNM must often resort to the design of dedicated instrumentation in their own laboratories, but their cultural background does not
necessarily include the ability to design, build, and test dedicated low noise instrumentation. In this review, we have tried to provide as much
theoretical and practical guidelines as possible, so that even researchers with a limited background in electronic engineering can find useful
information in developing or customizing low noise instrumentation.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0116589

I. INTRODUCTION AND HISTORICAL OVERVIEW

Low-Frequency Noise Measurement (LFNM) technique has
been used as a tool for the characterization of the quality and reli-
ability of electron devices since the latest 1940s when investigation
on the low-frequency noise in thermionic valves under amplifying
conditions began to be conducted.1 Since then, the LFNM technique
has accompanied the technological progress in the field of electronic
devices and materials, so much so that the results of the search for
the terms “low-frequency noise” on the Scopus database are the
mirror of the evolution in the field. In the publications of the 1950s,
there are studies on noise in electron tubes2–4 and the interest on
the characterization of Germanium is evident, mainly for its impor-
tance, at that time, in the understanding of diode and transistor

technology.5,6 In 1950, we have the first publication (according to the
research carried out in the Scopus Database) in which the problem
of noise in (valve) amplifiers for applications in the biological field
is addressed.7 In the 1960s, there are several characterization works,
by means of noise measurements, of diodes8–12 and, since the end of
the 1960s, the scientific literature has been enriched with numerous
works dedicated to the study of field-effect transistor (FET) transis-
tors on the basis of noise measurements.13–16 In the 1970s, scientific
publications17–30 testify to a considerable commitment to the phys-
ical interpretation of the origins of noise in devices, and the results
obtained are used to improve the steps of technological processes
required for the manufacture of the devices themselves. Since the
1980s, with the emergence of VLSI technology, noise measure-
ments have become a very effective tool for the characterization of
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interconnections in integrated circuits. In fact, LFNM is a perfor-
mant technique for the characterization of electromigration of metal
interconnections in that the evaluation of the activation energy can
be performed at less severe test conditions than those characteris-
tics of other techniques.31,32 This application has continued steadily
over the years,33–38 up to the present day, where it is widely used for
the characterization of advanced interconnects,39–42 which, given the
need for particular test conditions (with reference to temperature),
in some cases may require the use of custom-made instrumenta-
tion.42 In addition to electromigration, in the years of affirmation of
VLSI technology, there was another main problem concerning the
reliability of integrated circuits: the electrical breakdown of thin sili-
con dioxide layers. The analysis of the low-frequency fluctuations of
the current tunneling through the thin oxide layer showed that it was
possible to interrupt stress tests just a few seconds before the occur-
rence of the destructive breakdown phase, which typically results in
such severe damage that no meaning failure analysis can be carried
afterward. This important difference with more conventional relia-
bility characterization techniques, in which the complete destruction
of the device cannot be avoided, has resulted in an invaluable help
in understanding specific aspects of the failure mechanisms in field
effect devices.43–47 Over the years, LFNMs have been applied to the
characterization of all electronic devices being introduced, up to
the most current times, where they play an important role in the
understanding of the conduction mechanisms in advanced devices,
such as organic transistors,48–54 2D materials and devices,55–59 solar
cells,60–71 photodetectors,72–81 and sensors.82–94 Quite remarkably, in
the case of chemical sensors, the fact that LFNM carries information
about the detailed interaction of the carrier with the sensor matrix
can be exploited for enhancing the sensitivity of the sensor with the
ability to distinguish between different analytes on the basis of the
detailed features in the measured spectra.95

Despite the advantages and the different possibilities of the
application of LFNM, performing meaningful noise measurements
is never an easy task since it is required that the background noise
introduced by the measurement chain be much smaller than the
noise to be detected. The instrumentation available on the mar-
ket does not always meet the specifications required for reaching
the ultimate sensitivity that would be required in many interesting
instances. For this reason, researchers willing to perform LFNM with
high sensitivity must resort to the design of dedicated instrumen-
tation in their own laboratories. However, not all the researchers
interested in performing noise measurements possess the necessary
skills, often having a cultural background more in the field of physics
or chemistry rather than electronic instrumentation. This is the

reason that led us to collect, in this review paper, the main theoreti-
cal knowledge, the measurement techniques, and set-ups that can act
as a reference for those wishing to undertake LFNM characteriza-
tions. This paper is organized as follows: in Sec. II, noise estimation
techniques are outlined; in Secs. III and IV, the most appropriate
measurement solutions will be illustrated based on the impedance
value of the Device Under Test (DUT); in Sec. V, applications of
LFNM on sensors are reported; in Sec. VI, the issue of 2D materials’
characterization is considered; in Sec. VII conclusions are drawn.

II. NOISE ESTIMATION TECHNIQUES

A. Circuit configurations

In order to simplify the discussion, we will restrict ourselves to
the case of the measurement of noise on two pole devices. This is
not as limiting as it might appear at first sight, since in many cases
of interest measurement on active devices can be thought of as per-
formed on one single port while the other port is maintained at a
fixed bias. It is worth noticing that noise measurements on a device
are necessarily performed with the device being part of a circuit con-
taining other active and passive components. This is schematically
shown in Fig. 1(a), where the DUT represents the device whose noise
properties are being investigated. In a circuit like the one in Fig. 1(a),
we can, at best, detect and analyze the voltage fluctuations vn across
the device, ideally by means of a noiseless voltage amplifier with infi-
nite input impedance and gain AV , or we can modify the circuit as
in Fig. 1(b) by introducing an ideal transimpedance amplifier with
gain AR to detect and analyze the fluctuations of the current in flow-
ing through the DUT. Clearly, the fluctuations of both the voltage vn
and the current in [and the corresponding Power Spectral Densities
(PSD) Svn and Sin] cannot be attributed to the DUT alone but are the
result of the contribution of all noise sources present in the circuit.
Moreover, even in the hypothetical case of the DUT being the only
source of fluctuations, vn and in change as the circuit to which the
DUT is connected changes. When we investigate the noise gener-
ated by a DUT in the context of LFNM, we make reference to either
one of the two equivalent representations in Fig. 2, where ZD is the
small signal equivalent impedance at any given DC bias. In partic-
ular, we can quantify the noise generated by a specific device either
in terms of the PSD SvD of an ideal equivalent internal voltage noise
source vDn in series with ZD [Fig. 2(a)], or in terms of the PSD SiD
of an ideal internal equivalent current source iDn in parallel with ZD
[Fig. 2(b)].

FIG. 1. Voltage (a) and current (b) noise
measurements in a DUT that is part of an
Electronic Network (EN). The noise sig-
nals vn and in are, in the general case,
the result of the noise contributions com-
ing from the DUT and from the other
noise sources present in the network.
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FIG. 2. Two equivalent representations of a DUT generating noise. In (a), the noise
is represented by a voltage source in series with the impedance, and in (b), the
noise source is represented with a current source in parallel with the impedance.

For the two representations to be equivalent, it is required that

SvD = ∣ZD∣
2SiD. (1)

Equation (1), which descends from general principles,96 tells us
that, as long as ZD is known, we can obtain SvD from the knowledge
of SiD and vice versa. The problem is that, while we are interested
in SvD (or, equivalently in SiD), we have only access, from an exper-
imental point of view, to either Svn [Fig. 1(a)] or to Sin [Fig. 1(b)].
Therefore, consequently what we need to employ a circuit configu-
ration, for the EN in Fig. 1, that makes it possible to obtain either
SvD or SiD (that cannot be directly measured) from Svn or Sin (that
can be estimated experimentally). Let us assume that we deal with a
DUT to be biased at a DC voltage VD. Let ID and ZD be the DC and
the small signal impedance, respectively, corresponding to the bias
voltage VD. Figure 3(a) shows a quite common circuit configuration
that is used to bias a DUT, with VB and RB selected in such a way as
to obtain the desired DC voltage VD across the DUT, according to
the solution of the following system:

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ID =
VB − VD

RB
,

ID = fD(VD),
(2)

where fD(VD) is the current–voltage characteristic of the DUT. If we
assume no restriction in the values of VB and RB, there are infinite
values of VB and RB for which we can obtain the same operating
point ID-VD for the DUT.

This observation becomes important when we look at the
equivalent circuit for noise calculation in Fig. 3(b). Assuming that we

employ excess noise-free resistors for RB, the bias resistance intro-
duces thermal noise only. If we further assume all noise sources to
be uncorrelated, we have, for the PSD Svn of the voltage vn across the
DUT,

Svn = (SvnB + 4kTRB)∣
ZD

ZD + RB
∣

2
+ SvD∣

RB

ZD + RB
∣
2
, (3)

where k is the Boltzmann constant, T is the absolute temperature,
and SvnB is the PSD of the voltage fluctuations introduced by the bias
voltage. In the same way, and using Eq. (1), we can estimate the PSD
Sin of the current fluctuations in through the DUT as follows:

Sin =
SvnB + 4kTRB

∣ZD + RB∣
2 + SiD∣

ZD

ZD + RB
∣

2
. (4)

As it is apparent from Eqs. (3) and (4), Svn and Sin do not coin-
cide with either SvD or SiD, respectively. However, let us assume
that we can increase both VB and RB while obtaining the same bias
point for the DUT. Let us also assume, as it is often the case, that
the noise introduced by the bias voltage is much smaller than the
noise introduced by the resistance RB for increasing RB. With these
assumptions, for sufficiently large values of RB (RB ≫ ∣ZD∣), Svn
becomes essentially coincident with SvD, and therefore, in these con-
ditions, Svn can provide a quite good estimate of SvD. On the other
hand, if we go in the opposite direction, for very small values of
RB with respect to ∣ZD∣, from Eq. (4) we obtain that, provided the
contribution SvnB is negligible, Sin essentially reduces to SiD. From
these observations, it would appear that, at least in principle, we can
always bias the DUT in either one of the limiting conditions so that
we can perform either direct measurement of the PSD of the inter-
nal voltage noise of the DUT or direct measurement of the internal
current noise of the DUT. However, when we work with a relatively
high value for the impedance ZD, it might be impractical to reach
the necessary condition RB ≫ ∣ZD∣, not to mention the fact that
also the corresponding values for VB required to reach a specified
bias point might become prohibitively large. In these case, therefore,
it is generally better to work in the other limiting condition, that
is the one in which we can obtain a direct estimation of SiD with
RB = 0 and VB = VD; on the other hand, when working with rel-
atively small values for ZD, it might not be possible to neglect the
contribution from the noise introduced by the bias voltage as it can
be easily deduced from Eq. (4). In these cases, therefore, the best
approach is that of working in the conditions in which a direct esti-
mate of the voltage noise can be obtained (i.e., large values of VB
and RB). Clearly, there is no general way to define an impedance

FIG. 3. Actual circuit configuration for
biasing the DUT and performing noise
measurements (a); the small signal
equivalent circuit in (b) is used for noise
calculation.
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value below which is always convenient to perform voltage noise
measurements, and above which it is always convenient to perform
current noise measurements. Several factors may contribute to this
choice, and among these factors, the additional noise that is intro-
duced by the amplifiers (either voltage amplifiers or transimpedance
amplifiers, depending on the measurement configuration) plays an
important role, as will be discussed later in the paper. It is however
not a case that when LFNM is employed in the investigation of elec-
tromigration, where samples have impedances that are typically in
the hundreds of ohms, voltage noise measurements are preferred,
while in the case of the investigation of thin oxides, with extremely
high impedance at low frequencies, current noise measurements are
used for the characterization of their noise.

Whatever configuration is used for detecting the noise gener-
ated by the DUT, a low noise amplifier is used (either a voltage
amplifier or a transimpedance amplifier) to raise the level of the sig-
nal so that it can be more easily elaborated for extracting an estimate
of the noise PSD.

B. A brief summary of power spectral estimation
using the discrete Fourier transform

From an experimental point of view, PSD estimation relies
on the assumption of ergodicity for the process being investigated
since, in general, we have only one single realization of the process
available.97 Suppose that, as illustrated in Fig. 4, the noise signal vs(t),
with a bilateral PSD SB(f ), is fed to the input of an ideal band-pass
filter centered at fk and with a bandwidth Δf , that is with a bilateral
frequency response HB(f ),

HB( f ) =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if ∣ f ± fk∣ <
Δf
2

,

0 otherwise
(5)

then, for the bilateral PSD SBk(f ) of the signal vsk(t) at the output of
the filter, we can write

PBk = ∫

+∞

−∞

SBk( f )df = lim
ΔT→∞

1
ΔT∫

+ΔT/2

−ΔT/2
v2

sk(t)dt, (6)

where PBk is the power of the process vsk(t). If we can select Δf suffi-
ciently small so that we can assume SB(f ) to be constant and almost
equal to SB(fk) within the bandwidth of the filter, we have, for the
left-hand side in Eq. (6),

∫

+∞

−∞

SBk( f )df =

−fk+
Δf
2

∫

−fk−
Δf
2

SB( f )df +

+fk+
Δf
2

∫

+fk−
Δf
2

SB( f )df

≈ [SB(−fk) + SB( fk)]Δf = 2SB( fk)Δf . (7)

We have used the fact that the bilateral PSD SB( f ) of the real
noise signal vs(t) is an even function of the frequency.

As far as the right-hand side of Eq. (6) is concerned, in actual
measurements, we can neither go back in time nor we can wait for-
ever to obtain an estimate, and therefore the assumption is made
that, using also Eq. (7), we can rewrite Eq. (6) as follows:

∫

+∞

−∞

SBk( f )df = 2SB( fk)Δf

≈
1
T∫

T

0
v2

sk(t)dt for a sufficiently large T. (8)

The amount of time T required to reach a good estimate of the
power spectral density is a key parameter to be taken into consid-
eration when planning and performing actual noise measurements
and we need to discuss this aspect. In order to obtain the PSD at
a given frequency fk, we can follow an approach that is essentially
equivalent to the one discussed so far and that it is much closer to
the actual approach that is used in modern dynamic signal analyz-
ers. This second approach is schematically depicted in Fig. 5. Note
that in this case the output of the low-pass filter is a complex sig-
nal and that we can select different frequencies at which to perform
the estimation of the spectrum by changing the frequency fk of the

FIG. 4. Ideal signal processing in the
continuous time domain for filtering out
the PSD of the input process at all fre-
quency but in a small frequency band-
width Δf across fk .

FIG. 5. Ideal signal processing in the
continuous time domain for selecting the
PSD in a small frequency interval across
fk by resorting to frequency translation
and low pass filtering. The sample and
hold circuit at the output is used to obtain
the value of the process at the output of
the system at discrete time intervals.
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complex exponential signal that causes a translation of the PSD. We
have, for the PSD SBm(f ) at the output of the multiplier,

SBm( f ) = SB( f − fk). (9)

With the same argument as before, provided that SBm(f ) does
not change much within the bandwidth of the low pass filter, we have

∫

+∞

−∞

SBm( f )df =

+
Δf
2

∫

−
Δf
2

SBm( f )df =

+fk+
Δf
2

∫

+fk−
Δf
2

SB( f )df = SB( fk)Δf .

(10)
Equation (8), in the case at hand, becomes

SB( fk)Δf =
1
T∫

T

0
∣vsm(t)∣2dt for a sufficiently large T, (11)

where vsm(t) is the complex signal at the output of the low pass filters
with bandwidth Δf /2 in Fig. 5.

In order to obtain an estimate of the averaging time that is
required for obtaining a good estimate of SB( fk) from the integra-
tion, let us assume, for the sake of simplicity, that SB( fk) is exactly
constant within the bandwidth of the filter. Let SBT be the stochas-
tic variable that represent the estimate of SB( fk) over an integration
time T according to the right-hand side of Eq. (11), that is,

SBT( fk) =
1

TΔf ∫
T

0
∣vsm(t)∣2dt. (12)

We are interested in the estimate of the average ηSBT and of the
standard deviation σSBT as a function of T. Clearly, we have

ηSBT = E[SBT] =
1

TΔf ∫
T

0
E[∣vsm(t)∣2]dt

=
1

TΔf ∫
T

0
SB( fk)Δfdt = SB( fk). (13)

As far as the standard deviation is concerned, which is a mea-
sure of the uncertainty in the estimate, following the procedure
outlined in Davenport et al.98 and in Bennet and Fulton,99 we obtain
that for very low values of T, which essentially corresponds to sam-
pling a single value of vsm(t), and taking its squared modulus as an
estimate of the power at the output of the low-pass filter, we have

σSBT =

√

E[S2
BT] − η2

SBT = SB( fk), (14)

and this means that the standard deviation of the error is equal to
the quantity to be estimated. However, for large values of T (with
respect to the inverse of the bandwidth of the filter98), we have

σSBT =

√

E[S2
BT] − η2

SBT =
SB( fk)
√

2TΔf
⇒ εr =

σSBT

SB( fk)
=

1
√

2TΔf
. (15)

The result in Eq. (15) is extremely important in the field of low
frequency noise measurements. Even without taking into account
the fact that we do not have an ideal low-pass filter available, it sets a
fundamental relationship among the accuracy that we hope to obtain
(εr), the bandwidth that we employ to select a portion of the PSD
to be estimated and the time required for obtaining such estimate.
As we shall see in a moment, modern signal analyzers can perform
spectral estimation in parallel on many frequencies at the same time,

but because of the fact that the PSD of flicker noise is inversely pro-
portional to the frequency, exploring lower and lower frequencies
requires smaller and smaller values of Δf . If the minimum frequency
of interest is fmin, Δf should be much smaller in order to ensure that
we can assume the spectrum constant in a bandwidth Δf across fmin.
If we assume that we are interested in fmin = 100 mHz, and there-
fore select Δf = 10 mHz, and we would like to obtain a relative
error of less than 5% (εr = 0.05) in the estimate of the spectrum,
from Eq. (15), we obtain that the required measurement time is in
excess of 24 h. This simple example demonstrates that the ability
to correctly balance the requirements in terms of accuracy, mini-
mum frequency of interest, and measurement time is one of the key
aspects that need to be addressed when performing low-frequency
noise measurements.

In the class of spectral analyzers we are interested in, the esti-
mation of the PSD is generally performed in the numeric domain,
starting from a sampled version of the input signal, exploiting the
modified periodogram approach developed by Welch in 1967.100

Rather than following a rigorous approach in the domain of stochas-
tic sequences, in this review, we would like to follow a different
avenue that allows us to obtain the relationships that are actu-
ally employed in spectrum analyzers based on the Discrete Fourier
Transform (DFT), as a special case of the time domain approach.
This, in our view, may allow to reach a more intuitive and effective
understanding of the relevant parameters influencing the estimation
process.

Let us start by taking into consideration the sample and hold
circuit in Fig. 5. Let us assume that sampling occurs at regular time
intervals TR. We have therefore the samples vsm(hTR) at the output
vh(t), with h = 0, 1, . . ., M − 1. Instead of using the RHS of Eq. (11)
for the estimation of the average power of the process, we can write

Sb( fk)Δf =
1
M

M−1

∑
h=0
∣vsm(hTR)∣

2 for a sufficiently large M. (16)

Assuming that samples are taken sufficiently apart from each other
so that they are uncorrelated, we can estimate the standard deviation
in the estimate of SBM(fk) after M samples using Eq. (14) as follows:

σSBM =
SB( fk)
√

M
=

SB( fk)
√

T/TR
, (17)

where T is, as before, the total measurement time. We obtain that,
also with this approach, the standard deviation of the estimate is
inversely proportional to the measurement time. We expect, how-
ever, that the second approach provides, in general, a larger standard
deviation with respect to Eq. (15) because it does not use all the
available information. This means that, for obtaining uncorrelated
samples, TR must be, in general, larger than 1/(2Δf ). This is quite
reasonable when we think that the PSD of vsm extends from −Δf /2
to Δf /2, and hence, the PSD of the squared quantity (we are assum-
ing, for simplicity, a real signal at the output of the low pass filter in
Fig. 5) extends from −Δf to Δf . Since the PSD of vsm

2 is the Fourier
transform of its autocorrelation function, it assumes, therefore, non-
negligible values for times in the range from about −1/Δf to 1/Δf .
As we shall presently see, it is particularly easy to select TR = 1/Δf in
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actual measurements, and this means that a moderate degree of cor-
relation still exists among samples close to one another. Therefore,
when we set TR = 1/Δf in Eq. (17), so that we have

σSBM =
SB( fk)
√

Δf T
, (18)

we must regard σSBM as an optimistic estimate, although not too
far from the actual experimental results. Moreover, overlapping
methods can help in reducing the gap between the standard devi-
ation that can be obtained with continuous integration and the one
corresponding to the sampling approach.101

Finally, it is worth mentioning that the result in Eq. (15) is only
accurate if we employ and ideal low-pass filter and the PSD in the
passband is constant. Unfortunately, and ideal low-pass filter such
as the one in Fig. 5 cannot be realized, although the overall trend
for the standard deviation of the estimate remains the same. When
we deal with realistic filter responses, the relationship between the
power of the process vsm(t) and the PSD of the process at its input
must be written in the form

PBm = ∫

+∞

−∞

∣H( f )∣2SBk( f )df . (19)

In general, we would like to have H(f ) shaped as close as possible
to an ideal low-pass filter so that most of the contribution to PBm
comes from a limited frequency interval across DC (across fk with
reference to the PSD before multiplication). What we cannot do,
in general, is to obtain a constant value for H(f ) in this frequency
interval. To recover the simple and intuitive interpretation that is
made possible in terms of the ideal low-pass filter, we often resort
to the concept of Equivalent Noise Bandwidth (ENB) for a real fil-
ter. In particular, assuming as before that most of the contribution to
PBm comes from a frequency interval in which SBk(f ) can be assumed
constant, we define the ENB of a filter H(f ) as that bandwidth that
would allow to obtain the same power PBm if a an ideal filter with
constant amplitude H(0) was used instead of H(f ), that is,

ENB = ∫
+∞

−∞
∣H( f )∣2df
∣H(0)∣2

. (20)

With the introduction of ENB, and assuming that we ensure
H(0) = 1, Eq. (11) still holds, provided we replace Δf with the proper
value of ENB. Note that, for the properties of the Fourier transform,
we also have

ENB = ∫
+∞

−∞
∣h(t)∣2dt

∣∫
+∞

−∞
h(t)dt∣2

. (21)

A class of filters that are particularly easy to implement in the numer-
ical domain are Finite Impulse Response (FIR) filters. While these
filters are not physically realizable in the continuous time domain,
we will, for the time being, neglect this aspect. Let us therefore
assume that a continuous time FIR filter is used for the implementa-
tion of the low pass filter in Fig. 5 and that, in particular, the duration
of the impulse response is equal to the output sampling interval TR.
If this last condition is satisfied, we obtain the very interesting result
that the signal vsm(t) at the output of the low pass filter only depends
on the value of the input signal in the finite time interval between

t − TR and t. Indeed, if h(t) is the impulse response of a hypothetical
continuous time FIR filter used in Fig. 5, we have

h(t) ≠ 0 only for 0 ≤ t < TR; (22)

therefore,

vsm(t, fk) = ∫

+∞

−∞

vs(τ)e−j2πfkτh(t − τ)dτ

= ∫

t

t−TR

vs(τ)e−j2πfkτh(t − τ)dτ, (23)

where with the notation vsm(t,fk) we have explicitly stressed the fact
that, for the same vs(t) at the input of the system, vsm depends on
the value of fk. Let us now assume that we sample the input signal
at a frequency much larger than the ENB of the FIR filter used in
Fig. 5. It means that we sample the impulse response of the filter
and the term exp(−j2πf kτ) at the same sampling frequency fS and
that we want to employ the sampled values to obtain an estimate of
vsm(t,f k) at regular intervals TR. To avoid aliasing, the input signal
must be low-pass filtered with a bandwidth B < fS/2 and, clearly, it
only makes sense to employ values of ∣ fk∣ less than fS/2. Calculations
become particularly simple if, given the sampling interval ΔtS = 1/fS,
we have

TR = NΔtS N natural > 0,

fk =
k

TR
=

k
N

fS k integer;−
N
2
< k <

N
2

.
(24)

With these assumptions, for the estimation of vsm(hTR) according to
Eq. (23), we have

vsm(hTR, fk) = ∫

hTR

(h−1)TR

vs(τ)e−j2π k
N fSτh(hTr − τ)dτ

≈ ΔtS

i=N−1

∑
i=0

vs[(h − 1)TR + iΔtS]e−j2π k
N iw(iΔtS), (25)

where we have made the position

w(iΔtS) = h[TR − iΔtS], (26)

and we have used the fact that, because of Eq. (24),

e−j2π k
N fS[(h−1)TR+iΔtS] = e−j2π k

N i. (27)

This result is extremely important as it shows that vsm(hTR, fk) can
be estimated, apart from a factor ΔtS, using the very same algorithm
that is used for the estimation of the Discrete Fourier Transform
(DFT) Y(k) of a N samples sequence yi,

Y(k) =
N−1

∑
i=0

yie−j2π k
N i; yi = vs[(h − 1)TR + iΔtS]w(iΔtS). (28)

The sequence wi = w(iΔtS) is often referred to as window function,
and different window functions can be used, although in low-
frequency noise measurements the rectangular (or uniform) and
the Hanning windows are the most used ones. Note that once the
sampling frequency and the number of samples N are chosen, the
resolution Δf in the values of fk that can be chosen is given by

Δf =
fS

N
=

1
TR

. (29)
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Moreover, it turns out that, for the most common window functions,
the ENB does not differ much from Δf so that these two parameters
(Δf and ENB) can be used, to a certain extent, interchangeably. This
means that we can still use Eq. (18) for the estimation of the resid-
ual statistic error [in the context in which Eq. (18) was obtained, Δf
played the role of the ENB]. The frequency resolution is, of course,
also the lowest frequency (other than 0) at which we can obtain an
estimate of the noise PSD. This means that if we set a limit to the
maximum statistical error that we can accept, we obtain, for the
overall measurement time T according to Eq. (18),

T >
1

Δf ε2
r

; εr =
σSBM

SB( fk)
. (30)

Suppose we require a residual normalized statistical error of 5% with
a minimum frequency of interest of 100 mHz, from Eq. (30), we can
calculate that we require an overall measurement time in excess of
1 h (4 × 103 s). This example clearly shows that, when measurement
time is limited, a compromise must be found between the minimum
frequency of interest and the statistical residual error that can be
obtained. If instead of 5% we can accept an error of 10% and we
restrict ourselves to frequencies above, say, 200 mHz, the required
measurement time reduces to less than 10 min. These estimations
only take into account the need for the statistical error to reduce
below a certain level, but there is another source of error that must
be considered when selecting the frequency resolution Δf . The nec-
essary hypothesis for the estimation for the PSD from the total power
collected by a filter divided by the ENB of such filter is that the PSD
stays almost constant within the bandwidth of the filter. In the case
of LFNM, the typical PSD we are interested in is in the form

SB( f ) =
AB

∣ f ∣γ
; 1 ≤ γ ≤ 2, (31)

where AB is a proper constant. Incidentally, most often, it is the
monolateral PSD S(f ) that is used to report experimental results,

S( f ) = 2SB( f ) =
A
f γ ; A = 2AB f > 0. (32)

It should therefore be apparent that, with this type of functional
dependence on the frequency, it is not really justified to assume S( f )
to be constant in a frequency interval Δf . Moreover, since in actual
measurements we are dealing with the real filters, their frequency
response is not null outside the ENB, and therefore there can be a
significant contribution to the power gathered by a filter whose cen-
ter frequency is low (Δf , 2Δf , etc., corresponding to k = 1,2 etc.) from
the hugely peaked shape of the spectrum at f = 0. Finally, residual
DC superimposed to the actual noise signal may still significantly
contribute to the power at the output of the filters for low values of
k, thus introducing large systematic errors. These sources of errors
are analyzed in some detail in Giusi et al.102 As an example, Fig. 6
reports the systematic error that is obtained (in the absence of statis-
tical error) for different values of the exponent γ when the uniform
window is used. The error does not depend on the absolute value of
the frequencies, but rather on the value of k.102 This means that if
we are interested in a minimum frequency fmin = 100 mHz, we can
set up the estimation process with Δf = fmin accepting a systematic
error larger than 10% on fmin (Fig. 6) or we can set Δf to a smaller

FIG. 6. Relative systematic estimation error (with no statistical error) at frequency
points fk = kΔf when the PSD of the noise signal has the form A/f γ. Reproduced
with permission from G. Giusi, G. Scandurra, and C. Ciofi, Fluctuation Noise Lett.
12, 1350007 (2013). Copyright 2013 World Scientific Publishing.

value, so that fmin now corresponds to a larger k. For instance, with
Δf = fmin/10, the systematic error at fmin, which now corresponds
to k = 10, becomes a fraction of 1%. Indeed, when all sources of
systematic error are taken into consideration, it is generally found
that setting Δf = fmin/10 is sufficient to ensure a systematic error that
remains well below the residual statistical error in most situations.
This choice, however, comes to a high cost in terms of measurement
time. If, with the example before (fmin = 100 mHz, statistical error
less than 5%), we now select Δf = fmin/10, the required measurement
time becomes 10 times larger (more than 11 h).

Following the approach discussed in Ref. 102, one could, in
principle, estimate beforehand the best measurement parameters for
the optimization of the measurement time given certain margins of
acceptable errors. The problem is, however, that not all the required
parameters for this estimation are known beforehand. The ability to
detect systematic errors in LFNM is especially important when the
detailed shape of the spectrum is used to verify conduction models
or as a footprint for the chemical composition of a gas mixture or
a solution in advanced applications, such as Fluctuation Enhanced
Sensing (FES).95

Since the systematic errors reduce as Δf decreases, there would
be a simple approach, at least in principle, to check if such errors
are present in an estimated spectrum: if the spectrum was obtained
with a given Δf , the measurement can be repeated with a smaller
Δf . If the two spectra superimpose at the lowest frequency of inter-
est, we can be reasonably assume that no systematic error is present.
If not, we need to repeat the process with lower and lower val-
ues for Δf . Clearly, this approach is quite expensive in terms of
measurement time and effort. An equivalent approach would be to
employ several spectrum analyzers in parallel, each set with a dif-
ferent Δf . In this case, the spectrum analyzer with the largest Δf
would be the one providing the spectrum with a very low statisti-
cal error in the shortest time; the spectrum analyzer with the next
smaller Δf would be affected by smaller systematic errors, but, at the
same time, the statistical error would be larger for the same mea-
surement time with respect to the first one. If we notice difference
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in the spectra estimated at the lowest frequency of interest, we con-
clude that systematic error is present, and we will have to check for
the spectra with the next smaller Δf to see if the second (smaller)
value of Δf is sufficient for the required accuracy. This process can
continue and, clearly, any time we move to the spectrum analyzer
with the next smaller Δf , we need to accept the fact that a longer
measurement time will be required to reach the desired level of sta-
tistical accuracy. With respect to the previous approach, however, no
time is wasted (measurements are carried out in parallel). However,
employing several benchtop spectrum analyzers in parallel would be
quite expensive and it is for this reason that in the past few years a
software library that behaves equivalently to a number of spectrum
analyzers in parallel with decreasing Δf has been developed.103 It was
designed with the goal, among others, of addressing the very issues
that we have just described. Although not anyone might be willing to
employ software libraries developed by others for the development
of dedicated spectrum analyzers, we hope that in this section we have
helped in demystifying the process employed for the estimation of
PSD from the sampled version of the signal to be analyzed. While a
conventional spectrum analyzer is a quite convenient piece of instru-
mentation to have available in any laboratory, we strongly feel that
devoting some effort in the development of customizable spectrum
analyzers as can be obtained by employing proper acquisition boards
and by developing proper software can result in an important tool in
the development of measurement systems for advanced LFNM.

III. LOW IMPEDANCE DEVICE UNDER TEST
As we have discussed in Sec. II A, when we have to deal with low

impedance devices, we preferably employ the measurement config-
uration in Fig. 3(a), with a bias resistance RB much larger than the
DUT impedance and a proper value for VB, so that the bias circuit
essentially behaves as an ideal current source and the noise voltage
across the DUT coincides with its internal equivalent voltage noise
source. If no bias is applied to the DUT, only thermal noise is present
at its ends, which carries no information about the internal conduc-
tion mechanisms. In order to excite excess noise, the DUT needs to
be biased with a sufficiently large current so that the flicker noise
overcomes the thermal noise component. Since the PSD of flicker
noise is inversely proportional to the frequency as in Eq. (32) (with
exponent coefficient γ typically ranging between 1 and 2), in princi-
ple, it could be detected at very low frequencies with a vanishingly
small bias. In practice, since there is a limit to the minimum fre-
quency that can be explored in a reasonable time, the bias needs
to be increased until the flicker noise is sufficiently large to over-
come the thermal noise in the lowest frequency range that can be
observed. Actually, since also the amplifier connected to the DUT
introduces flicker noise, the DUT bias must be increased so that the
noise produced by the DUT overcomes the overall background noise
of the system. Based on these observations, it should be clear that in
order to maximize sensitivity, we should be able to operate down to
the lowest possible frequencies with the lowest possible background
noise. It is generally the case that a sufficiently large bias can lead
to a detectable flicker noise level even in the case of relatively large
background noise, but this comes at a cost. Consider, for instance,
the case of LFNM applied to the investigation of electromigration
in IC metallic lines.104 Exciting electromigration noise requires that

the lines be stressed with high temperature and high current densi-
ties that generally result in accelerated stress with respect to actual
operating conditions. From the point of view of the investigation of
the degradation mechanisms, the degree of over-stress should be as
moderate as possible, in order to avoid that the tests are performed
in a completely different degradation regime with respect to the
one occurring at normal operating conditions. Clearly, the amount
of over stress required to make electromigration noise detectable
depends both on the lowest frequency range that can be investi-
gated and on the level of background noise. It was indeed argued
that the large spread in electromigration noise behaviors reported
by different research groups can be correlated with the different sen-
sitivity in the available instrumentation for performing LFNMs.33 It
is therefore obvious that when the stress on the DUT needs to be
minimized, it is mandatory to reduce the BN of the system as much
as possible and to extend measurements down to lowest possible fre-
quency range. We have already observed, in the previous paragraph,
how 100 mHz has to be regarded as a practical lower limit in most
cases (for measurements that need to be completed within a couple
of hours at most), and therefore we will assume this as the lowest
limit in the discussion that follows. Extending LFNM down to even
lower frequencies is not impossible, but it is quite rare due to the
extremely long measurement times that would be required.

Low noise voltage amplifiers for performing LFNM are com-
mercially available, but the lowest levels of background noise
reported in the literature are obtained by resorting to custom
designs.105 Besides a very low noise, what we require, from a low
noise voltage amplifier to be used for LFNM in a research laboratory,
is a stable and known gain, and for this reason, many designs resort
to an operational amplifier (OA) in a shunt-series feedback config-
uration. To obtain the lowest possible levels of background noise,
the operational amplifier is not a standard monolithic device, but it
is obtained by resorting to a discrete component differential input
stage followed by a gain stage based on monolithic components.
Generally, a single stage is not sufficient to provide the required volt-
age gain (that is typically in excess of 60 dB) so that a two stages
configuration (Fig. 7) is used. In Fig. 7, SOA is the Super Opera-
tional Amplifier (SOA) based on a discrete component input stage
and the gain AV1 is set to (1 + R2/R1) because of the shunt-series
feedback configuration. Even in the case of a negligible DC at the
input vin, because of the presence of the discrete components in the
input stage, the DC voltage at the output of the first stage can be quite
large and a DC coupling to the II stage would almost certainly results

FIG. 7. Basic structure of a low noise voltage amplifier for low frequency noise
measurements. SOA is typically a “Super” Operational Amplifier obtained with a
discrete-devices based input stage.

Rev. Sci. Instrum. 93, 111101 (2022); doi: 10.1063/5.0116589 93, 111101-8

Published under an exclusive license by AIP Publishing

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://scitation.org/journal/rsi
http://mostwiedzy.pl


Review of
Scientific Instruments REVIEW scitation.org/journal/rsi

in saturation. For this reason, the second stage is generally AC cou-
pled to the first stage with a cut in frequency fA = 1/(2π RACA) well
below the minimum frequency of interest for LFNM. With a proper
design, because of the gain of the first stage (typically in the order
of 40 dB), the relevant noise sources setting the background noise of
the system reduce to those shown in Fig. 7 that it the thermal noise
introduced by the resistances of the feedback network, the Equiva-
lent Input Voltage Noise (EIVN) vnA at the input of the SOA, and
the Equivalent Input Current Noise (EICN) sources in+ and in− at
the non-inverting and inverting inputs of the SOA, respectively.106

Since we are interested in low frequencies, we can work in the
assumption of virtual short circuit between the inputs of the oper-
ational amplifier. In order to simplify the discussion, we will also
assume all noise sources indicated in Fig. 7 to be uncorrelated. If a
DUT with impedance ZD in series with a voltage noise source vDn
is connected between the input vin of the low-noise amplifier and
ground, in the passband of the system (f ≫ fA) we have, for the PSD
SVo of the voltage noise at the output,

SVo = [(SvD + SvnA + Sin+∣ZD∣
2
)∣AV1∣

2

+ (Sin−R2
2 + 4kTR2 + 4kTR1

R2
2

R2
1
)]∣AV2∣

2, (33)

where SvD, Svna, Sin+, and Sin− are the PSDs of the noise sources vDn,
vnA, in+, and in−, respectively; 4kTR1 and 4kTR2 are the PSD of the
thermal noise introduced by R1 (vnR1) and R2 (vnR2), respectively,
where k is the Boltzmann constant and T is the absolute temperature.

A useful way to deal with the noise introduced by an amplifier
(actually by any two port circuit) is to resort to the representation
in Fig. 8, where the amplifier in Fig. 7 is represented as a noiseless
two port device with two equivalent noise sources vn and in, both
independent of the source impedance.107 If we can assume vn and

FIG. 8. Representation of a noisy two-port by means of a noiseless two-port with
equivalent input current and voltage noise sources at its input. The equivalent
noise sources at the input are independent of the source impedance ZD.

in to be uncorrelated and Zin →∞ (as it is reasonable for a voltage
amplifier at low frequencies), the PSD SVo of the output noise can be
calculated as

SVo = (Svid + SiBN)∣AV ∣
2; SiBN = Svn + Sin∣ZD∣

2, (34)

where we have indicated with SiBN the equivalent input background
noise. For Eq. (34) to be equivalent to Eq. (33), it is sufficient to make
the following positions:

Sin = Sin+; Svn = SvnA +
1
∣AV1∣

2 (Sin−R2
2 + 4kTR2 + 4kTR1

R2
2

R2
1
);

AV = AV1AV2. (35)

Since AV1 is typically much larger than one, a quite insightful
expression for Svn can be obtained if we make the approximation
AV1 ≈ R2/R1,

Svn = SvnA + Sin−R2
1 + 4kTR1. (36)

FIG. 9. Schematic of an ultralow-noise preamplifier using a differential input stage based on discrete low noise SSM2220 BJTs. Reprinted with permission from C. Ciofi, M.
de Marinis, and B. Neri, IEEE Trans. Instrum. Meas. 46, 789–793 (1997). Copyright 1997 IEEE.
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As far as the value of R1 is concerned, what matters is that the ratio
R2/R1 provides the desired value for the gain. This means that, in
principle, R1 can be made as small as required in order to reduce
Svn down to the contribution SvnA only. In actual implementations,
however, R1 cannot be smaller than a few ohms. Otherwise, the para-
sitic resistances along the printed circuit board traces may result in a
deviation of the actual gain from the design value. At room tempera-
ture, the thermal noise of 10 Ω resistance is about 168 × 10−21 V2/Hz
or 0.4 nV/

√
Hz. This noise level can be relevant in setting the BN

level at frequencies higher than a few Hz, where the flicker noise
component of SvnA becomes negligible. Notwithstanding, at lower
frequencies (f < 1 Hz), the thermal noise from the resistance R1 is
typically negligible.108 As far as the contribution from the current
noise sources at the inputs of the SOA is concerned, one of them
(in+) sets the equivalent current noise in the two-port representation
in Fig. 8, while the other contributes to the equivalent voltage noise.
In many designs, the current noise sources in Fig. 8 coincide with
the equivalent input current noise sources at the control terminals
of the active devices used in the discrete component front end stage,
which is the gate in case of JFET devices, or the base in the case of
BJT devices. It turns out that there is a huge difference in the level
of current noise observed in the case of BJTs and JFETs, as there is a
huge difference in the value of the bias current at the base and at the
gate for the two devices. In a nutshell, the effect of the current noise
at the gate of a JFET, with a proper design, can be almost always
neglected with respect to other sources of noise, while in the case of
BJTs the contribution from Sin to the SiBN in Eq. (34) can be relevant
for impedances larger than a few tens of ohms. As far as the equiv-
alent input voltage noise vnA is concerned, with a proper design,
it can be reduced to the contribution of the active devices in the
input stage and, for a differential configuration, its PSD is twice that
corresponding to the equivalent input voltage noise of a common
emitter (for BJTs) or a common source (for JFETs) configuration.
For the same bias (collector current or drain current for BJT and
JFETs, respectively), BJTs have lower equivalent voltage noise and
larger transconductance gain with respect to JFETs. For instance,
each of the two low noise BJTs in the SSM2220 integrated circuit,
when biased with 1 mA of collector current, are characterized by a
transconductance gain of 30 mA/V and an equivalent input voltage
noise level of about 1.5 nV/

√
Hz at 100 mHz,109 whereas for a low

noise JFET 2SK170, at the same drain current, we have a transcon-
ductance of 14 mA/V and an equivalent (extrapolated) input voltage
noise about 30 nV/

√
Hz.110 An example of a BJT input ultra-low

noise amplifier is shown in Fig. 9, with the corresponding PSD for
the equivalent input voltage and current noise sources reported in
Fig. 10.111

The bias network (R11, Q2, and Q1) sets the bias current for
the input differential stage (Q3 and Q4 SSM220 transistors) to about
2.5 mA per transistor; the gain of the first stage is set to 1 + R12/R1,
which is about 50 (or 34 dB). The network R5C1 introduces a zero-
pole compensation to ensure stability. The second stage is obtained
as a cascade of a transconductance stage based on discrete JFETs fol-
lowed by a transimpedance stage in a shunt-series configuration with
a gain set to 1 + R8/R7, which is about 200 for an overall gain of 104

(or 80 dB). The interstage AC filter (C12R2) has a lower corner fre-
quency of 3.4 mHz. The performances in terms of EIVN and EICN
are shown in Fig. 10 (curve 1 and 2, respectively). It can be noticed
that at 100 mHz we obtain an equivalent input noise voltage level of

FIG. 10. PSD of the equivalent input voltage noise (curve 1) and equivalent current
noise (curve 2) of the amplifier in Fig. 9. Curve 3 shows the apparent increase in
the PSD of the equivalent input voltage noise when electromagnetic interferences
leak in the measurement chamber because of incomplete shielding. Reprinted with
permission from C. Ciofi, M. de Marinis, and B. Neri, IEEE Trans. Instrum. Meas.
46, 789–793 (1997). Copyright 1997 IEEE.

about 10−17 V2/Hz (or 3.2 nV/
√

Hz) that is among the lowest ever
reported for this type of instrumentation. As observed before, the
equivalent input noise voltage sets the background noise as long the
effect of the EICN is negligible. As it can be seen in Fig. 10 (curve 2),
at 100 mHz, the EICN is about 2 × 10−21 A2/Hz (or 45 pA/

√
Hz),

and this means that the EICN produces a noise larger than the
EIVN for source impedances above about 70 Ω (45 pA/

√
Hz × 70 Ω

= 3.15 nV/
√

Hz). The relatively large value of EICN is also the rea-
son why this amplifier needs to be DC coupled to the DUT, which,
in turns, sets a limit to the DC voltage that can be present across the
DUT during measurements. With a gain of 50 for the first stage, the
limit to the input DC voltage range is about ±100 mV, which can
be insufficient in some applications. One may argue that since the
amplifier is AC-coupled in any case (there is an AC filter between
the first and the second stage), perhaps it may be possible to intro-
duce an AC coupling network, similar to the one used between the
first and the second stage, to reject the DC component across the
DUT. This approach, however, is not feasible, at least in the case
of BJT input amplifiers because of the large EICN. In order to bet-
ter understand this issue, we can refer to the equivalent circuit in
Fig. 11. The interposition of the AC coupling filter (ACC) between
the DUT and the input of the amplifier has two main consequences,
as far as the background noise is concerned: (a) the resistance in the
filter introduces noise and (b) the presence of the filter changes the
source impedance seen by the input of the amplifier.

The noise contribution from RA depends on the DUT
impedance and on the frequency. It must be noted, however, that
in order not to attenuate the noise signal coming from the DUT, RA
must be much larger than all possible ∣ZD∣ to be investigated at all
frequencies of interest. This means that, for the noise signal vnRAin at
the input of the amplifier due to the noise source vnRA, we have
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FIG. 11. Equivalent circuit for the cal-
culation of the effects of the input AC
coupling filter (ACC) on the background
noise of the system.

vnRAin ≈
ZD +

1
j2πf CA

ZD +
1

j2πf CA
+ RA

vnRA ≈
1

1 + j2πf CARA
vnRA

=
1

1 + jf
fA

vnRA; fA =
1

2πCARA
, (37)

where fA is the cut in the frequency of the filter that must be
obviously much smaller than the minimum frequency of interest.
Therefore, we have, in terms of the PSD SnRAin of vnRAin,

SnRAin ≈ SnRA(
fA

f
)

2

= 4kTRA(
fA

f
)

2

=
1
f 2 ×

kT
π2C2

ARA
. (38)

From Eq. (38), we notice that the larger contribution to the noise is
obtained at the lowest frequency of interest and that, for the same
capacitance CA, the larger the resistance, the better. Typically, in
order to avoid micro-discharge phenomena that would result in arti-
facts in the measured spectra, the capacitances to be used in the AC
filter must be high rated voltage polyester or polypropylene capac-
itors that can be obtained, in reasonable sizes, up to a few tens of
microfarads. Let us assume that we have CA = 10 μF. In order to sat-
isfy the condition fa < fmin (fmin = 100 mHz), a resistance RA in excess
of 150 kΩ would be sufficient, but in order to obtain a noise contri-
bution from RA smaller that the EIVN of the amplifier in Fig. 9 at
100 mHz (10−17 V2/Hz), the resistance RA must be in excess of 40
MΩ. This would result in a cut in frequency well below 1 mHz, with
the adverse effect of very long transients any time the bias across
the DUT is changed. The real problem, however, comes when we
now take into consideration the consequences of the introduction
of such an AC filter as far as the effect of the EICN of the ampli-
fier in Fig. 9 is concerned. With the same approximations used to
obtain Eq. (38) (that is very small DUT impedance and minimum
frequency of interest well above the cut in frequency of the AC filter),
the impedance seen by the input of the amplifier would essentially
reduce to the impedance of the capacitance CA that is maximum
at the minimum frequency of interest. Assuming 100 mHz as the
minimum frequency of interest and CA = 10 μF, we have that its
impedance at fmin is in excess of 150 kΩ, which, with an EICN of
45 pA, would be equivalent to the presence of a voltage noise source
at the input in the order of 7 μV/

√
Hz: this noise, in terms of PSD,

would be more than 6 orders of magnitude larger than the intrinsic
EIVN of the amplifier. In the case of BJT input ultralow-noise ampli-
fiers, therefore, other methods need to be used to deal with the DC
component at the input. A possible solution is to resort to a bridge

configuration as in Fig. 12. By taking advantage of the fact that inde-
pendent batteries can be used to bias the bridge and to supply the
amplifier, the ground connection of the amplifier can be connected
to the node (a) of the bridge as in Fig. 12, and by a proper adjust-
ment of the variable resistance RV , the DC voltage at the input of the
amplifier can be essentially nulled. Note that a clear disadvantage of
this configuration is the fact that the resistance RV becomes part of
the DUT and the noise introduced by RV adds to the background
noise of the system. If excess noise free resistances are used for RV
when dealing with the flicker noise components from the DUT this
might not be a problem. In some cases, however, it is possible to
connect a second DUT (nominally identical to the other) so that we
essentially double the useful noise signal by measuring two samples
at the same time.

As it is apparent, dealing with BJT input low-noise amplifiers,
because of the need for DC coupling to the DUT, can be quite com-
plicated. From this point of view, dealing with JFET input low-noise
amplifiers could be much easier, since in this case, because of the
very small level of EICN for these devices, AC coupling to the DUT
is seldom a problem. Note that the second stage of the amplifier in
Fig. 9 can be regarded as a low-noise, JFET input amplifier that is
AC coupled to the noise source by means of the AC filter C12R2. The
topology of the second stage of the amplifier in Fig. 9 is indeed the
basis for a number of ultralow-noise JFET input amplifiers reported
in the literature.105,112,113

From Fig. 9, it could be argued that designing a custom ultra
now noise amplifier is not a straightforward process, since a large
number of components are required and obtaining stable oper-
ation can be a quite difficult task. However, obtaining excellent
noise performances is not necessarily a synonymous of large circuit
complexity. For instance, the ultralow-noise amplifier developed in

FIG. 12. Bridge bias configuration for DC coupling to a low noise amplifier. RV
must be adjusted to minimize the DC voltage between nodes a and b in order to
avoid saturation of the voltage amplifier VA.
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FIG. 13. An ultralow-noise voltage amplifier with an input stage based on low
noise discrete JFETs. Notwithstanding the simple topology and the low component
count, the amplifier is characterized by excellent noise performances. Reproduced
with permission from G. Cannatà, G. Scandurra, and C. Ciofi, Rev. Sci. Instrum.
80, 114702 (2009). Copyright 2009 AIP Publishing LLC.

Cannatà et al.108 whose schematic is reproduced in Fig. 13, was pre-
pared with ease of reproduction in mind. As it can be noticed, the
component count is very low while the performances in terms of
EIVN, as reported in Fig. 14, are excellent, for a JFET input ampli-
fier. As an example of the gain that can be obtained in terms of
reduced background noise, the EIVN of the commercial SR560 low-
noise amplifier at 1 Hz (that is at the lowest frequency specified by
the manufacturer) is about 30 nV/

√
Hz (0.9× 10−15 V2/Hz), while in

the case of the amplifier in Fig. 13, at the same frequency, the noise
level is 1.4 nV/

√
Hz (20 × 10−18 V2/Hz), with a gain in sensitivity of

more than 26 dB. A fully differential input version of the circuit in
Fig. 13 can be also built to allow noise measurements in a four wires
configuration.114

A circuit technique that is often employed to further reduce the
EIVN with respect to the one resulting from the characteristics of the
input active devices is that of connecting several of such devices in
parallel when designing the front end of a low-noise voltage ampli-
fier. This approach can be effective both in the case of BJT input
stages109 and in the case of JFET input stages.112,113 Assuming, as it

FIG. 14. Equivalent input noise measured with the amplifier in Fig. 13 with the input
shorted (curve SBN ) and when a 1 kΩ and 10 kΩ resistors are connected to the
input. Reproduced with permission from G. Cannatà, G. Scandurra, and C. Ciofi,
Rev. Sci. Instrum. 80, 114702 (2009). Copyright 2009 AIP Publishing LLC.

is reasonable, that the noise sources associated with each device are
uncorrelated, with reference to Fig. 15, we have that the parallel con-
nection of number M JFETs is equivalent to a Super JFET with PSDs
Seneq and Sineq, for the equivalent noise sources vneq and ineq, given by

Seneq =
Sen

M
; Sineq =MSin, (39)

where Sen and Sin are the PSDs of each of the equivalent voltage
sources vni and equivalent current source ini at the input of each sin-
gle device. This approach is effective as long as the EIVN remains the
most relevant contribution to the BN notwithstanding the increased
level of EICN. It must also be noted that paralleling M devices
means employing an overall bias current that is M times larger.
This might be a problem not only because, with battery-operated
system, the autonomy is reduced but also because of the increased
power dissipation that can create air convection in close proximity
with the input devices and increase the background noise because
of additional fluctuations due to thermal effects. Finally, paralleling
M devices also results in an increase, by the same factor, of the input
capacitance, and this can lead to an unacceptable reduction of the
bandwidth.

Paralleling devices in order to reduce the EIVN, at the cost of an
increase in the EICN, can be also obtained by directly paralleling the
inputs of amplifier and combining the output with a proper network.
This approach is effective when the amplifiers are very simple and
have small dimensions. Indeed, a modular approach that allows us
to combine voltage amplifiers based on operational amplifiers (with-
out discrete components) in order to reach EIVN levels compatible
with high sensitivity LFNM has been demonstrated.115 The modu-
larity, in this case, helps in balancing the desired level of BN with the
magnitude of the input capacitance, depending on the nature and
characteristics of the DUT.

Another possible approach for reducing the EIVN of a given
amplifier is that of employing a signal transformer interposed
between the DUT and the actual input of the amplifier, as shown in
Fig. 16.73 Within the pass-band of the transformer, the EIVN and the
EICN seen at the input of the transformer (vAB in Fig. 16) are modi-
fied as in Eq. (39) with M equals to the turn ratio n squared (M = n2).
Note, however, that the transformer also introduces noise (enT1 in
Fig. 16) due to the parasitic resistance of the primary winding that,
for transformers to be employed at very low frequencies (below a
few Hz), may be in the order of a few ohms. The bridge configu-
ration is necessary to compensate for the DC drop across the DUT
(RDUT in Fig. 16) since no DC voltage can be present at the input
of the transformer. The presence of the bridge, besides complicating
the set-up procedure (any time the bias is changed, for non-linear
DUTs, Rv needs to be adjusted to null the DC component of VAB),
causes the increase of the background noise because of the thermal
noise introduced by RV , as we have discussed before. It has however
been shown that the bridge connection can be avoided by employ-
ing a supercapacitor as a DC blocking device.116 It must be noted
that noise in supercapacitors depends on the phenomena occurring
in the electrode–electrolyte interface. A thorough model of noise
phenomena within this interface was proposed by Hassibi et al.117

Flicker noise in healthy and charged supercapacitors is generally not
observed due to its low intensity as in other electrochemical devices
(e.g., healthy and charged batteries). While effective in specific cases,
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FIG. 15. Parallel connection of several
JFETs devices for obtaining an equiv-
alent JFET (Jeq) with lower equivalent
input voltage noise.

FIG. 16. A low noise voltage amplifier
with transformer coupling at the input.
Reprinted with permission from Achten-
berg et al., Measurement 190, 110657
(2022). Copyright 2022 Elsevier.

transformers to be employed in LFNM are bulky pieces of equip-
ment and, besides, commercial availability for such devices appears
to be quite limited.

Reduction of the EIVN can also be obtained without modifying
the available hardware, provided that at least two distinct and nom-
inally identical voltage amplifiers can be connected to the DUT as
in the simplified diagram in Fig. 17, by resorting to the properties of
cross-correlation.118–120 At the outputs vo1 and vo2 we have

vO1 = vc + vi1

vO2 = vc + vi2,
(40)

where

vc = AV[viD + (in1 + in2)ZD]; vi1 = AV vn1; vi2 = AV vn2. (41)

This means that the outputs vo1 and vo2 are the sum of a common
component (vc) a different uncorrelated component vi1 and vi2 is
added to each of them. In this situation, the mathematical cross spec-
trum SO12 between the noise signals at the outputs of the amplifiers
would be

SO12 = ∣AV ∣
2
[SiD + (Sin1 + Sin2)∣ZD∣

2
]. (42)

This mean that, if the contribution from the current noise sources
at the input of the amplifiers can be neglected with respect to SiD,
by taking the cross spectrum between the two outputs, we can esti-
mate the noise generated by the DUT while completely rejecting the
contribution of the noise sources at the inputs of the amplifiers, no
matter how large their PSD. This is a quite interesting approach, and
in favorable conditions, the noise generated by the DUT can be cor-
rectly estimates even if its PSD happens to be orders of magnitude
below that of the equivalent input voltage noise of the amplifiers.

The way in which the cross spectrum can be estimated in actual
experiment is quite similar to the way in which the power spectrum
is estimated. In power spectrum estimation, as discussed before, after
calculating the DFT Y(k) of the sequence y obtained applying a
proper window to an input sequence of length N, the squared modu-
lus ∣Y(k)∣2 = Y(k) Y∗(k), apart from a proper scale factor, represents
an estimate of the PSD of the noise signal at the frequency fk. In
the case of cross spectrum estimation, we start from the sequences
y1 and y2 obtained applying the same window to the simultaneously
sampled signals at input 1 and input 2. After calculating the DFTs
Y1(k) and Y2(k), the quantity Y12(k) = Y1(k) Y2

∗(k), apart for a
proper scale factor, represents an estimate of the cross spectrum SO12
at the frequency fk. As in the case of the PSD estimation, averaging

FIG. 17. Measurement configuration for
exploiting the properties of cross correla-
tion. The DUT is connected at both the
inputs of two nominally identical voltage
amplifiers.
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Y12(k) over a number of sequences is necessary in order to reduce the
error in the estimate. The fact is that, in the case in which the uncor-
related noise component is dominant with respect to the correlated
one, that is, with reference to the example before (and assuming
Sin1 = Sin2 = 0 for the sake of simplicity), in the case in which we
have

Sen1 ≈ Sen1 = Sen; Sen ≫ SiD, (43)

the error Serr in the estimate of SiD decreases with the number M of
records according to118

Serr =
Sen
√

M
. (44)

As we have discussed before, the time required to perform M records
depends on the resolution bandwidth Δf chosen for the estimate of
the PSD or of the cross spectrum. Let us assume that we start with
Sen ten times larger than SiD and that, as in the example at the end of
Sec. II, we select fmin = 100 mHz and Δf = fmin/10 = 10 mHz (record
length = 100 s); if we require Serr to reduce to 5% of SiD, we need
a reduction factor of 200 that can be obtained with M = 4 × 104,
with a required measurement time in excess of 46 days! This exam-
ple serves as a warning about the fact that cross correlation, because
of the very long measurement times that are involved, can only be
moderately useful in noise measurements at very low frequencies
and that even when applying cross correlation, is it extremely impor-
tant to start with amplifiers characterized by the lowest possible level
of background noise. Note that the cross-correlation approach can
be extended to the case of H > 2 amplifiers connected to the DUT,121

obtaining a reduction in the residual error, with respect to the case
of H = 2 and for the same measurement time, by a factor rH ,

rH =

√
H(H − 1)

2
. (45)

The techniques briefly discussed earlier can be combined together to
minimize the background noise in specific situations. For instance,
cross correlation applied to a pair of transformers coupled low-noise
amplifier has been proven to be effective for the characterization of
the low-frequency noise in very low equivalent resistance infrared
detectors.73 The possibility of combining amplifier paralleling and
cross correlation to more than two amplifiers connected to the DUT
has also been investigated.122

IV. HIGH IMPEDANCE DEVICE UNDER TEST
When dealing with the DUT of high impedances, the DUT is

biased at a constant voltage and the current fluctuations are typically
amplified by means of an operational amplifier (OA) based tran-
simpedance stage as in Fig. 18(a). Save that for special cases, that
will be discussed later on, there is usually no need for discrete-device
based input stages and a number of easily available off-the-shelf
operational amplifiers can be used in the circuit in Fig. 18(a). For
biasing the DUT at the desired DC voltage VD = VB, we take
advantage of the virtual short between the inputs of the OA. The
alternative configuration in Fig. 18(b) can be used, in which case
we have VD = −VB. Both configurations are used in actual mea-
surements. The main difference between the two is that in the case

of Fig. 18(a) the bias current is supplied by the bias source VB,
while in the second case VB supplies only the bias current to the
non-inverting input of the OA. Because of this, it is easier to fil-
ter the noise at the output of VB by interposing a simple passive
filter between VB and the non-inverting input. On the other hand,
we have, for the DC voltages VTOA and VTOB at the output of tran-
simpedance stage with the input configuration in Figs. 18(a) and
18(b), respectively,

VTOA = −
RR

RD
VB; VTOB = (1 +

RR

RD
)VB; RD = ZD( f → 0). (46)

From Eq. (46), it is apparent that ∣VTOA∣ is always smaller that ∣VTOB∣,
and this means that, for the same dynamic range of the OA, the
interval of possible values for VB in the configuration in Fig. 18(a) is
larger than that for the configuration in Fig. 18(b). As we have done
in the case of the voltage amplifier, we can obtain, from Fig. 18(a),
an estimate of the PSD of the equivalent input voltage and current
noise sources in the representation in Fig. 18(c) in terms of the noise
sources associated with the operational amplifier, to the feedback
resistance RR and to the bias sources. As before, we will assume that
all noise sources are uncorrelated, which we are operating at fre-
quencies above the cut-in frequency fcin = 1/(2πCA2RA2) of the AC
coupling filter CA2RA2 and that the gain AR1 = −RR (calculated with
respect to the noise signal iDn) of the transimpedance stage is suffi-
ciently large to make the noise contribution of the AC filter and of
the second stage negligible. With respect to the case of the voltage
amplifier discussed before, we have the complication that even with
all noise sources uncorrelated in Fig. 18(a), the equivalent sources
vn and in in Fig. 18(c) are not uncorrelated. In order to obtain the
correct expression for the background noise we will proceed by ide-
ally replacing the noise sources with deterministic sources so that we
can obtain the transfer function from each noise source toward the
output of the amplifier. Exploiting the equivalent representation in
Fig. 18(c), we have

vo = (iDn + in + vnYD)AR; YD =
1

ZD
; AR = −RRAV2. (47)

For the input configuration in Fig. 18(a), we have

inα = −in− −
vnOA

RR
−

vnRR

RR
; vnα = vnB − vnOA, (48)

where inα and vnα are the expressions to be used in Eq. (47) for in and
vn, respectively.

In the case of the alternative bias circuit in Fig. 18(b), we have

inβ = −in− −
vnOA

RR
−

vnRR

RR
−

vnB

RR
; vnβ = −vnB − vnOA, (49)

where inβ and vnβ are the expressions to be used in Eq. (47) for in and
vn, respectively.

Since here we are interested in the intrinsic noise performances
of the transimpedance amplifier, we will assume a noiseless bias
source (vnB ≈ 0, obtained, for instance, resorting to a battery) so
that the expression of vn and in are the same in both cases. In order
to evaluate the equivalent input background noise SiBN , we need
to evaluate the power spectrum of the term in + vnYD taking into
account the correlation between the two terms. We have

SiBN = Sin + Svn∣YD∣
2
+ Sic, (50)
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FIG. 18. Typical configuration of a tran-
simpedance amplifier for current noise
measurements on large impedance
DUTs (a); an alternative bias configu-
ration (b); and the reference circuit for
the determination of the equivalent input
noise sources is shown in (c).

where the term Sic comes from the correlation between in and vn,

Sic = 2SnOA
R(YD)

RR
, (51)

and Sin and Svn are the PSD of in and vn respectively, that is (in the
assumption of noiseless bias supply),

Sin = Sin− +
SnOA

R2
R
+

SnRR

R2
R
= Sin− +

SnOA

R2
R
+

4kT
RR

, (52)

Svn = SnOA, (53)

where Sin− is the PSD of in− and SnRR is the PSD of the thermal
voltage noise generated by the resistance RR.

The expressions obtained so far are useful because they clar-
ify how each noise source contributes to the equivalent input noise
sources in the equivalent circuit in Fig. 18(c), but as far as the rela-
tive weight of each source is concerned, it is more useful to have a
compact expression for SiBN as follows:

TABLE I. Selected noise characteristics of a few low noise operational amplifiers.

OA Input stage
EIVN@1 Hz
(nV/
√

Hz)
EICN@1 Hz
(pA/
√

Hz)

LT1128 Bipolar 1.5 14
OP27 Bipolar 6.0 4.7
AD743 JFET 25 0.1
TLC2201 MOSFET 60 0.6 × 10−3a

TLC070 MOSFET 90 0.6 × 10−3a

aEICN is not specified vs frequency in the data sheet. The reported noise level
corresponds to the shot noise due to the bias current (1 pA).

SiBN = Sin− +
4kT
RR
+

SnOA

R2
R
∣1 + RRYD∣

2. (54)

From Eq. (54), it is apparent that increasing RR always results in a
decrease in SiBN . As we have observed earlier, the maximum value of
RR is limited by the fact that the voltage drop across RR due to the
bias current must remain within the limits allowed by the dynamic
range of the OA in the transimpedance stage. Even in the case in
which a low bias current could allow to employ resistances in the GΩ
range, the intrinsic parasitic capacitance associated with the feed-
back resistance can severely limit the bandwidth of the amplifier. For
instance, a 1 GΩ resistance with a parasitic capacitance in parallel of
2 pF would result in a high frequency corner below 100 Hz, and this
may be unacceptable in some applications. For this reason, typical
values of RR seldom rise above a few hundred MΩ. With values of
RR above 10 MΩ, the contribution to the background noise coming
from the thermal noise of RR in Eq. (54) is below 41 fA/

√
Hz at room

temperature. When we take into consideration the other terms in
Eq. (54), we observe that, ideally, we would like to have low levels
of both equivalent input current noise and equivalent input volt-
age noise for the operational amplifier. Unfortunately, when we look
at the best low-noise operational amplifier available on the market,
current noise and voltage noise follow different trends depending
on the nature of the input stage of the OA. Table I lists the perfor-
mances in terms of EIVN and EICN at 1 Hz for five commonly used
low-noise operational amplifiers: two amplifiers with bipolar input
stages (OP27 and LT1118), one amplifier with JFET input stage
(OP743), and two amplifiers with MOSFET input stages (TLC070
and TLC2201).

The devices in Table I are ordered from top to bottom for
increasing EIVN. In the case of the MOSFET input OA, the reported
EICN corresponds to the shot noise due to the input bias cur-
rent (1 pA), and it is not specified vs frequency mostly because
it is extremely difficult to perform a direct measurement at these
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extremely low levels. If we assume that the modulus of the prod-
uct ∣RRYD∣ is not much larger that unity (save that for special cases
that will be discussed in a moment, this is a reasonable assump-
tion at low frequencies), from Eq. (54), it can be easily obtained
that the contribution from SnOA is relevant with respect to the con-
tribution coming from RR only if SnOA is in the same order of the
thermal voltage noise of the resistance RR. For RR = 10 MΩ, we have
a thermal noise of about 400 nV/

√
Hz, and this means that even the

largest values of EIVN in Table I can be tolerated. Our choice in the
selection of the OA should therefore be based on the level of cur-
rent noise. Indeed, when MOSFET input operational amplifier are
used, the measurement of the background noise with YD = 0 (no
DUT connected to the system) often coincides with the noise intro-
duced by the feedback resistance. It is important to note, however,
that in DUTs characterized by high impedance at very low frequen-
cies, as the frequency increases the impedance is usually dominated
by the capacitive component of the impedance and by the unavoid-
able parasitic capacitances that appear in parallel to the DUT simply
because of its physical structure and the way in which it is con-
nected to the amplifier and to the bias source. This means that, as
the frequency increases, since ∣YD∣ increases, the contribution from
SnOA may become significant. Note, however, that, as the frequency
increases, the value of SnA generally decreases toward a plateau in
the order of 10–20 nV/

√
Hz for most low noise MOSFET input

operational amplifies. In order to get a sense of the weight of the
contribution coming from the EIVN of the operational amplifier,
we may refer to Fig. 19(b) where we report the result of SPICE sim-
ulations performed on the trans-resistance stage in Fig. 19(a) where
we are assuming that the DUT is an ideal capacitor with a capaci-
tance of 100 pF. The simulated operational amplifier is a TLC070,
and the feedback resistance RR has a value of 100 MΩ. Note that
we have added a capacitance CR that is meant to reproduce the
unavoidable parasitic capacitance in parallel with RR in actual cir-
cuits. Since we are performing simulations, we can initially assume
CR = 0 and we can simulate the overall SiBn and the contribution
from SnOA in this ideal condition [curves in blue in Fig. 19(b)]. Note
that SiBn is obtained from the simulated PSD of the output noise
divided by the ideal expected gain, with no correction for the actual
frequency response of the system at higher frequencies. While this is
not correct, in principle, it offers the advantage that we can discuss

in terms of SiBn (which is the correct one within the flat bandwidth of
the amplifier) while maintaining, for the reported spectra, the same
shape that would be recorded by a spectrum analyzer connected at
the output of the system.

As it can be seen when looking at the blue curves in Fig. 19(b),
SiBn essentially coincides with the thermal current noise of the feed-
back resistances up to a few hundred Hz, until the rise of the
contribution from SnOA, because of the increase in ∣YD∣, becomes
the dominant source of noise. It must be noted that this type of
behavior is seldom noticed in actual experiments. This is due to the
fact that when we include the parasitic capacitance associated with
the resistor RR (2 pF in the simulation, including intrinsic parasitic
capacitance and that resulting from the connection to the circuit
board), the shape of the measured spectrum changes [black curves
in Fig. 19(b)] and the increase in the input noise is typically hidden
by the overall decrease of the measured PSD at higher frequencies. It
must be noted that we could increase the value of RR to reduce SiBN
(note that a larger RR also reduces the effect of SnOA). However, if the
type of resistance remains the same and the circuit board remains
unchanged, it is reasonable to expect that the parasitic capacitance
does not change, resulting in reduction of the bandwidth by the same
amount by which the PSD of the background noise is reduced.

Techniques have been developed that allow to extend the band-
width by resorting to a number of circuit approaches intended to
compensate the effect of the parasitic capacitance across RR

123–126

that while effective may result in a significant complication of the
structure of the amplifier with respect to the relatively simple design
in Fig. 19(a). In addition, the limit to the largest value of RR that
can be used, given the desired maximum bias current, still remains.
Another approach that can be used to reduce the background noise
when the feedback resistance cannot be increased any further, either
because of limitations in the bias current or because the bandwidth
of the system would result too small, is to apply cross correlation
techniques as it is done in the case of voltage noise measure-
ments. For cross correlation to be possible and effective in the case
of current noise measurements, we need to resort to the circuit
configuration in Fig. 20(a).

Because of the virtual short at the inputs of the operational
amplifiers, the DUT ZD is biased with a constant voltage VB. At the
same time, and for the same reason, the noise signal iD generated

FIG. 19. Circuit for the simulation of the
background noise of a transimpedance
amplifier with a capacitive DUT (a);
simulation results (b).
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FIG. 20. Circuit configuration for the
application of cross correlation approach
to current noise measurements (a). Out-
puts v1 and v2 are used for the con-
ventional two-channel approach, while
outputs v3 and v4 are required for the
advanced four channels approach.127

The results of noise measurements in
a case in which the conventional two-
channel approach is not effective, but
the correct result can still be obtained
by resorting to the advanced approach
are reported in (b). The DUT is the par-
allel combination of a 1 MΩ resistance
with a 10 nF capacitance; RR1 = RR2
= 10 MΩ and the operational amplifiers
are TLC070. (a) and (b) are reproduced
with permission from Ciofi et al., Rev. Sci.
Instrum. 78, 114702 (2007). Copyright
2007 AIP Publishing LLC.

by the DUT flows through both RR1 and RR2, producing correlated
signals at the outputs v1 and v2. It can be shown127 that the noise gen-
erated by RR1 contribute to v1 only, while the noise generated by RR2
contributes to v2 only. Therefore, by performing cross correlation
between the outputs v1 and v2, the noise contribution from the gain
resistances RR1 and RR2 can be virtually eliminated. Unfortunately,
each of the equivalent input noise sources en1 and en2 contribute to
both outputs, so that their contribution is not eliminated by the cross
correlation and, with respect to the simple circuit in Fig. 18(a), their
contribution to the BN is essentially doubled. If the contribution
from the feedback resistances is eliminated, as it should be clear from
the previous discussion, the limit to the background noise becomes
the noise introduced by the EIVN sources of the operational ampli-
fiers [en1 and en2 in Fig. 20(a)]. In Ciofi et al.,127 a method involving
four channel cross correlation [involving the signals at the nodes
v1, v2, v3, and v4 in Fig. 20(a)] has been developed that allows us
to subtract the contribution from the EIVNs of the OAs to further
reduce the background noise of the system. To appreciate the poten-
tialities of this approach, the results of measurements performed on
the parallel combination of 1 MΩ resistor with (large) 10 nF capaci-
tance and with RR1 = RR2 = 10 MΩ are reported in Fig. 20(b). The
PSD of the current noise generated by the DUT in this situation
is constant and equal to the thermal noise corresponding to 1 MΩ
[level SID in Fig. 20(b)]. The DUT was chosen to obtain a prob-
lematic situation in which the EIVNs of the operational amplifiers
are indeed the dominant components of the BN even with respect
to the noise introduced by the feedback resistances. In such a sit-
uation, two-channel cross correlation between outputs v1 and v2
does not provide any significant improvement to the BN [S′12 vs
S′11 in Fig. 20(b)]. When the four channels correlation method is
applied,127 the correct PSD can be obtained [SI in Fig. 20(b)]. Note
that, as an alternative approach, when it is the EIVN of the OAs that
sets the BN level, as in the case of DUTs with large capacitances, it is
still possible to resort to a Super OA for the realization of the tran-
simpedance stage in which a JFET input stage is introduced to obtain
lower levels of EIVN at the cost of a slightly higher, but still tolerable,
EICN.128

V. NOISE MEASUREMENT SET-UP

Even assuming that we have the best low-noise preampli-
fiers available, performing LFNM requires that a number of steps
be taken in order to ensure that environmental disturbances do
not couple with the measurement chain introducing artifacts that
typically show up in the measured spectrum as additional noise com-
ponent that has really nothing to do neither with the noise generated
by the DUT nor with the BN introduced by the amplifiers and/or
the bias circuit. Electro-Magnetic Interferences (EMI), either radi-
ated or conducted, are of major concern when dealing with LFNM.
It is not just that radiated and conducted interferences within the
frequency band of interest can couple with different sections of the
measuring chain and appear as additional component of aleatory or
deterministic nature (AC power supply interferences are the typical
deterministic signal) present in the spectra and, because of window
leakage in spectral estimation, mask or distort the PSD we are inter-
ested in: there is a much more subtle effect that is due to radiated
interferences at frequencies outside the measurement bandwidth
being rectified by non-linearities in the measurement chain. What
typically happens is that higher frequencies EMI coupling with the
measurement systems are rectified because of non-linearities present
in the circuit, resulting in a signal that often falls within the mea-
surement bandwidth. Moreover, changes in the EMI intensity, as
can be caused simply by people moving close to the measurement
set up, result in a modulation of the down-converted signal, thus
making even more difficult the interpretation of the measurement
results.105 The obvious countermeasure to reject the effects of EMI
is to resort to careful shielding of the measurement environment.
Short of resorting to a shielded room, that is not a common facil-
ity, depending on the samples and on the available instrumentation,
shielding must be managed in different ways. A first distinction
depends on whether the samples are available as packaged devices,
or are however provided with leads for electrical connection, or need
to be contacted by idle probes. As a general rule, one should try
to recreate, as much as possible, a situation equivalent to that of a
shielded room, with all elements of the measuring chain protected
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FIG. 21. Hot plate design for allowing
external supply without conducted EMI.
The walls of the cavity in which the
heater is placed are topologically and
electrically part of the external surface of
the aluminum box. In this configuration,
the supply cable, as well as the cables
connecting to the PT100 temperature
sensor, does not cross the shielding sur-
face. Reproduced with permission from
Scandurra et al., Metrol. Meas. Syst.
26, 13 (2019). Copyright 2019 Author(s),
licensed under a Creative Commons
Attribution 4.0 License.

by the external environment. Ideally, the bias circuit of the DUT,
the DUT itself and the preamplifiers should all be enclosed in the
same shielded environment with the only wiring crossing the shield
being one or more BNC (or similar) connectors needed to connect
the output of the amplifiers to the input of the signal acquisition
system (either a benchtop spectrum analyzer or a PC controlled
sampling and elaboration system). The interference-protected envi-
ronment can be a metallic box with an internal volume sufficient to
host the DUT, the bias system and the preamplifier stages together
with the supply batteries. A common way to obtain a shielding box
with quite effective shielding capabilities is to resort to a sheet of
copper (1–2 mm thick) that can be cut or bended to form a box
of any desired shape (in terms of length, width and depth) or to
resort to commercially available aluminum boxes, with thicker walls
(4 or 5 mm) that are easily available on the market. If needed, the
copper (or aluminum) box can be further enclosed in another box
obtained from a sheet of nickel–iron soft ferromagnetic alloy with
very high permeability, commonly known as mu-metal that are more
effective in rejecting slow changing magnetic fields than copper (or
aluminum) boxes. Cobalt foil can be even more effective at low-
frequency range by keeping a much lower weight.129 There are cases,
however, in which not all the subsystem and their supply can be
contained in the shielded box. This can be the case, for instance,
of LFNM applied to advanced metallization interconnects, where
the samples have to be maintained at temperature as high as 300
○C during measurements.39 In cases such as this, the large size of the
batteries required to supply the hot plate in contact with the sample
for a few hours would require a shielded box of excessive size. On the
other hand, having the heather wires crossing the shielding surface
to reach an external power supply generally results in an unaccept-
able level of conducted EMI. A possible solution to this problem is to
resort to a configuration such as that reported in Fig. 21. The heater
for the hot plate is placed in a cavity inside an aluminum block whose
surface is topologically part of the external surface of the aluminum
box acting as a shield. For this reason, the wires delivering power to
the heater, together with the wires connecting to the PT100 sensor
for temperature reading, never cross the shielding surface.42

Ideally, also the data acquisition and elaboration system should
be included in the shielded environment. Optical fiber data cable
could be used in this case for system configuration and to extract
measurement data. This situation would indeed be essentially equiv-
alent to using a shielded room for performing noise measurements.

While this approach may appear an overkill in a number of sit-
uations, thanks to the development of efficient data elaboration
libraries such as QLSA103 and the fact that nowadays single board
computers are available with sufficient computational power and
reduced power consumption, it has been indeed demonstrated in
Ref. 130.

When it comes to devices that have to be contacted by probes,
the obvious complication lays in the fact that we need a probe sta-
tion for contacting the DUT that is a part of the measurement system
and needs, therefore, to be enclosed in a shielded environment. If the
DUT has a limited area, however, compact solutions such as the one
reported in Fig. 22 can be developed. The system in Fig. 22 is essen-
tially a micro-probe station that can host a sample with a maximum
lateral size of 5 cm with up to four probes for contacting the DUT.
The bias circuits and the preamplifiers are located in the bottom
section while the aluminum cover of the top section can be removed
for contacting the sample and put in place during measurements for
obtained effective shielding against EMI.131

When dealing with samples that are contacted by probes, one
issue that needs to be addressed is the high level of noise that is
created at the probe-pad contact. The noise generated at the point
contact increases with the current supplied by the probe and can
be so large that can completely mask the noise generated by the
DUT.132 Because of the dependence on the current, point contact
noise shows up as a problem in voltage noise measurements on
low impedance DUTs biased with a relatively large current. A typ-
ical example is noise measurements in metallic lines at wafer levels
for the characterization of electromigration. A way to address this
issue is to resort to four probe measurement set up together with
a low noise active current source for biasing the DUT instead of
the combination of a battery and a resistance in series as in Fig. 3.
It can be indeed demonstrated that a very large dynamic output
resistance for the current source, besides an extremely low level of
current noise, is of fundamental importance for reducing the effect
of contact noise.133,134

We have observed before that, when we are interested to fre-
quencies below 1 Hz and high accuracy is required in the estimation
of the spectra, LFNM can be quite time consuming because of the
long measurement time required to accumulate enough time records
to reduce the statistical error down to an acceptable level. The actual
measurement process, however, can only start after the sample has
been contacted and placed in the shielded environment and all
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FIG. 22. Microprobe for LFNM on lead-less devices (a). Bias circuits and low noise amplifiers are located in the bottom section, as shown in the cut view in (b). The system
components are the two top plates (1) of two separate aluminum boxes (2 and 5) screwed together to form a supporting structure; a ferromagnetic base (6) covered by a
PTFE layer for insulation (9) on top of which the sample holder (7) can slide tanks to magnets (8) for coarse positioning; a standard tungsten probe tip (10) embedded in an
insulating block (11) connected to a three axis micromanipulator (12). The signal from the probe is routed toward the low noise amplifier input (3) by means of a coaxial cable
(13) and an insulated pass through (14–17) that can be rapidly disconnected to reach the bottom section of system. A battery pack (4) is used to power the low noise amplifier
section (3) and the output(s) is(are) sent to the spectrum analyzer via BNC connectors in the bottom section (18). Once the probes have been positioned, the upper shield
is put in place with both the sample and the front-end electronics shielded from the environment. Reprinted with permission from Ciofi et al., IEEE Trans. Instrum. Meas. 52,
1533–1536 (2003). Copyright 2003 IEEE.

transients, including thermal stabilization of the measurement envi-
ronment, is reached. Moreover, the fact that batteries are typically
used to supply all the noise sensitive sections of the measurement
chain (bias and preamplifiers), there is also the time required to
recharge the battery packs. This means that, within the capabilities
of a small to medium sized research laboratory, the number of mea-
surements that can be completed in a given time can be quite limited.
In order to improve the statistical significance of the results or to
expand the test space (i.e., the number of bias points and the test
temperature for a given DUT), some degree of automation would be
beneficial. Since the typical activity in a nonindustrial research lab-
oratory is that of understanding the noise behavior of new devices
and/or searching for interpretative models of the recorded noise,
each single available device is usually tested ad several bias points
and, possibly, several temperatures. In this context, system automa-
tion for changing the DUT is not really useful, since several hours (in
some cases several days) can be spent in order to collect noise data at
all selected bias points and temperatures. As it can be easily under-
stood, in light of the discussion in the previous sections, the design
and implementation of programmable voltage or current sources to
be used in LFNM system is not an easy task since the noise intro-
duced by such systems can significantly contribute to deteriorate the
background noise of the system. The noise generated by solid state
voltage references and digital-analog converters can be many order
of magnitudes larger than the equivalent input noise voltage of volt-
age preamplifiers for LFNM. As an example, the low noise AD667
DA converter by analog devices is characterized by an output noise
in the order 10−11 V2/Hz at 100 mHz, while the best JFET input
low noise amplifiers can reach noise levels below 10−15 V2/Hz at the
same frequency,110 which is more than 40 dB below. Approaches for
obtaining programmable low noise voltage sources essentially fall
within two main categories. In a first approach, we can start by a
very low noise voltage reference, typically a battery that does not

supply any current or a solid state circuit that can behave as a very
low noise voltage references by avoiding Zener diodes.135 Starting
from the low noise reference, a discrete component DA converter
can be built to obtain extremely low levels of noise compared to
integrated DA converters.136 While this approach can be effective,
it is quite complicated in terms of the required circuitry and large
number of components required. The other approach is to start
from an integrated DA converter and employ a low pass filter and
a low noise buffer for filtering out the excess noise in the frequency
range of interest.137–140 In this second case, the main challenge to
be addressed is the fact that for a low pass filter to be effective in
reducing the noise by about 40 dB at 100 mHz, the low pass filter
frequency corner must be placed at about 1 mHz, thus resulting in
extremely long transients whenever the voltage setting is changed.
For this reason, a number of different approaches have been pro-
posed for speeding up the transient phase. When it comes to current
sources, most approaches are for obtaining low noise are based on
the classical configuration that employs a low noise JFET together
with a voltage source and an excess noise free resistor for setting the
DC value as in Fig. 23. The DC flowing through the DUT is given by

ID =
VB − VGS

RS
. (55)

The floating voltage source VB can be a battery (that acts as a ref-
erence supplying a negligible current) or can even be missing (VGS
< 0 for the JFET in Fig. 23), in which case the supplied current
depends on the DC characteristics of the employed JFET. In princi-
ple, one could replace the reference voltage VB with a programmable
low noise voltage source, thus obtaining a programmable low noise
current source, but the fact the voltage source VB must be a float-
ing source (with no connection to ground) complicates the design,
since separate battery packs should be used for the programmable
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FIG. 23. Reference circuit for the realization of a low noise current source.

reference voltage and for the rest of the circuit in order to obtain
different grounds. To overcome this complication, a programmable
low noise current source has been proposed that is made of a set of
current sources like the one in Fig. 23, all with VB = 0 and whose out-
put can be switched toward the DUT by means of a set of switches,
thus essentially implementing a low noise, discrete component, cur-
rent output DA converter.141 While the approach is effective, the
system is quite complex with a relatively large number of compo-
nents. Thanks to the fact that LEDs coupled to integrated solar cells
have become recently available, it has been possible to demonstrate
that using such devices it is indeed possible to obtain a floating pro-
grammable voltage reference that can be used in place of VB in
Fig. 23, thus obtaining a quite compact programmable low noise
current source.110 Carefully designed operational amplifier based
voltage to current converter can also be used to implement a pro-
grammable low noise current source.133 Depending on the level of
noise generated by the DUT, it might not be necessary to resort
to dedicated low noise bias systems, and standard instrumentation
already available in the laboratory can be used to build an automated
low noise measurement system. This is, for instance, the case with
organic FETs as discussed in Giusi et al.142

VI. LOW FREQUENCY NOISE MEASUREMENTS
FOR SENSING

The basis for employing LFNM as a sensitive diagnostic tool in
the investigation of the quality and reliability of electronic devices

is the fact that the noise at the terminals of a DUT carries infor-
mation about the detailed structure and the defects with which the
charge carriers interact along their path. If the structure or the defect
density changes among nominally identical devices in a production
line, this can be an indication of the insurgence of a problem in
the manufacturing process. For the same reason, if a device under-
goes microstructural modification because of stress, this fact can
be revealed by LFNM, and this is the reason why noise measure-
ments are employed as a reliability probe. Compared with more
conventional techniques, typically based on the measurements of
the voltage current characteristics of an electron device, LFNM are
typically characterized by higher sensitivity so that changes in the
shape and amplitude of the noise spectra are observed well before
they can be reliably identified by means of DC characteristics.44

When it comes to sensor devices, we can think of them as electronic
devices that undergo a change in their internal conduction mecha-
nisms due to a change in their environment. There is therefore no
surprise in the fact that their noise characteristics also change and
that noise measurements, particularly low-frequency noise measure-
ments, can reveal such changes with higher sensitivity with respect to
other approaches. More importantly, a gas sensor exposed to differ-
ent mixtures of agents can provide the same DC response, but since
we can reasonably expect that each chemical species interacts at a
different rate and, possibly, with different active sites within the sen-
sor matrix, these differences, should result in different noise spectra.
This basic idea was first tested in the mid-nineties, providing early
evidence that LFNMs could indeed be used as a sensing probe and
that difference in the detailed shape of the spectra could allow the
discrimination among different species using a single sensor.143,144

Since then, sensing by means of LFNM, has become known as Fluc-
tuation Enhanced Sensing (FES). The first technical work where
a FES system was proposed and mathematically and experimen-
tally analyzed and tested as a practical tool, was published in the
year 2000145 and patents where FES plays a major role have been
granted.146–148 Over the past few years, FES has received noticeable
attention, as discussed in a recent review on the subject.95 One of the
difficulties in the widespread implementation of this technique lays
in the fact that minute features in the recorded spectra (typically a
number of small repeated changes in the slope of the spectrum along
what otherwise appears a typical flicker spectrum) have to be clearly
identified, and this requires that measurement errors to be reduce to
a minimum. As we have abundantly observed so far, there are many
unavoidable sources of error when performing LFNM. These errors
come from the very process of spectra estimation (statistical errors
and systematic errors) and from the noise introduced by the instru-
mentation. A clear understanding of spectrum estimation process,
together with the ability of designing dedicated instrumentation for
obtaining the minimum background noise for a given class of sen-
sors are of paramount importance in the further development of this
quite promising technique. On the other hand, sensor optimization
to enhance the sensitivity and selectivity of FES is a path that can be
pursued as well.

Two-dimensional materials (2D) are highly interesting in tech-
nology and science due to their unique physical characteristics,
related to repeatable structure, low dimensions, and high ratios
of the active area to their volume. We can utilize their physical
attributes for sensing different quantities149 or for the realization
of other electronic devices (e.g., supercapacitors,150 high-frequency
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elements151). One aspect of 2D materials that is directly relevant
for the subject of this paper is the fact that their inherent noise is
relatively high. This can be a limitation when designing electron
devices for the realization of operating circuits, but can also be an
opportunity when sensors are being developed.152 Noise phenom-
ena, specifically low-frequency noise, are related to the quality of the
2D structures and to any physical phenomena that can interact with
such structures. Hence, we must consider noise impact on 2D mate-
rials applications and investigate the mechanisms of flicker noise
generation to reduce its effects in some cases (circuit design) and
to exploits its potentialities in some other cases (advanced sensors
design). We underline that these materials offer new opportunities
for fundamentals of noise mechanisms studies because we can make
the film of thickness up to a single atom layer and modify concen-
trations of charge transfer153,154 so that it will be possible to associate
the noise produced to the structure of the device in a more detailed
way. However, since most of these materials have only recently
become available, the detailed mechanisms of noise generation are
still not fully recognized. Their 2D structures (Fig. 24) reveal numer-
ous interesting properties for 1/f noise generation because of specific
scattering mechanisms or charge trapping for different conduction
mechanisms, from metallic (e.g., graphene) to semiconducting (e.g.,
MoS2, WS2, MoSe2, WSe2, ZrS3, 1T-TaS2) materials.

It is known that some structural imperfections, even when
present within a single-atom-thick layer, result in better gas sensing
properties by 2D materials since they act as adsorption and desorp-
tion centers for ambient gas molecules. These centers can be used
to identify different gas molecules by means of LFNM.155 Balandin
observed in monolayer graphene devices, with an area of about tens
of square μm exposed to gas, a low frequency noise component with
a Lorentzian spectral density, which allows identifying a specific
ambient organic vapor (e.g., ethanol, ether, and acetone). The char-
acteristic frequencies were between dozens of Hz up to a few kHz
and were identified, giving repeatable results. Noise in graphene can
be relatively easily observed because of its high intensity compared
with other 2D materials (e.g., MoS2).156,157 A graphene layer can be
used as a channel in a back-gated graphene field-effect transistor
(GFET). The GFET source–drain resistance is only about a few kΩ,
and we can easily record its noise simply because of its relatively high
intensity, compared to other more conventional electronic devices.
A similar case is observed when we measure flicker noise in carbon
nanotube networks exhibiting gate effect and having an even minor
resistance (in the range of hundreds of ohms).158 There is evidence

that mobility fluctuations mainly generate noise in graphene because
of its non-monotonical dependence on the magnetic field.159 Noise
in GFET can be measured by using a low-noise voltage amplifier and
a loading resistor connected in series with the GFET that directly
operates as a gas sensor.160 The input of the voltage amplifier is con-
nected at the drain of the FET, with the source grounded, to detect
the voltage fluctuations. We determine that the observed fluctua-
tions are generated by resistance fluctuations within the graphene
structure when their power spectral density is proportional to the
squared DC voltage across the sensor (voltage between drain and
source terminals). When dealing with two terminal devices based on
carbon materials, the conventional configuration for current noise
measurements in Fig. 18 can be used.156 Setup for operating with
this type of sensors capable of measuring, at the same time, the DC
response and the PSD of the noise produced by the sensor during
the sensing phase have been demonstrated.161,162

Noise in GFETs is susceptible to ambient atmosphere and
changes because of aging in a humid atmosphere. We have discov-
ered that this detrimental effect can be reduced when graphene is sit-
uated over 2D electron gas by utilizing graphene/AlGaN/GaN struc-
ture as in radio frequency switches operating as gas sensors.151,163 In
this way, the aging rate is reduced, and the sensor exposed to lab-
oratory air can preserve its sensing properties for months. Instead,
when graphene is located over a SiO2 dielectric layer, the graphene
needs to be cleaned in a deep vacuum every 2–3 days to remove
adsorbed gas molecules (H2O, O2

−). The aging effect of the gas sen-
sors is observed by keeping the same noise level at different ambient
atmospheres when the sensor’s active surface is covered by adsorbed
molecules (mainly water).

Interesting results can be observed for semiconducting 2D
materials because their physical properties can be modulated by UV
irradiation or metal doping.164 Flicker noise was studied in MoS2
samples in detail.165 Its low-frequency noise power spectrum den-
sity depends on the ambient atmosphere. Still, it is more difficult to
measure because of the higher DC resistances that require different
measurement setups that increase the vulnerability to external inter-
ferences. DC resistance of some semiconducting 2D materials can
reach a few hundreds of MΩ for some samples (e.g., ZrS3).166 2D
semiconducting materials exhibit 1/f noise generated by fluctuations
in charge number according to the McWhorter model.157

Graphene sensors are more appropriate for utilizing low-
frequency noise for gas sensing because of their lower DC resistance
and observed Lorentzian characteristic in response to various gases.

FIG. 24. Structures of 2D materials
considered for sensing and flicker noise
measurements: (a) graphene, (b) molyb-
denum disulfide (MoS2), and (c) trigonal
1T tantalum sulfide (1T-TaS2). The
following colors were used to represent
the atoms: carbon—gray, sulfur—yellow,
molybdenum—aquamarine, and
tantalum—purple.
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We have to apply different measurement circuits dedicated to such
resistances (e.g., in magnetoresistive magnetic sensors)167 when cor-
relation methods are used to reduce the inherent noise of the
measurement circuit. Another possible solution is to use a low-noise
JFET operational amplifier as in the case of the graphene gas sensors
but connected to its input and with a low-noise metallic resistor in
the feedback loop. High resistances require isolation of the input of
the operational amplifier by using a Teflon board to reduce possible
leakage currents flowing too extensively through an ordinary printed
circuit board.

Some 2D materials exhibit an exotic phenomenon called charge
density waves (CDW), which induces an additional 1/f noise com-
ponent.152 This component can be observed even at temperatures
close to room temperature in small samples locally heated by a bias
current. The increased temperature begins a phase transition that
induces quantum fluid of electrons observed as intensified flicker
noise component. This effect can be potentially used for sensing
applications. Still, it is an open question if 1/f noise at the transition
temperatures can be modulated by the ambient atmosphere (e.g., gas
or fluid). Therefore, flicker noise in the enumerated 2D materials
is worth a more thorough investigation. A change of noise inten-
sity during CDW phenomena is quite intense and can exceed one
order of magnitude of noise power spectral density.55 We under-
line that the CDW phenomena were observed when the 2D material
was placed between the metal electrodes by inkjet printing.168 This
technology is low-cost and can be quickly introduced into practical
applications.

VII. CONCLUSIONS
The field of potential application of LFNM is huge and it is

expanding, since noise measurements are especially useful for the
understanding of the behavior of the most advanced devices. More-
over, as we have discussed in the paper, new materials may allow
expanding the application of the technique for the development of
advanced sensing platforms. It is our experience that a clear under-
standing of all aspects of the low frequency noise measurement
process can be of great help in the optimization of the measure-
ment chain and even in the design of highly optimized measurement
devices and elaboration approach for overcoming the limitation of
commercially available instrumentation. For this reason, we have
provided what we believe to be a simple framework for the inter-
pretation of the mathematical process involved in the process of
spectral estimation by means of DFT based spectrum analyzers. We
have also discussed the problem of the measurement of the volt-
age and/or current noise generated by a DUT both in general terms,
highlighting the most important aspects to be addressed, and by pro-
viding specific application examples and proper reference for a more
detailed understanding of more advanced issues and case studies.
We have also illustrated application of LFNM in the field of sensing
that demonstrate the need for the development of more advanced
and more sophisticated approaches for instrumentation design and
data analysis. The field of LFNM related instrumentation is how-
ever a quite extensive one and cannot be covered in its entirety in
a single paper. Our choice has been to select those subjects that we
regard as the most fundamental ones for a clear understanding of
the measurement process and in obtaining repeatable and reliable
experimental results.
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