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Abstract
Conventional ultra-high performance concrete (UHPC) has excellent development potential. However, a significant quantity 
of  CO2 is produced throughout the cement-making process, which is in contrary to the current worldwide trend of lower-
ing emissions and conserving energy, thus restricting the further advancement of UHPC. Considering climate change and 
sustainability concerns, cementless, eco-friendly, alkali-activated UHPC (AA-UHPC) materials have recently received 
considerable attention. Following the emergence of advanced prediction techniques aimed at reducing experimental tools 
and labor costs, this study provides a comparative study of different methods based on machine learning (ML) algorithms 
to propose an active learning-based ML model (AL-Stacked ML) for predicting the compressive strength of AA-UHPC. A 
data-rich framework containing 284 experimental datasets and 18 input parameters was collected. A comprehensive evalua-
tion of the significance of input features that may affect compressive strength of AA-UHPC was performed. Results confirm 
that AL-Stacked ML-3 with accuracy of 98.9% can be used for different general experimental specimens, which have been 
tested in this research. Active learning can improve the accuracy up to 4.1% and further enhance the Stacked ML models. 
In addition, graphical user interface (GUI) was introduced and validated by experimental tests to facilitate comparable 
prospective studies and predictions.

Keywords Machine learning algorithm · Alkali-activated ultra-high performance concrete · Active learning algorithm · 
Compressive strength · Hyperparameter optimization

1 Introduction

For improving building and infrastructure operation and 
safety and satisfy sustainability standards, various engineer-
ing sectors must adopt environmentally friendly practices 
through technological innovations and scientific break-
throughs. Ultra-high-performance concrete (UHPC) was 
developed in the mid-1990s to meet these needs [1]. UHPC 
is a composite material based on ordinary Portland cement 
(OPC) that combines high-volume fractions of high-strength 
microsteel fibers with highly cementitious ingredients with 
a low water-to-binder (W/B) ratio. These materials provide 
advantages such as high durability, exceptional toughness, 
and extremely high compressive strength (> 150 MPa). Over 
the past 20 years, they have been used in the construction 
industry, including hydraulic and offshore structures and 
overlay materials. Bridges, restoration and retraining, and 
windmill towers are other useful applications of UHPC [2, 
3]. However, overusing ordinary Portland cement can result 

 * Farzin Kazemi 
 farzin.kazemi@pg.edu.pl

 * Doo-Yeol Yoo 
 dyyoo@yonsei.ac.kr

 Torkan Shafighfard 
 tshafighfard@imp.gda.pl

 Robert Jankowski 
 jankowr@pg.edu.pl

1 Faculty of Civil and Environmental Engineering, Gdańsk 
University of Technology, Ul. Narutowicza 11/12, 
80-233 Gdańsk, Poland

2 Department of Structures for Engineering and Architecture, 
School of Polytechnic and Basic Sciences, University 
of Naples “Federico II”, Naples, Italy

3 Institute of Fluid Flow Machinery, Polish Academy 
of Sciences, Generała Józefa Fiszera 14, 80-231 Gdańsk, 
Poland

4 Department of Architecture and Architectural Engineering, 
Yonsei University, 50 Yonsei-Ro, Seodaemun-Gu, 
Seoul 03722, Republic of Korea

http://crossmark.crossref.org/dialog/?doi=10.1007/s43452-024-01067-5&domain=pdf
http://orcid.org/0000-0003-2814-5482


 Archives of Civil and Mechanical Engineering           (2025) 25:24    24  Page 2 of 35

in significant carbon dioxide emissions, as the OPC within 
UHPC is approximately 5–7 times greater than that of con-
ventional concrete [4].

Recently, the development of enhanced concrete based 
on an alkali-activated method has been proposed for its 
sustainable and functional goals. The benefits of cement-
less alkali-activated UHPC (referred to as “AA-UHPC” 
hereafter) include a lower carbon footprint, lower heat of 
hydration while curing, waste reduction, and outstanding 
durability [5, 6]. The mechanical properties of AA-UHPC 
are similar to those of UHPC, but AA-UHPC outperforms 
UHPC in terms of sustainability. One of the most impor-
tant properties of UHPC structures is compressive strength 
because these materials are subjected to compressive loads 
in different applications. Abdellatief et al. [7] investigated 
geopolymer UHPC using fine ceramic waste with replace-
ments up to 22.5%. Their findings suggest that ceramic waste 
can be optimized for eco-friendly geopolymer UHPC with 
enhanced high-temperature resistance and minimal negative 
effects on mechanical properties and durability. According 
to Provis and Van Deventer [8], geopolymer binders emit 
carbon dioxide, which is approximately 50–80% less than 
that emitted by OPC binders. The binder material used in 
AA-UHPC does not include cement, as it uses fly ash (FA) 
and ground-granulated blast furnace slag (GGBS), which are 
inorganic materials rich in Si and Al, combined with alkaline 
activators to create binders [9]. However, some researchers 
have highlighted the importance of using AA-UHPC as an 
alternative to traditional cement-based UHPC for structures 
subjected to extreme loadings [10].

Extensive experimental studies have been conducted to 
understand the effects of various factors on the compres-
sive strength of AA-UHPC. An experimental study was 
conducted to investigate the compressive strengths of FA- 
and GGBS-based alkali-activated concrete with differ-
ent mix proportions [11]. Results showed that controlling 
factors such as GGBS/binder, W/B, and curing time had a 
more significant effect on the compressive strength of these 
materials than water content. In addition, the mechanical 
prediction model accurately captured the experimental case 
study. Different densities of GGBS-, and FA-based alkali-
activated concrete were developed based on mechanical test 
results [12]. Alkali-activated concrete has greater compres-
sive strength than regular concrete made of Portland cement 
with the same density. The benefits of adding reinforcing 
fibers were also highlighted, as the compressive strength 
of alkali-activated concrete with a 0.5% fiber volume frac-
tion was significantly improved. The effects of the addition 
of steel fibers on the mechanical attributes of AA-UHPC 
were thoroughly investigated [13]. The addition of steel fib-
ers did not necessarily increase the compressive strength 
of these materials, although the bond strength was signifi-
cantly affected. The compressive strength of AA-UHPC was 

further improved by adding more silica fume (SF) to the 
mixture [14]. The SF content was optimized such that the 
compressive strength of the cementless AA-UHPC reached 
that of the conventional UHPC. The decreased W/B due to 
the flowability improvement by water-reducing admixtures 
could increase the compressive strength of AA-UHPC.

A comprehensive experimental study was also conducted 
to investigate the compressive strength and stress–strain 
relationship of GGBS-based AA-UHPC subjected to various 
temperatures. The influence of the W/B ratio and steel fiber 
volume fraction  (SFV) on the mechanical properties of this 
material was investigated [15]. Regardless of the W/B ratio, 
the additional steel fibers improved this property, although it 
was negligible at higher temperatures. The effects of various 
Ca/Si ratios on the compressive strength of AA-UHPC were 
studied to achieve the sustainable development of UHPC 
[16]. The correlation between the compressive strength and 
Ca/Si ratio is not linear, as there is an optimum value (i.e., 
1.2) at which the material’s strength increases until it reaches 
this value and then sharply decreases. The investigation of 
different silica sand-to-binder (S/B) ratios in the range of 
0.16–0.8 was essential to developing a Ca-rich GGBS-based 
AA-UHPC with a compressive strength greater than 150 
MPa [17]. An optimum S/B ratio of 0.8 was achieved, result-
ing in a compressive strength of 160.7 MPa. The impacts 
of the precursor component and steel fiber dosage on the 
compressive strength of AA-UHPC were further examined, 
leading to the design and proposal of a new environmentally 
friendly material [18]. It was determined that the optimum 
value of the  SFV was 2.0%, balancing both the mechanical 
properties and material costs. In addition, the structural per-
formance of AA-UHPC, incorporating an industrial byprod-
uct with various quantities of sand, was studied using steel 
and polyethylene fiber reinforcement [19]. The maximum 
compressive strength of the material was achieved with a 
2.0%  SFV and a FA to binder ratio of 0.64. Expanding on 
these findings, it was observed that the interaction between 
different materials and their proportions plays a critical role 
in the overall performance of AA-UHPC. The integration of 
steel fibers significantly enhances the compressive strength 
and durability of the composite material [20]. Moreover, 
the inclusion of industrial byproducts not only contributes 
to the mechanical properties but also supports the sustain-
ability and cost-effectiveness of the construction materials. 
The exploration of these parameters is crucial for optimiz-
ing the mechanical properties of AA-UHPC and ensuring 
its applicability in high-performance structural applications.

Although extensive experimental studies have been con-
ducted on the development of cementless AA-UHPC, the 
experiments have some drawbacks, including time-consum-
ing testing, high labor/material expenses, and a limitation on 
the number of variables that may be tested. To find precise 
solutions to such complex difficulties, architectural and civil 
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engineers have resorted to alternative methodologies, nota-
bly computer methods based on artificial intelligence algo-
rithms [21–23]. Abdellatief et al. [24] studied geopolymer 
UHPC as innovative category of traditional UHPC designed 
to achieve ultra-high strength and sustainability using differ-
ent types of machine learning (ML) algorithms to forecast 
the compressive strength considering 113 experimental tests. 
Feature importance analysis revealed that steel fiber content 
and L/B ratio significantly affect compressive strength, while 
NaOH and silica fume also positively correlate with com-
pressive strength. Extra water and GGBS content, however, 
showed a low correlation. Key findings reveal that geopoly-
mer UHPC exhibits lower flowability than UHPC, though 
it remains relatively high, with notably faster setting times. 
Geopolymer UHPC achieves an early compressive strength 
of 101 MPa at 7 days, surpassing all UHPCs, and 133 MPa 
at 28 days, slightly lower than UHPCs, while the produc-
tion results in significant reductions in  CO2 emissions (up 
to 70%), embodied energy (up to 73%), and cost (up to 64%) 
compared to UHPC [25]. Therefore, there is a need to further 
explore alternative compositions for UHPC to enhance its 
sustainability and reduce costs while maintaining its supe-
rior mechanical properties.

Current data-rich frameworks for anticipatory design can 
be used to build useful patterns using ML techniques, a well-
known subfield of artificial intelligence [26–29]. Several 
studies have been conducted using ML to predict the mate-
rial characteristics of UHPC and alkali-activated concrete 
structures. Five different random forest (RF) ML models 
were developed to predict the compressive strength of alkali-
activated concrete, including blast furnace GGBS and coal 
FA. A significance analysis of the model was used to evalu-
ate various mix design factors. The compressive strength is 
primarily affected by the curing age and silicate modulus. 
A coefficient of determination of 89% was obtained using 
the proposed model. Similarly, the RF technique was used 
to predict the compressive strength of FA-based alkali-acti-
vated concretes, considering their physiochemical qualities, 
curing conditions, and mixing processes [30]. The results 
reveal that the RF model, once properly trained and its 
hyperparameters rigorously optimized, can generate high-
fidelity forecasts for both features of the new AACs. The 
coefficients of determination  (R2) and mean average error 
(MAE) were 0.944 and 2.013 MPa, respectively, when pre-
dicting the compressive strengths of the materials. Sequen-
tial learning has been employed to predict the compressive 
strength of alkali-activated construction materials contain-
ing FA-, and GGBS-based concrete [31]. RF and Gaussian 
process regressions were implemented separately with the 
three pipelines, and a comparative study was performed. 
The performance of the proposed models was outstanding, 
considering the time required for development and the lower 
research expenditures.

Accordingly, a comprehensive comparative study was 
performed using different ML models to predict the com-
pressive strength of AA-UHPC materials. To the best of 
the authors’ knowledge, this study is a pioneering work that 
considers the application of ML techniques to the impor-
tant mechanical properties of AA-UHPC materials. This 
study is a thorough comparative investigation utilizing ML 
techniques to demonstrate each method’s performance and 
integrate these methods into a stacked model. Twelve model 
metrics were used and the ML models were scored/ranked 
based on these indicators. Finally, a graphical user interface 
(GUI) is proposed for the first time for the convenience of 
researchers anticipating the target value.

2  Cementless AA‑UHPC

According to ASTM C1856 [32], UHPC must have a com-
pressive strength of at least 120 MPa. Thus, cementless 
AA-UHPC is often composed of tiny powders, aggregates, 
fibers, and different additives to achieve high compressive 
strength. As previously stated, AAC is a form of concrete 
that uses alkali-activated binders rather than OPC to achieve 
its mechanical properties. The ingredients that can be used in 
AA-UHPC production are summarized as follows:

• Alkali-activated binders are the main components that 
provide concrete with strength and durability. These 
binders are often derived from industrial byproducts, 
such as FA, GGBS, or other pozzolanic materials that are 
activated with alkali solutions. Common alkaline activa-
tors include sodium silicate (SS) and sodium hydroxide 
(SH).

• The aggregates are classified as fine or coarse. Fine 
aggregates may be fine sand or crushed stone, whereas 
coarse aggregates may be crushed stone or gravel. The 
aggregates used in concrete can affect its overall strength, 
density, and workability.

• SF is a byproduct of silicon and ferrosilicon alloy man-
ufacturing. It is frequently used as an additive in AA-
UHPC to improve its mechanical quality, reduce porosity, 
and boost durability.

• Superplasticizers are chemical additives that can be used 
to increase the workability of concrete while maintain-
ing its strength. This helps lower the W/B ratio while 
preserving flowability.

• An appropriate curing method is essential for the devel-
opment of AA-UHPC characteristics. Curing processes 
such as steam curing and high-pressure curing may be 
utilized, although the curing temperature is also known 
to be an effective factor.

• Steel or synthetic fibers have been added to AA-UHPC 
to increase its ductility and toughness. Depending on 
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the necessary qualities, steel or synthetic fibers can be 
employed.

It is crucial to note that the particular formulas and com-
ponents used in AA-UHPC may vary based on the intended 
qualities and availability of resources in different regions. 
Therefore, various factors can affect the compressive 
strength of AA-UHPC.

3  Research significance

In recent years, alkali activation has been regarded as a 
viable strategy for producing low-carbon and environmen-
tally friendly construction materials. Owing to the essential 
global measures toward sustainable designs, high-perfor-
mance concrete materials will eventually be completely 
replaced by AA-UHPC because of its superior performance 
and eco-friendly designs. However, similar to other novel 
materials, their mechanical properties should be thoroughly 
investigated. Artificial intelligence has become increasingly 
popular owing to its outstanding prediction capabilities, 
which have paved the way for the reduction of labor and 
material costs. The fewer the experimental tests conducted, 
the tidier the environment. Having numerous researches 
on UHPC and AA-UHPC materials, no research has been 
performed specifically on the prediction of the compressive 
strength of AA-UHPC materials. Twenty-three ML models 
were used to estimate target values. Thus, a comprehensive 
comparative study can be conducted between different ML 
models. In addition, there is a need to understand the param-
eters effects on compressive strength of AA-UHPC. There-
fore, Shapley diagrams were used to understand the complex 
correlation between each factor and the output value. Finally, 
a GUI was proposed to facilitate the prediction process for 
researchers in this field, as they could provide any input on 
this interface, obtain the target values, and compare them to 
their real-world counterparts.

4  Data acquisition and processing

In this research, the steel fiber aspect ratio  (SFA) as one 
of the critical input features was considered. The aspect 
ratio refers to the length-to-diameter ratio of the steel fib-
ers used in AA-UHPC. This parameter significantly affects 
the mechanical performance, and the aim is to capture the 
influence of fiber geometry on compressive strength of AA-
UHPC. From the literature, a data-rich framework was com-
piled with numerous input factors, including  SFA,  SFV, water 
content, W/B, sand-to-binder ratio (S/B), FA, silica fume 
(SF), GGBS, SH, SS, sodium silicate-to-sodium hydroxide 
ratio (SS/SH), molarity (M), quartz powder content (QP), 

quartz sand content (QS), sodium metasilicate content (SM), 
curing temperature  (CT), and curing days  (CD). The output 
parameter was the compressive strength of AA-UHPC. A 
literature review of 26 peer-reviewed academic publications 
[10, 16, 17, 19, 33–54] yielded 284 data points. Table A in 
the Appendix presents the number of data entries. The statis-
tical characteristics of the datasets are presented in Table 1. 
Some of the data points were not expressly supplied in the 
literature; thus, graphs were used with the utmost care. A 
heatmap of the dataset showing the considered inputs and 
outputs is shown in Fig. 1. Based on the heatmap with cor-
relation coefficients, “flow” shows a higher correlation with 
the output (i.e., compressive strength). This is because if the 
segregation of aggregates is prevented, the mixture with a 
higher flow is more densely packed in the mold, resulting 
in higher strength. M, followed by SS/SH, were the next in 
rank. However, a higher W/B ratio negatively affected the 
prediction of compressive strength. 

Understanding these relationships between input features 
and compressive strength is essential for predicting and opti-
mizing the performance of AA-UHPC. This comprehen-
sive approach not only enhances the accuracy of predictive 
models but also provides valuable insights into the material 
design and optimization for practical applications.  SFA and 
 SFV are significant as they contribute to the tensile strength 
and ductility of the AA-UHPC [38–40]. Higher aspect ratios 
improve the bridging of cracks, enhancing toughness, while 
an optimal volume of steel fibers boosts the load-bearing 
capacity and post-cracking behavior, thus contributing to 
higher compressive strength. Water and W/B are essential 
for workability and the hydration process. A lower W/B ratio 
usually results in higher compressive strength due to reduced 
porosity and enhanced packing density [41–43]. The S/B 
affects the density and strength of the concrete and an opti-
mal S/B ratio ensures good particle packing, reducing voids 
and enhancing the mechanical interlock between particles, 
which contributes to higher compressive strength. FA, SF, 
and GGBS are supplementary cementitious materials that 
significantly affect the long-term strength and durability 
of AA-UHPC. FA improves workability and contributes to 
long-term strength through pozzolanic reactions [44]. SF 
enhances matrix density and strength due to its fine particles 
and high reactivity, while GGBS improves matrix density 
and strength. The concentrations and ratios of these activa-
tors (e.g., SS/SH) directly influence the rate and extent of 
chemical reactions, thus affecting the compressive strength 
[45–48]. The QP and QS act as fillers, enhancing pack-
ing density and reducing porosity in AA-UHPC [49]. The 
SM serves as an additional source of silica and improving 
the mechanical properties of AA-UHPC. Its presence can 
enhance the matrix’s cohesion and overall strength [50]. 
The  CT and  CD are crucial for the development of mechani-
cal properties; however, the duration of curing ensures the 
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complete reaction of all components, contributing to the 
development of a dense and strong matrix over time [51–54].

Therefore, a dataset must be curated to verify and improve 
its quality. Data preparation is the process of modifying or 
removing useless data prior to use. This is a vital step in 
the development of ML and data mining algorithms. Many 
ML techniques require dataset standardization. The dataset 
framework was preprocessed in two successive stages. Min-
MaxScaler divides each feature value by its range, which 
is the difference between the original and minimum values 
after subtracting the lowest value of that feature. Generally, 
the MinMaxScaler features have a default range of 0.0 to 
1.0. Scale characteristics use statistics that are resistant to 
outliers, which can negatively affect the mean and variance 
of the sample. Robust scalers remove the median to decrease 
fluctuations and scale data to the quantile range, which is the 
interquartile range (IQR) by default. The IQR was between 

the 75th and 25th quantiles of the first and third quartiles, 
respectively. The median and IQR were retained for use in 
the subsequent data, using the transformation strategy to 
enhance the results. The outliers, on the other hand, had a 
negative impact on the sample mean and variance. In such 
cases, median and interquartile ranges typically yield better 
results.

4.1  Feature selection and statistical indicators

The purpose of feature selection in ML and data analysis is 
to select a subset of the relevant characteristics (variables) 
from the original collection of features. Feature selection 
was used to improve model performance, reduce overfit-
ting and computing time, and increase model interpretabil-
ity. Several feature selection techniques have previously 
been utilized, the three most common of which are the 

Fig. 1  Heatmap illustration of dataset considered for ML methods
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filter, wrapper, and embedded methods. The filter method 
evaluates the importance of each feature regardless of 
the learning algorithm. The wrapper method assesses the 
performance of a learning algorithm using various fea-
ture subsets. The embedded method incorporates feature 
selection as a part of the model training process. Pearson’s 
correlation coefficient can be determined by:

where r,x,xi , y , and yi are the Pearson coefficient, mean of 
variable x, x, mean of variable y, and y, respectively.

Various techniques, known as model metrics, have been 
utilized to evaluate precision of ML models. They indicate 
accuracy of predictions provided by an ML model sub-
jected to various conditions within a test dataset. Twelve 
model metrics were used to provide a level of compatibil-
ity with the ML algorithms for predicting the target values 
in this study, as listed in Table 2.

(1)r =

∑
(xi − x)(yi − y)

√∑
(xi − x)2(yi − y)

2

4.2  Shapley additive exPlanations

The Shapley additive exPlanations (SHAP) values can be 
used to evaluate the significance of various aspects of a 
model. The premise for calculating feature significance is 
the change in the inaccuracy of a certain disturbance predic-
tion. This is a visualization tool that can be used to visually 
represent the output of an ML model to make it easier to 
understand. The goal of SHAP is to explain the prediction 
of instance X by estimating the contribution of each charac-
teristic to the prediction. Coalitional game theory was used 
to determine the Shapley values using the SHAP technique. 
The Shapley values demonstrate how to divide the predic-
tions evenly across the characteristics. SHAP is determined 
by:

wherein feature importance showed by val, which is the 
weighted summation n features assuming i vector of the 

(2)

𝜑k(val) =
∑

s⊆N�{i}

|s|!(n − |s| − 1)!

n!
(val(s ∪ {i}) − val(s))

Table 2  Twelve statistical 
indicators used in this study 
[55]

Formula Description

R
2 = 1 −

n∑
i=1
(Actuali−Predictedi)

2

n∑
i=1

(Actuali−Actualavg)
2

Coefficient of determination

MSE =
1

n

n∑
i=1

�
Actuali − Predictedi

�2 Mean squared error

RMSE =

�
1

n

n∑
i=1

�
Actuali − Predictedi

�2 Root mean squared error

MAE =
1

n

n∑
i=1

��Actuali − Predictedi
��

Mean absolute error

MARE =
1

n

n∑
i=1

���
Actuali−Predictedi

Actuali

���
Mean absolute relative error

MSRE =
1

n

n∑
i=1

���
Actuali−Predictedi

Actuali

���
2 Mean square relative error

RMSRE =

�
1

n

n∑
i=1

�
Actuali−Predictedi

Actuali

�2 Root mean squared relative error

RRMSE =

�
1

n

n∑
i=1
(Actuali−Predictedi)

2

n∑
i=1

Actuali

× 100

Relative root mean square error

MBE =
1

n

n∑
i=1

�
Actuali − Predictedi

� Mean bias error

erMAX = max

(|||
Actuali−Predictedi

Actuali

|||
)

Maximum absolute relative error

SD =

�
∑
(Xi−Arithmetic mean)

2

total number

Standard deviation of the differ-
ence between actual and predicted 
values

U
95

=
√
1.96(SD2 + RMSE2) Uncertainty at 95%
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feature values. Assuming s as subset of model features, 
s!(n − ∣s∣ − 1)!n! can be known as weight and val(s) is its 
predicted value. However, the sum of SHAP features and 
standard features can be target of model:

where φ0 is the standard feature value, φt is the SHAP fea-
ture, and xs is vector for input variables.

5  Machine learning methods

The three primary divisions of the ML approach are rein-
forcement, supervised learning, and unsupervised learning. 
As described in further detail in this section, 19 enhanced 
ML models were used to make the predictions. The follow-
ing are important descriptions of the ML models used in 
this study.

5.1  Tree‑based methods

To determine the category or value of the target variable, 
“tree-based” models, a subset of supervised ML, identify 
attributes and build a tree-like structure. The ensemble 
approach of the RF methodology employs bootstrap aggre-
gation to generate decision trees. The prediction criteria 
were developed using a nonparametric regression approach, 
and explicit prior knowledge of the predictor and output cou-
pling was not required. The compilation of all the generated 
decision tree predictions is the final output of the algorithm. 
This method allows for approximately equal consideration 
of all data dimensions and avoids substantial tree linkages.

The RF is a complex assembly algorithm that employs 
various decision trees as principal predictors. One advantage 
of this model is a reduced number of model variables, which 
reduces the possibility of overfitting. In this method, a deci-
sion tree is utilized as the building block. It provides numer-
ous decision tree algorithms using different feature spaces 
and training datasets. Averaging is then used to combine 
the individual models to obtain the final results. A bagging 
regressor (BR) is used through different repeats to provide 
an aggregated predictor. Aggregation employs a plurality 
vote when anticipating a class and the average across varia-
tions when predicting numerical targets. Creating bootstrap 
clones and using them as a new training set result in numer-
ous training set iterations. Subset selection in linear regres-
sion and classification trees can be used to improve the accu-
racy of real datasets. The built predictor can be significantly 
altered when the learning set is disrupted. As a result, BR 
can increase the anticipation performance. The constructed 
predictor can change significantly when the training set is 

(3)g(x) = l(xs) = �
0
+

n∑

t=1

�tx
i
s

shuffled. Therefore, prediction performance can be enhanced 
through BR. The extra tree regression (ETR) tool is a syn-
chronous learning model that constructs randomly selected 
decision trees.

A more sophisticated iteration of the ETR method, the 
extremely randomized tree regressor (ERTR), adopts a 
random decision tree choice strategy that reduces the error 
function. ERTR is a decision-tree-based ML technique that 
generates a set of decision trees without pruning them into 
a top-to-bottom style of tree growth. ERTR constructs a set 
of decision trees in the same manner as other tree-based 
ensemble techniques, but with an emphasis on adding rand-
omization to decrease variance without excessively enhanc-
ing bias. It is an instance-based simple learning method that 
performs predictions by locating the k-nearest data points to 
a given input, then averaging their target values to forecast 
a new input. In the k-nearest neighbor (KNN) model, “k” 
refers to the number of nearest neighbors (data points) con-
sidered to make a prediction for a new data point. KNN is a 
non-parametric and laundry learning method that makes no 
assumptions about the underlying data distribution and does 
not learn an explicit model during training [56–58].

The main difference between these models lies in the 
level of randomness introduced during tree construction. 
ETR and ERTR introduce more randomness than RF, 
which, in turn, introduces more randomness than BR. The 
increased randomness in ETR and ERTR tends to reduce 
model variance, making them less likely than RF to overfit 
noisy data. However, this extra randomness may also slightly 
increase bias. BR, while reducing the variance, like RF, can 
be applied to various base models, offering flexibility. RF, 
ETR, and ERTR employ bootstrapped samples and feature 
subsets to enhance diversity in the ensemble. In contrast, BR 
focuses mainly on bootstrapped samples.

5.2  Boosting algorithms

By combining weak learners as strong learner, the ensemble 
learning technique known as “boosting” can improve the 
performance of weak learners. The primary goal of boost-
ing is to improve weak learners through iterative training, 
emphasizing instances that were previously misclassified or 
difficult to predict. Boosting algorithms can concentrate on 
challenging cases and gradually enhance their performance 
through adaptive learning processes. The fundamental theo-
retical idea of the AdaBoost algorithm, which is an iterative 
model, is to achieve a weak classifier by iteratively learning 
the same dataset and then combining the various weak clas-
sifiers gained during training to obtain a strong classifier.

New trees are introduced into the boosting operation to 
minimize the inaccuracy of predicting target variables in 
the boosting approach. The estimation error is reduced by 
adding a new tree to the gradient boosting machine (GBM) 
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structure with a constant learning factor until the model 
achieved its maximum feasible accuracy [59]. The preci-
sion and speed of gradient boosting for execution can be 
enhanced by randomly subsampling the training data to pre-
vent overfitting. LightGBM (LGBM) is a novel gradient-
boosting decision-tree model that handles large datasets with 
numerous characteristics. It incorporates gradient-based 
one-sided sampling and unique feature bundling techniques 
to improve training while retaining model accuracy and per-
formance. The histogram-based GBM (HGBM) approach 
separates continuous information into discrete bins. A 
histogram-based technique can save processing time and 
memory by creating attribute histograms rather than seek-
ing split points. When addressing regression problems, the 
main principle of Extreme Gradient Boosting (XGBoost) is 
to employ a greedy technique to learn each base tree. The 
residual inaccuracy between the predicted and true values is 
continually minimized by constantly creating new decision 
trees to fit the residuals of the previous anticipation, thereby 
improving the prediction precision. CatBoost is a new gradi-
ent-boosting algorithm that can handle categorical features 
with minimal loss. This algorithm possesses several specific 
characteristics compared with different gradient boosting 
models, such that during the model training process, a set 
of decision trees is constructed successively to modify the 
gradient bias of each subsequent tree. The key advantage of 
this model is the efficient processing and ranking enhance-
ment of category attributes [60].

Techniques such as regularization  (L1/L2) are present in 
XGBoost and LightGBM, which can help prevent overfit-
ting. AdaBoost does not inherently include regularization. 
CatBoost is specifically designed for categorical-feature 
handling, making it a strong choice when dealing with such 
features, whereas other models require additional preproc-
essing. LightGBM and CatBoost were optimized for effi-
ciency, making them suitable for large datasets. In addition, 
XGBoost and LightGBM are known for their efficient paral-
lel processing, which makes them suitable for multicore sys-
tems. LightGBM and CatBoost often consume less memory 
than the other models, which can be beneficial when work-
ing in resource-constrained environments. CatBoost often 
requires less parameter tuning and can provide a competitive 
performance with minimal hyperparameter adjustments.

5.3  Neural networks

The structure and operation of neural networks in the human 
brain serve as the basis for a computer model known as a 
neural network. This is a crucial component of both con-
temporary deep learning and ML. The artificial neural net-
works (ANNs) algorithm was designed to effectively detect 
correlations between input variables and determine signifi-
cant interactions between them. An ANNs model typically 

comprises an input layer that feeds the input parameters, a 
hidden neuron layer that processes the input parameters, and 
a final output layer that provides the output results. Further-
more, the hidden layer has functions that specify weights 
for each variable, which aids in determining the amount of 
reliance of various inputs on one another for an accurate 
intended output result. Echo state networks (ESNs) are effi-
cient in handling temporal data and are gaining popularity 
owing to their simple training, strong performance in time-
series prediction, and clear architecture with input, reservoir, 
and output layers. ESNs adhere to the “echo state property,” 
which means that only readout weights are trained, leaving 
reservoir weights constant and preserving reservoir dynam-
ics. Radial basis function networks (RBFNs) excel in func-
tion approximation and pattern identification and are ideal 
for interpolation, classification, and regression. These use 
radial basis functions as activation functions to capture com-
plex nonlinear correlations. The RBFNs training involves 
centroid selection, width adjustment, and weight learning. 
Recurrent neural networks (RNNs) specialize in sequential 
data, such as time series and videos. With cyclic connec-
tions, RNNs remember previous information and dynami-
cally process consecutive inputs, which makes them suitable 
for tasks involving sequences [61, 62].

ESNs and RNNs are explicitly designed for temporal data 
and handle sequences efficiently, whereas RBFNs focus on 
function approximation and pattern identification. ESNs 
have a simple training process, which consists primarily of 
adjusting the readout weights, whereas RBFNs and RNNs 
may involve more complex training steps, such as centroid 
selection and handling cyclic connections. RNNs, due to 
their cyclic connections, have inherent memories that allow 
them to remember previous inputs, whereas ESNs and 
RBFNs do not possess this built-in memory feature. ESNs 
have a distinct reservoir layer, whereas RBFNs use radial 
basis functions and RNNs incorporate cyclic connections, 
making them specialized for sequential data. ESNs are popu-
lar for time-series prediction, RBFNs for function approxi-
mation, and RNNs for handling sequential data, including 
time series. Because the selection of the right model depends 
on the nature of the data and the specific task, all models 
were employed and investigated in this study.

5.4  Data selection technique

Leave-one-out and k-fold cross-validations have been exten-
sively used as model preparation criteria. Both methods 
require building models with a subset of data while saving 
another subset, known as hold-out fold, for model valida-
tion. Conventionally, hyperparameter optimization is accom-
plished by grid search, which entails examining full hyper-
parameter space of training method. When working with 
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parameter spaces that contain actual or unbounded values, 
a grid search allows the user to establish bounds.

Missing values are ubiquitous in real-world datasets 
and may cause problems for ML algorithms that demand 
complete data. As the data points in Appendix Table A had 
missing values, the ML algorithms could be simply coded 
to predict the outputs based on the input attributes. During 
analysis, the ML algorithms required comparable input prop-
erties. SimpleImputer and KNNImputer were used to solve 
the missing data problem by providing simple and effective 
methods for handling missing values in a dataset. The Sim-
pleImputer class provides a simple method for addressing 
missing values by replacing them with predefined strategies 
or values. It can be applied to both numerical and categorical 
data and operates on a feature or column basis.

SimpleImputer provides a simple and adaptable method 
for handling missing data by replacing them with logical val-
ues based on a predefined strategy. The KNNImputer class 
estimates missing values using the nearest-neighbor meth-
odology, considering the KNN technique values for each 
sample with missing features. Based on the given charac-
teristics, it determines the k closest samples and uses their 
non-missing values to impute the missing values. KNNIm-
puter computes the distances based on both numerical and 
categorical information. To impute the missing values, it 
employs the mean value for numerical characteristics and 
the most common value for categorical features.

5.5  Hyperparameter optimization

The optimization of hyperparameters is a critical stage in 
the creation of ML models. Hyperparameters are configura-
tions in which the model cannot be learned during training. 
However, they determine how the learning process works 
and how the model behaves. The learning rate, number of 
layers in the neural network, number of hidden units, regu-
larization strength, and batch size are all examples of hyper-
parameters. The purpose of hyperparameter optimization is 
to determine the optimum combination of hyperparameter 
values that maximizes the ML model’s performance on a 
particular task. The procedure involves experimenting with 
various hyperparameter setups and assessing their effects on 
the model’s performance.

There are various methods for optimizing hyperparam-
eters, including grid search, random search, Bayesian, 
gradient-based, or particle swarm optimization, and genetic 
algorithms. Caution must be employed when using hyperpa-
rameter optimization techniques because they are frequently 
computationally expensive and time-consuming, particularly 
for complicated models and huge datasets. When determin-
ing the optimization approach to apply, the balance between 
exploration and utilization should be struck, and account 
computing restrictions must be considered. Hyperopt and 

tuning are examples of automated hyperparameter optimi-
zation libraries that can be used to simplify and streamline 
hyperparameter tuning in various ML frameworks [57, 62].

5.6  Active learning method

Active learning in ML is a specialized approach that opti-
mizes model training by iteratively selecting and labeling the 
most informative instances from a pool of unlabeled data. 
Unlike traditional supervised learning where all labeled data 
are used upfront, active learning strategically chooses which 
data points to label, focusing on those that are most benefi-
cial for model improvement. The iterative nature of active 
learning involves a user who assists in labeling selected 
instances, directing the model to learn from the most critical 
samples. By actively seeking information from the unlabeled 
dataset, active learning aims to enhance model performance 
using fewer labeled instances, ultimately reducing labeling 
costs and computational resources while maximizing predic-
tive accuracy. The process typically revolves around query 
strategies that intelligently select samples for labeling, such 
as uncertainty sampling, query by committee, expected 
model change, among others. These strategies guide the 
model to select instances that exhibit ambiguity or uncer-
tainty, thereby refining its understanding of complex pat-
terns in the data. Through iterative cycles of model training, 
querying, and updating, active learning continually refines 
the model’s knowledge, adapting and optimizing its predic-
tive capabilities. This methodology finds applications in 
various domains where labeling large datasets is expensive, 
time-consuming, or impractical, enabling efficient utilization 
of resources while achieving superior model performance. 
Active learning is typically integrated into the training phase 
of each individual base model within the ensemble. During 
active learning, the focus is on selecting the most informa-
tive or uncertain instances from the unlabeled data pool and 
then using those instances to update or fine-tune the indi-
vidual models.

5.7  Stacked ML model by active learning 
methodology

Although there are many ML methods that can be used for 
different types of engineering problems, the Stacked ML 
model, which is a logical combination of ML methods, is a 
powerful tool for employing the best ML models and their 
aggregation results. Figure 2 illustrates four types of Stacked 
ML models used in this study in order of their highest pre-
diction accuracy, which were improved with active learn-
ing method. The procedure for constructing a Stacked ML 
model involves several interconnected steps. Initially, indi-
vidual ML models are trained using diverse algorithms on 
the training dataset. Active learning is applied to each base 
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model within the ensemble. It involves selecting instances 
from the pool of unlabeled data and using them to improve 
each base model’s understanding of the data. Once the indi-
vidual models have been updated through active learning, 
their predictions can be combined or aggregated in a way 
that best leverages the strengths of each model to make a 
final prediction. This aggregation step often occurs after the 
active learning process has updated the base models. Sub-
sequently, predictions were generated for the test data using 
individual models. These predictions were then combined 
to form a new feature matrix that served as the input for the 
final Stacked ML model. This ultimate model, often a lin-
ear regression (LR) or support vector regression (SVR), is 
trained using an aggregated feature matrix. After training, a 
stacked model was employed to predict the outcomes of the 
test dataset using the generated stacked features. The final 
phase involves evaluating the performance of the Stacked 

ML model, which is typically accomplished by examining 
various performance metrics such as the statistical indicators 
presented in Table 2. This comprehensive sequence of steps 
culminates in the establishment of a powerful Stacked ML 
model that combines the strengths of individual models to 
enhance overall predictive capabilities.

The Stacked ML algorithm proposed herein incorpo-
rates aforementioned feature selection methods to elimi-
nate redundant input features from the dataset. In addition, 
hyperparameters were optimized using the optimization 
algorithm implemented in Tree-based Pipeline Optimiza-
tion Tool (TPOT), a Python AutoML (Automated ML) pro-
vided by AutoSklearn. Figure 3 shows automated TPOT pro-
cess, where the shadowed part depicts the automated step. 
Employing the TPOT enhances solutions for optimizing 
ML pipelines within proposed Stacked ML models. Con-
sequently, effectiveness of proposed Stacked ML algorithm 

Fig. 2  Architecture of the opti-
mized Stacked ML models with 
active learning method

RF, XGBoost,
GBM

Active Learning on Ensemble Method- Stacked ML

Subset #1 - Weak Learners Subset #2 - Meta Learners

BR, XGBoost,
GBM

ETR, RF, KNN,
XGBoost, GBM

LGBM, XGBoost,
GBM

Subset #1 - Weak Learners Subset #2 - Meta Learners

Stacked ML-1 Stacked ML-2 Stacked ML-3 Stacked ML-4

Performance Evaluation

KNN, LR, SVR

Step #1
Train weak learners

according to their subset

Step #2
Train Meta learners
as Stacked ML model

Step #3
Create new feature matrix
for the Stacked model

Step #4
Train final model and
make predictions

on test data

Active Learning Environment

Input Dataset

Input Dataset
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was assessed on the dataset, and the most efficient sub-mod-
els are highlighted in Table 3. Notably, the sub-models uti-
lized for Stacked ML algorithm were optimized to enhance 
results and reduce execution time [62].

6  Data preprocessing and feature selection

6.1  SHAP evaluations

The Shapley values for a series of query points were cal-
culated to evaluate input parameter effects on prediction of 
the compressive strength of AA-UHPC. The mean SHAP 
value with the average impact on the model is shown in 
Fig. 4. Note that Fig. 4 considers the absolute SHAP value; 
hence, it is irrelevant whether the characteristic has a posi-
tive or negative effect on prediction. The most important 
features for predicting the target parameters were the flow, 
SH, curing days, water, and molarity. The effect of flow, an 
important parameter, was approximately two times greater 
than that of morality. The number of SH and curing days had 
a similar effect on predicting compressive strength of AA-
UHPC, considering their importance. By contrast, S/B, SF, 
SM, and QS were among the variables with the least impor-
tance in the prediction of target values. By utilizing SHAP 

to create a beeswarm plot, as shown in Fig. 5, it was possible 
to further analyze the impact of changes in various feature 
values on the model target. The input parameters are shown 
on the y-axis in ascending order of significance. The input 
parameter values are used to determine the blue (low) and 

Input Features Data
Cleaning

Feature
Preprocessing

Model
Selection

Hyper-
parameters
Optimiaztion

Model
Validation

Feature
Construction

Feature
Selection

Fig. 3  Tree-based Pipeline Optimization Tool

Table 3  Results of 
hyperparameters optimization 
for the Stacked ML models

Random 
state

Max depth Min split Min leaf Learning rate Estimators Sub Models

– 8 10 20 0.01 4000 XGBoost
– 6 10 15 0.001 2500 GBM
– 6 – – 0.01 1500 LGBM
2 – 8 10 – 600 ETR
0 – – – – 800 BR
1 8 – – – 800 RF

Flow
Sodium Hydroxide

Curing Days
Water

Molarity
Fiber Volume Fraction

Sodium Silicate
SS/SH Ratio

Quartz Powder
Fly Ash

Water/Binder
Slag (GGBS)

Curing Temperature
Fiber Aspect Ratio

Quartz Sand
Sodium Metasilicate

Silica Fume
Sand/Binder

0 2 4 6 8 10
Mean SHAP value

Fig. 4  SHAP global interpretation on compressive strength of AA-
UHPC, mean SHAP value with average impact on model
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red (high) dots. The data density provides information on the 
amount of information dispersed at a certain location. The 
higher the value of the flow, the more positive the impact 
on the compressive strength of AA-UHPC. Interestingly, 
SH has a negative effect on the output value because higher 
values of this variable lead to lower prediction values of 
the target value. For the curing days, no definite conclusion 
could be reached; generally, lower values of this parameter 
resulted in lower predicted values for the target parameter. In 
addition, the  SFV and SS/SH ratio increased the correspond-
ing SHAP values and led to higher target prediction values.

The decision-making process followed by each predic-
tion is illustrated in Fig. 6. Individual data instances can be 
followed up and evaluated using this type of analysis. The 
plotted data were used to compute the relevance of each fea-
ture, which was then used to arrange the features by default. 
Each line on the top of the graph meets the x-axis at the 
expected value for its associated observation, which deter-
mines the color of the line on the spectrum. The SHAP value 
for each feature was added to the base value of the model 
as the graph moved from bottom to top. This illustrates the 
effect of each element on the overall prediction. The water-
fall chart expects a single row of an explanation object as the 
input because it is designed to show explanations for specific 
forecasts. Figure 7 shows the SHAP waterfall plot. The aver-
age predicted compressive strength was 136.189 MPa, as 

Fig. 5  SHAP global interpretation on compressive strength of AA-
UHPC, SHAP value impact on the model

Fig. 6  SHAP decision model
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indicated by the gray color of E [f(x)]. The gray colors on 
the vertical axis correspond to the input feature values. Red 
represents the enhancement of the predicted target values, 
whereas blue corresponds to a reduction in the predicted 
output parameter. For example, a curing day with a value of 
28 pulled the predicted target value higher by 12.55. Flow, 
with a value of 113, on the other hand, pushed the predicted 
compressive strength lower with a value of 5.49. These rep-
resentations can be interpreted for other input features using 
a waterfall SHAP diagram.

6.2  Partial dependence plot

The partial dependence plot (PDP) illustrates the marginal 
influence of one input feature on the total prediction of the 
ML model. Therefore, it is possible to determine the rela-
tionship between the target and selected features in terms 
of linearity, fluctuation, or complexity. To better evaluate 
the effect of each feature, the PDP of all the input features 
are plotted in Fig. 8. The two features, SF and  CT, showed 
a linear behavior, whereas  SFA and S/B had similar behav-
iors for predicting the compressive strength of AA-UHPC. 
In contrast, the features W,  SFV, M, SS/SH ratio, and  CD 
showed an ever-increasing trend, confirming their increas-
ing effect on the prediction of the target. In contrast, SH, SS, 
FA, and W/B exhibited decreasing trends in the estimation 
of compressive strength. Although most of the features had 
a direct effect on the target, some features, such as flow, QP, 

QS, and SM, fluctuated in the PDP plot. Therefore, they may 
have different effects on the target based on their values. In 
addition, the input features of water, flow, SH, W/B, and  CD 
have the most significant effect on the target and cannot be 
neglected during predictions, whereas the other features can 
be neglected.

7  Results and discussion

7.1  Prediction of concrete compressive strength 
using ML methods

In this section, the results of the ML model are presented. 
After careful evaluation of the features and important 
parameters that affect the results of the ML methods, train-
ing and testing datasets were prepared for use in the ML 
algorithms. Figure 9 illustrates the scatter of actual and 
predicted values of the compressive strength of AA-UHPC 
under curing conditions of 1, 3, 7, 14, 28, and 90 days. The 
ML models of LGBM, GBM, AdaBoost, BR, ETR, and 
RF, with accuracy percentages of 92.6%, 91.9%, 91.8%, 
0.907%, 90.1%, and 90%, respectively, provided the best 
estimations of the compressive strength of AA-UHPC. 
Moreover, the XGBoost, ERTR, RNNs, ESNs, RBFNs, 
HGBM, and CatBoost models had accuracies of 89.4% 
and 83.6%, respectively, while the ANNs and KNN had 
accuracies of 74.5% and 71.3%, respectively. Figure 10 

Fig. 7  SHAP waterfall explainer 
of input features
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illustrates the error values of the ML models, in which 
the closer the bar graphs are to zero, the higher the accu-
racy of the ML models. Therefore, the AdaBoost, ETR, 
XGBoost, and CatBoost models had better error values 
than the other methods. Interestingly, none of the neural 
network-based models could accurately predict the output 

value, as the scattered points were not evenly distributed 
near the X = Y line.

Although ML models can estimate the compressive 
strength of AA-UHPC with more than 90% accuracy, these 
methods are simplified for implementation, and the results 
may vary with dataset changes. Stacked ML models have 

Fig. 8  Partial dependence plot of input featuresD
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Fig. 9  Results of predictions of concrete compressive strength considering the curing day using ML algorithms
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Fig. 10  Results of error values of the ML algorithms
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been introduced to overcome the shortcomings of ML 
models. According to definition of Stacked ML models in 
Sect. 5.6, results of four Stacked ML models are shown in 
Fig. 11. Stacked ML-3, Stacked ML-1, Stacked ML-4, and 
Stacked ML-1 had prediction accuracies of 93.2%, 91.9%, 
91.8%, and 90.5%, respectively. More importantly, com-
pared to the error values of the ML models presented in 
Fig. 10, the error values of the Stacked ML model presented 
in Fig. 12 confirm the capability of the proposed models to 
predict the compressive strength of AA-UHPC considering 
different curing days.

Since 12 evaluation indicators were used, score marker 
method was considered to present the performance of ML 
models for estimating the compressive strength of AA-
UHPC. A score marker is a comprehensive assessment 
tool used to evaluate and compare different entities based 
on the statistical indicators listed in Table 2. These indica-
tors provide quantitative measures of performance, and the 
score marker assigns scores to each entity based on their 
performance. The key feature of a score marker is that it 
not only considers the individual scores in each indicator 
but also considers the trend of these scores, both ascending 
and descending, providing a more balanced evaluation. Once 
the scores for all indicators and trends were determined for 
each entity, the total score was calculated, enabling a direct 
comparison among the entities. Table 4 lists the score mark-
ers for the test dataset. These scores allow for a direct com-
parison among entities, highlighting their relative strengths 

and weaknesses. ML models with lower total scores are 
generally considered to perform better across the selected 
indicators, and trend analysis provides additional context by 
considering whether the performance is improving or dete-
riorating. The results of the score marker can be used for 
various purposes, such as benchmarking, performance evalu-
ation, resource allocation, ranking, and decision-making. It 
provides a structured and quantitative approach for com-
paring ML models, helping civil engineers make informed 
choices based on objective data. In general, a score lower 
than 70 indicates the best values that can be achieved by the 
ML models. Therefore, the Stacked ML-3, LGBM, Stacked 
ML-1, Stacked ML-4, AdaBoost, and Stacked ML-2 models 
with scores of 17, 34, 48, 60, 65, and 71, respectively, were 
selected as the best prediction models. In contrast, the ESNs, 
CatBoost, RBFNs, RNNs, KNNs, and ANNs models, with 
scores of 160, 179, 179, 182, 207, and 208, respectively, 
had the lowest values, which means that their predictions 
are inaccurate.

7.2  Active learning on Stacked ML models

In this section, effects of implementing active learning on 
Stacked ML models have been explored. Since the Stacked 
ML models have the best performance among those ML 
models investigated in Table 4, they are improved with 
active learning method to investigate the capability of 
active learning methodology. Figure 13 illustrates the active 

Fig. 11  Results of predictions of 
concrete compressive strength 
considering the curing day 
using Stacked ML algorithms
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learning Stacked ML algorithms used for predicting concrete 
compressive strength, considering the curing day. It can be 
observed that AL-Stacked ML-1, AL-Stacked ML-2, AL-
Stacked ML-3, and AL-Stacked ML-4, with accuracies of 

95.9%, 96.8%, 98.1%, and 94.5%, respectively, outperformed 
the Stacked ML models. Results confirm the ability of active 
learning methodology on improving the prediction accuracy. 
Moreover, the error values have been reduced accordingly 

Fig. 12  Results of error values 
of the Stacked ML algorithms
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Table 4  Statistical indicators for estimating compressive strength of test dataset

Model R2 MSE RMSE MAE MARE MSRE RMSRE RRMSE MBE erMAX SD U95 Score

RF 0.900 86.84 9.32 6.94 0.053 0.006 0.074 0.096 0.959 0.256 8.82 25.15 97
LGBM 0.926 63.80 7.99 6.05 0.048 0.004 0.066 0.088  – 0.583 0.193 8.02 22.19 34
XGBoost 0.894 92.07 9.60 7.15 0.056 0.006 0.075 0.106  – 0.611 0.245 9.65 26.67 110
BR 0.907 80.42 8.97 6.62 0.053 0.006 0.075 0.098 1.118 0.260 8.96 24.85 99
ETR 0.901 85.52 9.25 6.68 0.055 0.006 0.078 0.102  – 0.143 0.276 9.31 25.72 102
CatBoost 0.836 142.02 11.92 8.41 0.074 0.013 0.115 0.128 3.365 0.411 11.51 32.48 179
GBM 0.919 69.82 8.36 6.51 0.162 0.060 0.244 0.231 5.139 0.892 21.36 44.95 166
HGBM 0.844 134.98 11.62 9.13 0.052 0.005 0.068 0.092  – 0.292 0.188 8.41 28.11 93
AdaBoost 0.918 71.22 8.44 5.79 0.046 0.005 0.069 0.092 1.247 0.258 8.41 23.35 65
KNN 0.713 248.73 15.77 12.04 0.10 0.020 0.141 0.170 2.451 0.559 15.69 43.61 207
ERTR 0.879 105.32 10.26 7.78 0.064 0.008 0.088 0.113  – 0.495 0.344 10.32 28.53 142
ANNs 0.745 196.81 18.23 15.36 0.107 0.025 0.157 0.168 0.734 0.792 15.49 46.88 208
ESNs 0.855 152.40 13.50 17.36 0.065 0.008 0.091 0.125  – 0.010 0.313 11.44 34.69 160
RBFNs 0.850 181.26 12.20 18.89 0.073 0.014 0.119 0.126 0.373 0.591 11.52 32.90 179
RNNs 0.857 183.07 17.19 14.08 0.069 0.010 0.099 0.134  – 1.883 0.30 11.91 40.99 182
Stacked ML-1 0.919 70.17 8.38 5.99 0.048 0.005 0.067 0.092 0.0 0.250 8.44 23.30 48
Stacked ML-2 0.905 94.25 9.71 6.97 0.056 0.006 0.078 0.106 0.985 0.277 9.73 26.94 71
Stacked ML-3 0.932 59.19 7.69 5.69 0.046 0.004 0.065 0.085 0.0 0.213 7.75 21.40 17
Stacked ML-4 0.918 70.65 8.41 5.94 0.048 0.005 0.068 0.093 0.0 0.249 8.47 23.38 60
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and led to have more reliable predication models. Therefore, 
active learning method has been implemented on Stacked 
ML models for providing a general estimation model.

8  Validation of estimation models 
for general experimental test

In this section, a general dataset was selected to validate 
the proposed ML model. Notably, the selected experimen-
tal specimens have not been used before and are catego-
rized as unseen datasets. Therefore, the experimental speci-
mens investigated by Liu et al. [63] were considered. The 
input features and associated compressive strengths are 
listed in Table 5. The details of the experimental test and 

sample preparation are provided by Liu et al. [63]. The data 
extracted from this study served as a benchmark for assess-
ing the accuracy and reliability of the predictive models 
and methodologies utilized in this research. This validation 
process not only ensured the robustness of the proposed 
ML models but also established a solid foundation for the 
application of AA-UHPC in practical engineering scenar-
ios, enhancing the credibility of the results and conclusions 
derived from this study.

All the developed models were validated for an unseen 
dataset, and the results of the assessment are presented 
in Table 6. The capabilities of the ML algorithms were 
improved based on the training and testing datasets described 
in the previous section. To cover a general target, Stacked 
ML models were introduced as a complete model to obtain 

Fig. 13  Active learning Stacked 
ML algorithms used for pre-
dicting concrete compressive 
strength considering the curing 
day
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Table 5  Experimental data for validating the prediction models [63]

l/d SFV W (kg) W/B S/B F (mm) FA (kg) SF (kg) GGBS (kg) SH (kg) SS (kg) SS/SH M CT (℃) CD (d) FC (MPa)

67 1 97 0.32 1 250.06 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 142.1
67 2 97 0.32 1 245.0 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 158.9
67 3 97 0.32 1 229.04 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 168.5
108 1 97 0.32 1 255.1 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 145.9
108 2 97 0.32 1 247.06 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 161.6
108 3 97 0.32 1 230.12 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 170.4
65 1 97 0.32 1 255.1 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 131.5
65 2 97 0.32 1 247.06 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 141.6
65 3 97 0.32 1 240.1 12.63 3.3 50.55 3.3 23.07 7 1.5 80 28 150.8

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Archives of Civil and Mechanical Engineering           (2025) 25:24  Page 21 of 35    24 

results from the methods and choose the best predictions. 
The results of score markers revealed that Stacked ML-3, 
Stacked ML-2, Stacked ML-1, and Stacked ML-4, with 
scores of 36, 72, 84, and 96, respectively, had the best esti-
mations of the compressive strength of AA-UHPC. While 
adding the active learning ability to these models improved 
their scores to 12, 24, 48, and 60, respectively (i.e., AL-
Stacked ML-3, AL-Stacked ML-2, AL-Stacked ML-1, and 
AL-Stacked ML-4). Therefore, they were selected as the best 
methods and used for implementation in the GUI.

To further evaluate and compare ML models, Taylor dia-
gram was utilized in Fig. 14 for predicting the compressive 
strength of AA-UHPC. Taylor diagram is a graphical tool 
used to assess and compare the performance of predictive 
models by visualizing multiple statistical metrics simulta-
neously, such as  R2, RMSE, and standard deviation. In the 
diagram, the position of each model is indicated relative to 
the observed data, with ideal models clustering closer to 
the reference point, which represents perfect correlation and 
minimal error. This provides a clear, comprehensive view of 
each model’s performance and helps identify the most accu-
rate and reliable models for practical applications. Accord-
ing to Taylor’s diagram, proposed Stacked ML models can 
estimate the compressive strength of AA-UHPC with higher 
alignment with observed data compared to conventional ML 

models (Fig. 14a–c). However, the diagram showed that the 
AL-Stacked ML models consistently achieved better align-
ment with observed data, demonstrating improved accuracy 
and reliability compared to their non-active learning Stacked 
ML models (Fig. 14d). Consequently, the AL-Stacked ML 
models were selected as the most effective methods and inte-
grated into the GUI for practical application.

9  Graphical user interface

A GUI was developed to predict the compressive strength 
of AA-UHPC with the ability to plot compressive strength 
against the number of curing days and predict the strength 
for each curing day, which is a significant advancement in 
civil engineering. This intuitive tool combines the power 
of computational modeling with user-friendly visualization, 
offering engineers, researchers, and practitioners a stream-
lined approach for predicting the compressive strength of 
AA-UHPC while significantly reducing the reliance on 
extensive experimental testing and computational efforts. 
The need for such a GUI diminishes the need for extensive 
experimental testing, thereby saving time and resources and 
increasing overall efficiency in the development and applica-
tion of AA-UHPC.

Table 6  Statistical indicators for estimating compressive strength of experimental test

Model R2 MSE RMSE MAE MARE MSRE RMSRE RRMSE MBE erMAX SD U95 Score

RF 0.855 51.39 7.17 6.30 0.040 0.002 0.045 0.539  – 4.50 0.070 5.92 18.23 108
LGBM 0.806 44.69 6.68 6.17 0.040 0.002 0.043 0.496  – 2.74 0.075 6.47 18.23 240
XGBoost 0.817 33.30 5.77 4.69 0.031 0.001 0.037 0.426  – 1.82 0.065 5.81 16.05 204
BR 0.850 53.32 7.30 6.51 0.042 0.002 0.046 0.548  – 4.38 0.070 6.20 18.77 132
ETR 0.823 38.45 6.20 5.13 0.034 0.002 0.040 0.460  – 2.68 0.080 5.93 16.82 180
CatBoost 0.747 72.89 8.54 7.13 0.046 0.003 0.053 0.644  – 5.13 0.104 7.24 21.94 276
GBM 0.752 62.44 7.90 6.55 0.043 0.003 0.050 0.595  – 4.77 0.113 6.68 20.28 264
HGBM 0.822 45.08 6.71 5.88 0.037 0.002 0.042 0.500  – 3.13 0.070 6.30 18.05 192
AdaBoost 0.825 30.82 5.55 4.91 0.032 0.001 0.037 0.409  – 1.46 0.062 5.68 15.57 168
KNN 0.851 80.96 9.00 7.68 0.050 0.003 0.057 0.691  – 7.59 0.084 5.13 20.30 120
ERTR 0.806 49.85 7.06 6.05 0.040 0.002 0.046 0.524  – 2.58 0.080 6.97 19.44 252
ANNs 0.817 38.15 6.18 5.70 0.038 0.002 0.041 0.458  – 2.55 0.064 5.97 16.83 216
ESNs 0.811 110.63 10.52 9.29 0.063 0.005 0.072 0.809  – 7.97 0.134 7.28 25.07 228
RBFNs 0.827 38.74 6.22 5.56 0.037 0.002 0.042 0.463  – 2.84 0.082 5.87 16.77 156
RNNs 0.836 83.18 9.12 7.58 0.051 0.004 0.064 0.634 7.58 0.130 5.38 20.75 144
Stacked ML-1 0.921 12.56 3.54 3.05 0.021 0.001 0.025 0.258 0.50 0.040 3.72 10.07 84
Stacked ML-2 0.925 21.44 4.63 3.05 0.019 0.001 0.028 0.344  – 2.83 0.062 3.89 11.85 72
Stacked ML-3 0.961 6.22 2.49 2.15 0.014 0.001 0.016 0.182  – 0.16 0.025 2.64 7.12 36
Stacked ML-4 0.901 15.57 3.95 3.40 0.023 0.001 0.027 0.287 0.18 0.046 4.18 11.27 96
AL-Stacked ML-1 0.945 9.16 2.89 2.45 0.016 0.001 0.015 0.163  – 0.15 0.027 3.42 6.79 48
AL-Stacked ML-2 0.963 5.97 2.45 2.07 0.013 0.001 0.014 0.175  – 0.14 0.021 2.58 7.03 24
AL-Stacked ML-3 0.989 4.78 2.13 2.01 0.011 0.001 0.011 0.111  – 0.09 0.013 2.01 5.03 12
AL-Stacked ML-4 0.931 11.36 3.04 2.68 0.017 0.001 0.018 0.179  – 0.43 0.032 3.65 8.52 60
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To validate the GUI, the experimental test has been con-
ducted on six cubic specimens having 50 mm dimensions 
and different ratios of the FA,  SFV, SS, SH, S/B, and GGBS. 
Figure 15 presents compressive strength test of specimens 
according to ASTM C109 [64]. The compressive strength 
of the specimens has been used to validate the use of GUI 
and its ability to predict the compressive strength accord-
ing to input parameters. Then the GUI has been developed 
and has been used to predict compressive strength of AA-
UHPC according to input parameters presented. Figure 16 
illustrates capability of GUI for predicting compressive 
strength of AA-UHPC having different input features and 
curing days.

AA-UHPC, one of the most environmentally friendly 
construction materials, requires extensive testing to assess 
its mechanical properties, particularly its compressive 
strength. Traditional methods involve fabricating and testing 

physical samples, a process that requires considerable time 
and resources and is cost-prohibitive. Furthermore, the pro-
cess can be influenced by various factors, including sam-
ple preparation, curing conditions, and testing procedures, 
which may introduce experimental errors. The GUI offers 
an alternative approach that minimizes the reliance on labor-
intensive and time-consuming procedures, thereby contribut-
ing to more efficient concrete research and development. The 
ability of the GUI to predict compressive strength against 
curing days has immense value. Accurate prediction mod-
els based on empirical data and the proposed Stacked ML 
models were integrated into the GUI. This enables users to 
input the curing time, and the GUI instantly generates an 
estimated compressive strength value, thereby eliminating 
the need to wait until end of curing period for experimen-
tal results. Engineers and researchers can quickly assess the 
potential strength of AA-UHPC at different stages of the 
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Fig. 14  Taylor diagram for proposed ML models for predicting compressive strength of AA-UHPC
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Fig. 15  Compressive strength test of AA-UHPC

Fig. 16  GUI for predicting compressive strength of AA-UHPC in different curing days (will be available and updated at https:// github. com/ Farzi 
nKaze mi)
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curing process, thereby providing crucial insights for real-
time decision-making.

The integration of visualization tools within a GUI fur-
ther enhances its utility. Graphs displaying the compres-
sive strength over curing days provide a clear and intuitive 
representation of the strength of AA-UHPC. This visual 
feedback is invaluable for understanding the behavior and 
performance of a material. In addition, the GUI allows users 
to predict the strength at any point during the curing period. 
This flexibility in predicting the strength on-the-fly aids in 
optimizing curing strategies and allows for timely adjust-
ments, leading to improved concrete quality. Moreover, the 
GUI significantly reduces computational effort. Developing 
accurate models to predict compressive strength involves 
complex calculations, often requiring extensive data analysis 
and programming using Python software. The GUI com-
bines these computational algorithms into a user-friendly 
interface, shielding users from intricate details while pro-
viding instant results. In addition, it can be used to limit 
input features; thus, they can be used to compare the results 
of different values. Furthermore, a GUI fosters a culture 
of innovation and collaboration. As more engineers and 
researchers adopt this tool, a shared platform for predict-
ing the AA-UHPC compressive strength can be established. 
This collective knowledge and data contribute to refining 
prediction models by improving the GUI database, making 
them more accurate and representative of a wider range of 
scenarios. The GUI can also serve as a valuable educational 
tool, enabling students and novice engineers to explore the 
behavior of AA-UHPC in a controlled environment.

10  Conclusion

A comprehensive study was performed by applying ML 
algorithms to determine a surrogate estimation model for 
estimating compressive strength of AA-UHPC materials, 
which can facilitate experimental tests and reduce evalua-
tion time and effort. Eighteen input parameters were chosen 
to construct the ML models, and their influence on the com-
pressive strength at different curing days was investigated. 
The following conclusions were drawn:

• The flow, followed by the SH, curing duration, water, and 
molarity, were introduced as the most important features 
for estimating the compressive strength of AA-UHPC. In 
addition, flow showed a relative importance about twice 
as much as morality. In contrast, S/B, SF, SM, and QS 
were among the variables with the least importance in 
predicting the target value.

• According to the PDP results, the two features of SF 
and  CT showed linear behavior, while the features of 
W,  SFV, M, SS/SH ratio, and  CD showed an increas-

ing trend. By contrast, SH, SS, FA, and W/B exhibited 
decreasing trends in the estimation of the compressive 
strength of AA-UHPC. Furthermore, the input features 
of water, flow, SH, W/B, and  CD had the greatest influ-
ence on the target and could not be neglected during 
the predictions.

• The scatter of actual and predicted values of the com-
pressive strength of AA-UHPC at 1, 3, 7, 14, 28, and 
90 d of curing conditions showed that the ML models 
of LGBM, GBM, AdaBoost, BR, ETR, and RF, with 
accuracy percentages of 92.6%, 91.9%, 91.8%, 0.907%, 
90.1%, and 90%, respectively, had the best estimations. 
The XGBoost, ERTR, RNNs, ESNs, RBFNs, HGBM, 
and CatBoost models had accuracies of 89.4% and 
83.6%, respectively, while the ANNs and KNN had 
accuracies of 74.5% and 71.3%, respectively. The pro-
posed Stacked ML models with active learning exhib-
ited higher prediction accuracy values. Stacked ML-3, 
Stacked ML-1, Stacked ML-4, and Stacked ML-2 had 
prediction accuracies of 93.2%, 91.9%, 91.8%, and 
90.5%, respectively, while active learning method can 
improve their accuracy to 98.9%, 95.9%, 94.5%, and 
96.8%, respectively. Therefore, active learning can 
improve the accuracy between 2.6% till 4.1% and fur-
ther enhance the Stacked ML models.

• The Stacked ML-3, LGBM, Stacked ML-1, Stacked 
ML-4, AdaBoost, and Stacked ML-2 models with lower 
score values were selected as the best prediction mod-
els. In contrast, the ESNs, CatBoost, RBFNs, RNNs, 
KNN, and ANNs models had the highest score values, 
indicating that their predictions were inaccurate.

• The validation results reveal that the Stacked ML mod-
els, including Stacked ML-3, Stacked ML-2, Stacked 
ML-1, and Stacked ML-4, achieved scores of 36, 72, 
84, and 96, respectively, indicating their strong per-
formance in predicting the compressive strength of 
AA-UHPC. When active learning was incorporated 
into these models, their performance improved signifi-
cantly, with the updated models of AL-Stacked ML-3, 
AL-Stacked ML-2, AL-Stacked ML-1, and AL-Stacked 
ML-4, recording scores of 12, 24, 48, and 60, respec-
tively. Consequently, these enhanced models were 
chosen as the most effective methods and were imple-
mented in the GUI for practical use.

• A Stacked model of the ML algorithms was developed 
along with a GUI to provide a general model for pre-
dicting the compressive strength of AA-UHPC. Then 
experimental specimens have tested the capability of 
the GUI. The proposed GUI model can be conveni-
ently used to reduce the experimental, numerical, and 
computational time and costs required to predict the 
outputs considered in this study.
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Appendix

This appendix provides all specimen data points used for 
training and testing ML algorithms (Table 7).
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