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Abstract : In this chapter, a new approach to active narrowband noise control is
presented. Narrowband acoustic noise may be generated, among others, by rotating
parts of electro-mechanical devices, such as motors, turbines, compressors, or fans.
Active noise control involves the generation of “antinoise” , i.e., the generation of a
sound that has the same amplitude, but the opposite phase, as the unwanted noise,
which causes them to interfere destructively, rather than constructively. In the range
of low frequencies (below 1 kHz), the active approach is more effective than pas-
sive methods that employ dampers, barriers, absorbers, and other forms of acoustic
isolation.

1 Introduction

One of the negative aspects of the growth of technology is the increase of various
risk factors, such as acoustic noise. Long-term exposure to noise may cause fatigue,
loss of focus and insomnia, or, in case of high levels of the noise, partial or total
hearing loss.

Traditional methods of reducing acoustic noise rely on measures such as hear-
ing protections, attenuators, dampeners, or acoustic isolators, among others. Such
solutions, which can be referred to as passive, are most effective in the ranges of
medium and high frequencies. Unfortunately, at low frequencies, the volume and
mass of passive solutions grows substantially, which is a major drawback of this
group of methods.

Recently, there has been a considerable growth in interest for active noise con-
trol (ANC). Active noise control methods rely on the phenomenon of destructive
interference of acoustic waves. Without going into details, an ANC system gener-
ates an “antisound”, i.e., an acoustic wave whose superposition with the undesired
acoustic field results in the, typically local, cancellation of the latter. In contrast to
passive methods, active noise control is most effective in the low-frequency range.
This property stems from the fact that the volume of the space in which the cancel-
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michal.meller@eti.pg.edu.pl; ORCID: https://orcid.org/0000-0001-5964-7085

1

Postprint of: Niedźwiecki M., Meller M. (2021) Active Suppression of Nonstationary Narrowband Acoustic Disturbances. In: 
Kulczycki P., Korbicz J., Kacprzyk J. (eds) Automatic Control, Robotics, and Information Processing. Studies in Systems, 
Decision and Control, vol 296. Springer, Cham. https://doi.org/10.1007/978-3-030-48587-0_26

https://doi.org/10.1007/978-3-030-48587-0_26
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lation takes place increases with the wavelengths of the interfering acoustic fields
[33].

Fig. 1 depicts three basic configurations of ANC systems in the classical appli-
cation of noise cancellation in an acoustic duct. The differences between the config-
urations include, among others, the controller’s principle of operation, the number
of sensors required in the system, and their placement in the duct. The elements
common to all configurations are the noise source, the acoustic duct, a loudspeaker,
and the measurement microphone, placed at the end of the duct, which senses the
residual noise.

In the ANC systems literature, the undesired acoustic noise is typically referred to
as the primary noise, and the fragment of the duct between the noise source and the
measurement microphone is called the primary path. The loudspeaker that is placed
inside the duct is the canceling loudspeaker. Its purpose is to generate an acoustic
wave, called a secondary noise, that will cancel the primary noise. Consequently,
the fragment of the duct between the loudspeaker and the measurement microphone
is called the secondary path. Finally, the role of the measurement microphone is to
sense the control results and to enable the computation of adjustments to the control
signal.

Most ANC systems employ the so-called feedforward approach (Fig. 1a). Feed-
forward systems take advantage of the fact that sound travels at speeds that are many
orders of magnitude slower than the propagation velocity of electrical signals. Using
an additional microphone, typically placed close to the noise source, the so-called
reference signal is collected. The reference signal carries the information about the
primary noise ahead of time, in the sense that it reaches the controller well before
the primary noise acoustic wave reaches the end of the duct. It follows that, by tak-
ing into account the transfer functions of the primary and the secondary paths, one
may compute how to excite the loudspeaker to cancel the primary noise. An im-
portant feature of feedforward ANC systems is their capability to cancel wideband
noise. On the other hand, to work effectively, feedforward systems require that the
transfer delay of the primary path is longer than the time needed by the controller
to compute the control signal. Moreover, the performance of feedforward ANC sys-
tems depends heavily on the quality of the reference signal or, more precisely, on
the level of correlation between the reference signal and the primary noise [25].

The feedback configuration, depicted in Fig. 1b, is free of the above limitations.
In this approach, the control signal is generated solely using the signal from the
measurement microphone. Feedback systems, however, are capable of eliminating
narrowband noise only, which stems from the fact that the computation of the con-
trol signal relies on predictions of the primary noise, which are accurate only for
narrowband signals [73].

The hybrid configuration, shown in Fig. 1c, attempts to combine the advantages
and, at the same time, to avoid the disadvantages of the above two approaches. This
configuration employs both the feedforward and the feedback controllers, whose
roles are to cancel the wideband and the narrowband components of the primary
noise, respectively.D
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(a) Feedforward ANC system

(b) Feedback ANC system

(c) Hybrid ANC system that combines feedforward and feedback approaches

Fig. 1 Typical configurations of active noise control systems in acoustic ducts.

The most popular control algorithm in active noise control is the FX-LMS filter
[39]. The FX-LMS controller employs an adaptive finite impulse response (FIR) fil-
ter, whose coefficients are adjusted using a version of the least mean square (LMS)
algorithm, modified so as to take into account the influence of the secondary path.
The FX-LMS algorithm is suitable both for the feedforward [25] and the feedback
configurations [33]. The relatively easy tuning and the variety of modifications,
which are often heuristic [25], are only two of its numerous advantages. On the
other hand, the FX-LMS controller is computationally complex, which stems from
the large number of adjusted adaptive filter coefficients (typically between few hun-
dreds and few thousands tapped delay line weights).

There exists several equivalents of the FX-LMS algorithm that employ the infi-
nite impulse response (IIR) filters [12, 14, 16]. Remarkably, in active noise control
systems, the primary reason to use the IIR filters is, rather unexpectedly, not the
reduction of the computational complexity, but the elimination of the risk of the
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4 Maciej Niedźwiecki and Michał Meller

adaptive controller destabilizing, related to the leakage of the canceling signal to the
reference microphone [25]. However, the poles of the IIR filter might temporarily
leave the unit disc during adaptation, which makes the issue of setting the initial
values of the filter’s coefficients the critical problem. The difficulty of ensuring safe
operation of IIR filters is, likely, the reason of the dominance of the FX-LMS algo-
rithm.

Several algorithms dedicated to the use of ANC systems that employ feedback
were proposed as well. Despite their apparent differences, the basic principle under-
lying their operation is the same in all cases. Rejection of disturbances in feedback
control systems requires high open loop gain at the frequencies that correspond to
the spectral content of the disturbance [68]. Since the rejected disturbance signal
might be nonstationary, i.e., the frequencies of its components might vary, the use
of adaptive controllers is advised.

One may satisfy the above two requirements by combining a straightforward sec-
ond order filter, whose poles are located at the unit circle, with a suitable frequency
estimation mechanism, whose output serves to adapt the locations of the filter’s
poles. Among several advantages of this approach, its flexibility stands out as one
of the most important. One is allowed to employ both parametric frequency estima-
tors, based on a model of the disturbance [40, 64, 71], and nonparametric ones, such
as FFT or subspace-based methods (e.g. classical MUSIC [66] and ESPRIT [65]
algorithms). The controllers based on this approach were proposed in [3, 4, 20],
among others.

The internal model principle (IMP) is another powerful framework for construct-
ing feedback ANC controllers. The IMP principle states that a two degrees of free-
dom controller with transfer function R(ζ )/S(ζ ) (depending on the time domain,
the symbol ζ corresponds to the complex variable s or z) ensures asymptotic can-
cellation of a disturbance N(ζ )/D(ζ ) if, and only if, a subset of the poles of the
controller replicates the roots of the polynomial D(ζ ), i.e., when S(ζ ) = S′(ζ )D(ζ ).
IMP adaptive controllers may employ both indirect and direct adaptation mecha-
nisms [1, 29]. In the first case, a model of the disturbance is estimated explicitly
and the controller is synthesized by solving a Diophantine equation that includes
the disturbance model [29]. In the direct approach, the controller is adapted without
any intermediate steps, e.g., using the Youla-Kucera parametrization [67].

Note that each of the above referenced solutions requires the knowledge of the
transfer function of the secondary path. There exist many applications where the
plant may be regarded as stationary and its identification may be carried out once,
typically in the open loop configuration. However, when the plant is subject to un-
predictable changes, it is necessary to equip the controller with means to perform
the identification on-line, without interrupting the operation of the ANC system.

The most popular solution of the problem of identifying a secondary path is the
auxiliary noise approach, proposed in [15]. The method relies on introducing an ad-
ditional signal, in the form of white noise, that excites the plant, to the control loop.
The main disadvantage of such an approach is that the overall level of disturbances
in the system increases, which conflicts with the control objective. Moreover, in its
basic form, the auxiliary noise method converges slowly, and the modifications that

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Active Suppression of Nonstationary Narrowband Acoustic Disturbances 5

eliminate this problem are known to increase the complexity and computational cost
of the controller considerably [25].

The most important commercial application of ANC systems are active head-
sets. Due to their small size, such systems typically employ feedback, and the high-
frequency noise is canceled passively [18, 19, 28]. Closely related to active headsets
are the active noise control motorcycle helmets [7, 30, 63, 74], which were demon-
strated to offer a considerable reduction of noise. Another interesting application is
ANC anti-snore system, which is very challenging due to severely limited freedom
of placing the system’s components and the variability of the secondary path, caused
by movements of the sleeping person’s head [8, 9, 26].

A highly promising area for ANC systems is the cancellation of acoustic noise
generated by medical apparatus . The systems belonging to this category might aim
at improving a patient’s comfort or at reducing the long-term impact of the noise to
medical staff. In the first group, one may point to an infant incubator ANC systems,
where the purpose of the ANC system is to improve the infant’s sleep quality and
to eliminate the risk of hearing damage or loss [27, 31, 77]. In the second group,
the active noise control of MRI noise stands out as the most important application
[10, 11, 24, 62, 70].

Several other examples of interesting applications of ANC systems can be found
in the survey paper [23].

2 Problem formulation

To simplify mathematical analysis, we will assume that all signals considered below,
such as control signal, reference signal, narrowband disturbance and measurement
noise are complex-valued. In section 5.2 we will describe a simple approach which
allows one to use the obtained results when all signals are real-valued (which is a
typical situation in practice.

Consider the problem of the reduction of a narrowband disturbance observed at
the output of a discrete-time system (in acoustic applications this role is played by
the secondary path) governed by the equation

y(t) = Kp(q−1)u(t−1)+d(t)+ v(t) (1)

where t ∈ Z= {. . . ,−1,0,1, . . .} denotes normalized discrete time, y(t) denotes the
corrupted complex-valued output signal, q−1 is the backward shift operator, the sig-
nal

d(t) = a(t)e jφ(t), φ(t) =
t

∑
i=1

ω(i) (2)

is a complex-valued sinusoidal disturbance (cisoid) with a slowly-varying amplitude
a(t) and slowly-varying angular frequency ω(t) ∈ (−π,π], v(t) denotes complex-
valued wideband noise obeying the assumption
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6 Maciej Niedźwiecki and Michał Meller

(A1) {v(t)} is a sequence of independent complex-valued random variables
with zero mean and variance σ2

v ; real and imaginary components of
v(t) are mutually independent,

and finally, Kp(q−1) denotes transfer function of a stable, linear, single-input single
output system obeying the condition

(A2) Kp(e− jω) 6= 0, ∀ω ∈ (−π,π].

Our goal will be to design a minimum-variance controller, i.e., to find such con-
trol rule which minimizes the signal observed at the output of the ANC system in
the mean squared sense

u(t) : E
[
|y(t)|2

]
−→min .

We will consider both purely feedback control strategies and hybrid strategies which
combine feedback control and feedforward control (provided that the reference sig-
nal is available).

3 Feedback control strategies

3.1 Control in the case of full prior knowledge of the system and
disturbance

Suppose that the transfer function of the system Kp(q−1) is known and that distur-
bance has the form d(t) = a0e jω0t [which is equivalent to assuming that a(t) ≡ a0
and ω(t) ≡ ω0] and is measurable. To compensate sinusoidal disturbance of this
form, one should generate such sinusoidal control signal u(t) for which the system
output, also sinusoidal due to system linearity, would have the same amplitude as
d(t) but opposite polarity. Since linear systems basically scale and shift sinusoidal
inputs, the narrowband character of u(t) justifies the following steady state approx-
imation

Kp(q−1)u(t−1) = kpu(t−1) (3)

where kp = Kp(e− jω0) ∈ C denotes the complex-valued system gain/attenuation at
the frequency ω0. Combining relationships (3) and (1), one obtains a simple formula
y(t) = kpu(t−1)+d(t)+ v(t), leading to the following form of control signal

u(t) =−d(t +1)
kp

(4)

The steady state signal observed at the output of the open-loop system governed
by (4) has the form y(t) = v(t), which means that its variance takes the smallest
achievable value equal to limt→∞ E[|y(t)|2] = σ2

v .
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Active Suppression of Nonstationary Narrowband Acoustic Disturbances 7

3.2 Control in the case of full prior knowledge of the system and
partial prior knowledge of the disturbance (known frequency)

Suppose that the amplitude of the disturbance with constant and known frequency
ω0 changes slowly with time according to the random walk model

a(t +1) = a(t)+η(t +1) (5)

where the sequence of one-step amplitude changes {η(t)} obeys the assumption

(A3) {η(t)} is a sequence of independent random variables
with zero mean and variance σ2

η ; the sequence {η(t)}
is independent of {v(t)}.

It is straightforward to check that under assumptions made above, the disturbance
signal can be expressed in a recursive form

d(t +1) = e jω0d(t)+ η̃(t +1) (6)

where {η̃(t)}, η̃(t) = e jω0η(t), is a sequence of independent complex-valued ran-
dom variables with zero mean and variance σ̃2

η = σ2
η .

Using the approximation Kp(q−1)u(t − 1) ∼= kpu(t − 1), one can show that the
optimal, minimum-variance control rule has the following steady state form [47]

d̂(t +1|t) = e jω0 [d̂(t|t−1)+µay(t)]

u(t) =− d̂(t +1|t)
kp

(7)

where d̂(t +1|t) denotes the predicted value of the disturbance and µa ∈ R denotes
the adaptation gain given by µa =−ξ/2+

√
ξ 2/4+ξ , ξ = σ2

η/σ2
v . Under control

rule (7), system output is given by y(t)∼= c(t)+ v(t), where

c(t) = d(t)− d̂(t|t−1) = e jω0(1−µa)c(t−1)+ η̃(t)−µae jω0v(t +1) (8)

is the quantity which will be further referred to as cancellation error. Based on
this relationship it is easy to show that the steady state variance of the output
signal is given by limt→∞ var[y(t)] = σ2

c + σ2
v , where σ2

c = limt→∞ var[c(t)] =[
σ2

η +
√

σ4
η +4σ2

η σ2
v
]
/2.
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8 Maciej Niedźwiecki and Michał Meller

3.3 Control in the case of partial prior knowledge of the system and
partial prior knowledge of the disturbance (known frequency)

In practical situations the quantities kp and µa not only are unknown but can also
change over time due to the nonstationarity of the system and/or disturbance. Prior
to designing an adaptive version of the controller, capable of automatic tuning of its
settings, we will analyze properties of the “realistic” version of the controller (7)

d̂(t +1|t) = e jω0 [d̂(t|t−1)+µy(t)]

u(t) =− d̂(t +1|t)
kn

(9)

obtained when the true system gain kp is replaced with its “nominal” gain kn 6= kp,
and when the optimal adaptation gain µa is replaced with an arbitrarily chosen gain
µ 6= µa.

Denote by β ∈ C, β = kp/kn 6= 1 the system gain modeling error. Similarly as
in the optimal regulator case (7), the output signal can be expressed in the form
y(t) = c(t)+ v(t) where now

c(t) = d(t)−β d̂(t|t−1) = e jω0(1−µβ )c(t−1)+ η̃(t)−µβe jω0v(t +1) (10)

Comparison of (8) and (10) leads to an interesting conclusion – when the adaptation
gain coefficient µ is chosen so as to fulfill the condition

µβ = µa (11)

the cancellation error (10) becomes identical with that yielded by the optimal con-
troller (7). This means that by choosing the value of µ appropriately one can “com-
pensate” the modeling error which is the consequence of adopting the inappropriate
value of the system gain kn 6= kp. It is worth noticing that when Im[β ] 6= 0, the com-
pensation mentioned above is possible provided that the adopted adaptation gain is
complex-valued µ ∈ C. Having this in mind, we will design an adaptive algorithm
for on-line tuning of a complex-valued adaptation gain µ . We will adjust µ recur-
sively by minimizing the following local measure of fit, made up of exponentially
weighted squares of system outputs

V (t; µ) =
t

∑
τ=1

ρ
t−τ |y(τ; µ)|2 (12)

where ρ ∈ [0.999,0.9999] denotes the so-called forgetting constant, determining
the effective width of the local analysis window [in steady state equal to 1/(1−ρ)
sampling intervals].

Using the method of recursive prediction error (RPE) [69], the following adap-
tive control algorithm, further referred to as SONIC (Self-Optimizing Narrowband
Interference Canceller), was derived in [47] - see fig. 2
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Fig. 2 Block diagram of an ANC system incorporating SONIC controller

z(t) = e jω0

[
(1− cµ )z(t−1)−

cµ

µ̂(t−1)
y(t−1)

]
r(t) = ρr(t−1)+ |z(t)|2

µ̂(t) = µ̂(t−1)− z∗(t)y(t)
r(t)

d̂(t +1| t) = e jω0 [ d̂(t| t−1)+ µ̂(t)y(t) ]

u(t) =− d̂(t +1| t)
kn

(13)

where cµ ∈ [0.005,0.05] denotes a small positive constant, and z∗(t) denotes a com-
plex conjugate of z(t). The variable z(t) is given by the formula

z(t) =
∂y(t; µ)

∂ µ

where
∂

∂ µ
=

1
2

[
∂

∂Re[µ]
− j

∂

∂ Im[µ]

]
denotes the so-called Wirtinger derivative [76], [6], [5], [21] – symbolic differenti-
ation with respect to a complex variable [Wirtinger calculus facilitate minimization
of nonanalytic functions of complex variables, such as (12)].

Without explaining details of the derivation, we will remark that it is based on
the coefficient fixing technique, used to “robustify” self-tuning minimum-variance
regulators [1]. Within this framework the value of one of system parameters is fixed
and not estimated. It can be shown that this modeling error (the fixed value usually
differs from the true value) is “corrected” when identification is carried out in the
closed loop – in spite of the modeling bias the self-tuning regulator converges to the
optimal regulator [41].

The self-optimization loop, made up of the first three recursions of SONIC, al-
lows not only for compensation of the system modeling error (β 6= 1), but also for
optimization of the controller. As shown in [47], under assumptions (A1)-(A3) it
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10 Maciej Niedźwiecki and Michał Meller

holds that

lim
t→∞

E[µ̂(t)]∼=
µa

β
(14)

which means that the SONIC controller converges, in the mean sense, to the optimal
controller (7). Even more importantly, since optimization of µ is performed using
the RPE approach, the controller (13) will attempt to minimize the cancellation error
also in cases where the assumptions (A1)-(A3) – not very realistic from the practical
viewpoint – are not fulfilled, i.e., it should respond adequately to the changes in plant
dynamics, changes of the signal-to-noise ratio ξ , etc.

The robustness of SONIC can be demonstrated using a simple simulation exper-
iment, carried out for a system with switched dynamics – all details are given in
table 1. The narrowband disturbance and wideband noise were generated using the
following settings: σv = 0.1, σe = 0.001, ω0 = 0.1, d(0) = 1.

Time interval System |β | Argβ [◦]

0 < t < 15000 K1(z) =
0.0952

1−0.9048z−1 0.708 -47.9

15000≤ t < 30000 K2(z) =
0.0238

1−0.9762z−1 0.234 -79.3

30000≤ t < 45000 K3(z) =
0.2

1−0.8z−1 0.913 -27.1

45000≤ t ≤ 60000 K4(z) =
+0.1−0.14z−1

1−1.8391z−1 +0.8649z−2 1.960 121.1

Table 1 System switching schedule in the transient behavior experiment and the corresponding
modeling errors.

While the first two changes [from K1(q−1) to K2(q−1) at instant t = 15000 and
from K2(q−1) to K3(q−1) at instant t = 30000] were confined to plant parameters,
the last change was more substantial: at instant t = 45000, the first-order inertial sys-
tem K3(q−1) with a single real pole was switched to the second-order nonminimum
phase system K4(q−1) with a pair of complex poles. Since the phase shift intro-
duced by K4(q−1) at the frequency ω0 differs from the analogous shift of K3(q−1)
by more than π/2, the last change causes temporal instability of the closed-loop
system, making the task of disturbance rejection even harder.

Fig. 3 (illustrating typical behavior) and Fig. 4 (illustrating mean behavior) show
results obtained for the SONIC algorihm with the following settings: cµ = 0.005,
ρ = 0.9995, kn = e jω0 . Additionally, the algorithm was equipped with sefety jacket-
ing mechanisms which will be described in section 5.1 [with µmax = 0.05, µmin = 0,
∆ µmax(t) = µ̂(t−1)/50, rmax = 1600, rmin = 0].D
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Active Suppression of Nonstationary Narrowband Acoustic Disturbances 11

The adaptation process was started at instant t = 1 using the following initial
conditions: d̂(0) = e jω0 , r(0) = 100, z(0) = 0, µ̂(0) = 0.02. The algorithm copes
favorably with both the initial convergence problem and with abrupt plant changes.
When the experiment is started or when a change to the plant dynamics occurs, the
magnitude of the adaptation gain µ̂(t) temporarily increases to quickly compensate
large initial modeling errors; later on, it gradually decays to settle down around its
optimal steady state value. Note the very quick response to phase errors and usually
much slower response to magnitude errors — the effect caused by diverse sensitivity
of system output to two types of modeling errors.

The simulation experiment shows also that the proposed control scheme has a
self-stabilization property. When instability occurs at the instant t = 45000 [which
is unavoidable since, due to the sign mismatch, the stabilizing gain µ̂ for K3(q−1)
does not stabilize K4(q−1)], it causes rapid growth of the output signal y(t), which
in turn speeds up convergence of µ̂ to a new stabilizing value. In this way, after a
burst observed at the system output, the closed-loop stability is regained.

3.4 Control in the case of partial prior knowledge of the system and
partial prior knowledge of the disturbance (unknown
frequency)

Suppose that the frequency ω(t) of the narrowband disturbance is not known and
slowly varies with time. Prior to designing the fully adaptive minimum-variance reg-
ulator, we will analyze properties of the modified algorithm (9), obtained by means
of replacing the known frequency ω0 with the current estimate of the instantaneous
frequency

d̂(t +1|t) = e jω̂(t|t−1)[d̂(t|t−1)+µy(t)]

ω̂(t +1|t) = g[Y (t)]

u(t) =− d̂(t +1|t)
kn

(15)

where ω̂(t + 1|t) denotes the one-step-ahead prediction of the instantaneous fre-
quency ω(t + 1) based on observations Y (t) = {y(i), i ≤ t} gathered up to the in-
stant t.

Estimation of the instantaneous frequency can be carried out using a simple gra-
dient algorithm [48]

ω̂(t +1|t) = ω̂(t|t−1)+ γArg

[
d̂(t +1|t)e− jω̂(t|t−1)

d̂(t|t−1)

]
(16)

where γ , 0 < γ � 1 denotes adaptation gain in the frequency estimation loop, and
Arg(·)∈ (−π,π] denotes the principal argument of a complex number. In the case of
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Fig. 3 Typical simulation results obtained using SONIC. Solid lines – the estimated quantities,
dotted lines – optimal steady state values.

1 2 3 4 5
10

−3
10

−2
10

−1
10

0
10

1
10

2

|y
|2

1 2 3 4 5
10

−3

10
−2

10
−1

|µ
|

1 2 3 4 5

−100

0

100

t [x104]

A
rg

(µ
)[

°]

Fig. 4 Simulation results obtained using SONIC, averaged over 100 process realizations. Solid
lines – the estimated quantities, dotted lines – optimal steady state values.
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Active Suppression of Nonstationary Narrowband Acoustic Disturbances 13

slowly time-varying disturbance signals, one can use the following approximation

Arg

[
d̂(t +1| t)e− jω̂(t| t−1)

d̂(t| t−1)

]
= Im

{
log

[
1+

µy(t)

d̂(t| t−1)

]}
∼= Im

[
µy(t)

d̂(t| t−1)

]

which leads to the following control algorithm

d̂(t +1|t) = e jω̂(t|t−1)[d̂(t|t−1)+µy(t)]

ω̂(t +1|t) = ω̂(t|t−1)+ γIm

[
µy(t)

d̂(t| t−1)

]

u(t) =− d̂(t +1|t)
kn

(17)

Analysis of tracking properties of the algorithm (17) can be performed using the
method of local averaging [2] and the approximating linear filtering (ALF) tech-
nique [44, 71], developed for the purpose of studying adaptive notch filters (ANF).
Consider a local analysis window T = [t1, t2] of width n = t2− t1 + 1 obeying the
condition n� 2π/ω(t), ∀t ∈ T . Assuming that Kp(e− jω) is a smooth function of
ω , that the amplitude of the disturbance is constant and equal to a0, and that the
instantaneous frequency ω(t) varies slowly with time, the output of a system ex-
cited by a narrowband input signal can be approximately expressed in the form
Kp(q−1)u(t − 1) ∼= kT u(t − 1), t ∈ T , where kT = ∑t∈T Kp(e− jω(t))/n denotes the
mean gain of the system in the time interval T . Using this approximation, the output
signal can be expressed in the form y(t) ∼= d(t)− β d̂(t|t − 1)+ v(t), t ∈ T , where
β = kT/kn. Denote by w(t) the one-step change of the instantaneous frequency

ω(t) = ω(t−1)+w(t).

The ALF technique amounts to studying dependence between the cancellation error
c(t) = d(t)−β d̂(t|t− 1) and frequency tracking error ∆ω̂(t) = ω(t)− ω̂(t|t− 1),
and “exciting” signals v(t) i w(t), while neglecting all moments of these quantities
of order higher than 1, as well as all “cross-terms”. Using this approach, one arrives
at the following linear relationships

∆ x̂(t) = (1−µβ )∆ x̂(t−1)+ ja2
0∆ω̂(t−1)µβ s(t−1)

∆ω̂(t +1) = ∆ω̂(t)− γ

a2
0

Im[µβ∆ x̂(t)]− γ

a2
0

Im[µβ z(t)]+w(t +1)
(18)

where ∆x(t) = c(t)d∗(t) and s(t) = v(t)d∗(t).
Equations of the linear approximating filter (18) allow one to quantify frequency

tracking errors. Note that – similar to (10) – both ALF equations incorporate terms
that depend on µβ , and neither of them incorporates terms dependent exclusively
on µ or β . This means that, also in this case, system modeling errors can be com-
pensated by a suitable choice of a complex-valued gain µ .
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14 Maciej Niedźwiecki and Michał Meller

Interesting analytical results can be obtained in the case where the instantaneous
frequency evolves according to the random walk model, i.e., when

(A4) {w(t)} is a sequence of zero-mean independent random variables
with variance σ2

w; the sequence {w(t)} is independent of {v(t)}
and {η(t)}.

Assume, for simplicity, that the true system gain is known (β = 1), which
means that there is no need to adopt complex-valued gain µ , i.e., µ ∈ R. Let
sI(t) = Im[s(t)]. Under the restrictions mentioned above the following result can
be obtained after solving ALF equations

∆ω̂(t)∼= H1(q−1)sI(t)+H2(q−1)w(t)

where

H1(q−1) =− ηµ(1−q−1)q−1

a2[1− (1+λ )q−1 +(λ +ηµ)q−2]

H2(q−1) =
1−λq−1

1− (1+λ )q−1 +(λ +ηµ)q−2

and λ = 1− µ . Linear filters H1(q−1) and H2(q−1) are asymptotically stable for
all values µ,γ ∈ (0,1). Since under the assumption (A4) the processes {sI(t)} and
{w(t)} are orthogonal, the steady state expression for the variance of the frequency
tracking error takes the form

E{[∆ω̂(t)]2}= I[H1(z−1)]E[s2
I (t)]+ I[H2(z−1)]E[w2(t)]

where
I[X(z−1)] =

1
2π j

∮
X(z)X(z−1)

dz
z

is an integral evaluated along the unit circle in the Z -plane, and X(z−1) denotes
any stable proper rational transfer function. Using the method of residue calculus
[22] and taking into account the facts that E[s2

I (t)] = a2
0σ2

v /2 and E[w2(t)] = σ2
v ,

one arrives at

E[(∆ω̂(t))2]∼=
γ2µ

4a2
0

σ
2
v +

[
1
2γ

+
1

2µ

]
σ

2
w . (19)

Denote by µω and γω the coefficints that minimize the mean squared error (19).
Straightforward calculations lead to

µω = 4
√

8ζ , γω = 4
√

ζ/2, ζ =
a2

0σ2
w

σ2
v

and

E[(∆ω̂(t))2|µω ,γω ]∼= σ
2
w

4
√

2ζ−1 . (20)
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Active Suppression of Nonstationary Narrowband Acoustic Disturbances 15

The mean squared frequency estimation error cannot be smaller than the so-called a
posteriori Craméra-Rao lower (PCRB)1 As shown in [71], when the variables v(t)
and w(t) are normally distributed, PCRB takes the form

PCRB∼= σ
2
w

4
√

2ζ−1 . (21)

Comparison of relationships (20) and (21) leads to the conclusion that the optimally
tuned algorithm (17) is – in spite of its very simple form – statistically efficient, i.e.,
it guarantees the highest achievable estimation accuracy when the instantaneous fre-
quency ω(t) drifts in a random way. More than that, as shown in the paper [54], un-
der more realistic frequency variation scenarios the simple gradient algorithm (17)
yields results that are comparable with those obtained by means of applying the
high-resolution (and computationally much more demanding) frequency estimation
algorithm known as ESPRIT (Estimation of Signal Parameters via Rotational In-
variance Techniques) [32].

Combining all adaptation mechanisms described so far, one obtains the following
extended version of the SONIC algorithm [48]

sel f −optimization

z(t) = e jω̂(t|t−1)
[
(1− cµ)z(t−1)−

cµ

µ̂(t−1)
y(t−1)

]
p(t) = ρr(t−1)+ |z(t) |2

µ̂(t) = µ̂(t−1)− y(t)z∗(t)
p(t)

(22)

predictive control

d̂(t +1|t) = e jω̂(t|t−1)[d̂(t|t−1)+ µ̂(t)y(t)]

u(t) =− d̂(t +1|t)
kn[ω̂(t|t−1)]

(23)

f requency estimation

ω̂(t +1|t) = ω̂(t|t−1)+ γ Im

[
µ̂(t)y(t)

d̂(t|t−1)

]
(24)

where cµ , ρ , γ and kn[ω̂(t|t− 1)] = Kn(e jω̂(t|t−1)) are previously defined regulator
settings, and Kn(q−1) denotes the “nominal” transfer function of the system. If no
prior knowledge about the system is available, one can set Kn(q−1)≡ 1.

1 Since in the case considerd ω(t) is a random variable (rather than an unknown deterministic
constant) the classical Craméra-Rao bound does not apply.
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16 Maciej Niedźwiecki and Michał Meller

Fig. 5 shows typical results obtained for a real-valued system. The algorithm
(22)-(24), after modifications described in sections 5.1-5.2, was implemented on a
regular PC. The sampling rate was equal to 1 kHz. The left loudspeaker was used
to generate disturbance, and the right one – to generate the antisound. The error
microphone was placed 15 cm away from the right loudspeaker. The instantaneous
frequency of the disturbance was slowly varying, in a sinusoidal way, between 241
Hz and 250 Hz with a period equal to 20 seconds. The nominal gain of the system
was set to kn = 1 and the remaining settings of SONIC were equal to: cµ = 0.01,
µmax = 0.05, γ = 0.01. Application of the extended SONIC led to attenuation of the
harmonic noise which, depending on the instantaneous frequency, ranged between
15 and 20 dB.

Fig. 5 Comparison of spectral density functions of disturbances observed at the output of a real
acoustic system: without control (solid line) and under control of the extended SONIC algorithm
(broken line).

4 Control incorporating both feedback and feedforward
mechanisms

An obvious advantage of SONIC, typical of all feedback ANC systems, is due to
the fact that it does not require deployment of a reference sensor. Such a sensor may
be expensive and/or difficult to mount. Additionally, it may introduce acoustic feed-
back, which deteriorates performance of the ANC system. However, this advantage
comes at a price: without access to a reference signal, SONIC needs to learn the
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Active Suppression of Nonstationary Narrowband Acoustic Disturbances 17

properties of the disturbance, such as its instantaneous frequency ω(t), by observ-
ing the error signal y(t), i.e., the very signal it is trying to cancel. Such an internal
“conflict of interests” (things that are good for identification are bad for control
and vice versa) is an inherent limitation of many adaptive control systems. Under
nonstationary conditions, this may result in episodes of turbulent, or even bursting,
behavior, not acceptable from a practical viewpoint. Additionally, fluctuations of the
attenuation rate (since periods of higher attenuation are interleaved with periods of
lower attenuation), even if in a small range, make the residual noise less comfortable
for a human listener than a constant-intensity noise.

Fig. 6 Block diagram of the ANC system incorporating hybrid SONIC controller.

The drawbacks described above can be eliminated by equipping the control sys-
tem with a reference sensor (microphone, accelerator), placed close to the source of
the unwanted sound, and measuring the reference signal

r(t) = d∗(t)+ v∗(t) (25)

where d∗(t) denotes the reference disturbance, strongly correlated with d(t), and
v∗(t) denotes sensor noise, independent of v(t). The proposed solution is obtained
by replacing in SONIC the estimate ω̂(t|t− 1) yielded by the feedback frequency
estimation loop, with a suitably modified (smoothed or simply delayed) estimate of
the instantaneous frequency ω∗(t) of the signal d∗(t), obtained by means of process-
ing the reference signal r(t). Such a hybrid feedforward/feedback solution, depicted
in Fig. 6, has several advantages over a purely feedback design. First, the reference
signal is a non-vanishing source of information about the instantaneous frequency
of the disturbance. Secondly, even if the ANC system is switched off, the signal-
to-noise ratio is usually much higher at the reference point than at the cancellation
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18 Maciej Niedźwiecki and Michał Meller

point. Finally, since the reference signal is measured ahead of time, estimation of
the instantaneous frequency of d(t) can be based not only on the past, but also on
a certain number of “future” (relative to the local time of the controller) samples of
the disturbance. Such noncausal estimates, which incorporate smoothing, are more
accurate than their causal counterparts.

The instantaneous frequency ω∗(t) of the signal d∗(t) can be estimated using a
slightly modified version of the algorithm used to track the signal d(t)

ε(t) = r(t)− d̂∗(t|t−1)

d̂∗(t +1|t) = e jω̂∗(t)[d̂∗(t|t−1)+µ∗ε(t)]

ω̂∗(t +1) = ω̂∗(t)+ γ∗µ∗ Im

[
ε(t)

d̂∗(t|t−1)

] (26)

where µ∗ and γ∗, 0 < µ∗,γ∗� 1, denote small adaptation gains. Unlike the coeffi-
cient µ in the algorithm (24), the coefficient µ∗ in (26) is constant and real-valued.

Using the ALF approach, one can show that if the frequency ω∗(t) changes
slowly, the quantity ω̂∗(t) can be viewed as an approximately unbiased estimate
of ω∗(t− τest), where τest = int[tω ], tω = 1/γ∗, denotes the so-called estimation de-
lay [42] introduced by the algorithm (26). This is a straightforward consequence
of the fact that the mean trajectory of the estimates ω̂∗(t) is delayed with respect
to the true trajectory ω∗(t) by (approximately) τest sampling intervals [59]. Due to
the causality principle, in a majority of adaptive control applications estimation of
unknown system/signal coefficients can be based exclusively on past data samples.
In the case of the ANC system depicted in Fig. 6 the situation is different. Since
the acoustic delay, i.e., delay with which the sound wave emitted by the source of
disturbance reaches the point at which it is supposed to be canceled, is considerably
longer than the electrical delay with which reference measurements are transmit-
ted to the control unit, the controller has the advantage of knowing the disturbance
(or, more precisely, of knowing the signal correlated with the disturbance) before
it reaches the cancellation point. Denote by τel the electrical delay, by τak � τel –
the acoustic delay, and by τprz – the time needed to complete one cycle of computa-
tions using the algorithm (26). Since it holds approximately that ω(t)∼= ω∗(t−τak),
when the processing unit is sufficiently fast the control algorithm has at its disposal
the estimate of the instantaneous frequency of d(t) with a time advance equal to
τ0 = τak− τel− τprz sampling intervals. Hence, after accounting for the estimation
delay, as an estimate of the instantaneous frequency ω(t), one can use the following
quantity

ω̂(t) = ω̂∗(t− τd) (27)

where τd = max{τ0− τest,0}. When τ0 < τest only a partial correction of the bias
can be achieved.

The hybrid SONIC algorithm incorporating both feedback and feedforward
mechanisms has the form
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Active Suppression of Nonstationary Narrowband Acoustic Disturbances 19

z(t) = e jω̂∗(t−τd)

[
(1− cµ)z(t−1)−

cµ

µ̂(t−1)
y(t−1)

]
p(t) = ρr(t−1)+ |z(t) |2

µ̂(t) = µ̂(t−1)− y(t)z∗(t)
p(t)

d̂(t +1|t) = e jω̂∗(t−τd)[d̂(t|t−1)+ µ̂(t)y(t)]

u(t) =− d̂(t +1|t)
kn[ω̂∗(t− τd)]

(28)

where ω̂∗(t) denotes the estimate of the instantaneous frequency of the reference
signal d∗(t) obtained using the algorithm (26).

Unlike most of the existing hybrid schemes, hybrid SONIC is not made up of two
controllers – the reference signal is used only to extract information about the instan-
taneous frequency of the disturbance, rather than to form the reference-dependent
control (compensation) signal. Therefore it can be characterized as a feedback ANC
with an external (feedforward) frequency adjustment mechanism. Since the refer-
ence signal is usually a more reliable source of information about the instantaneous
frequency of the disturbance than the error signal (which is minimized by the con-
troller), hybrid SONIC has better tracking and robustness properties than its original,
purely feedback version.

Time shift is the simplest form of noncausal estimation of the frequency ω∗(t)
[45]. The estimation accuracy can be further improved by means of application of
the fixed-delay adaptive notch smoothing (ANS) algorithm

ω̂(t) = ω̂∗(t− τd|t) (29)

where ω̂∗(t− τd|t) denotes the estimate of the frequency at the instant t− τd based
on the data collected up to the instant t, i.e., data incorporating τd “future” measure-
ments of the reference signal. The ANS algorithms of this form were presented in
[43, 46, 52, 55].

The properties of the hybrid SONIC algorithm were checked in a simulation ex-
periment incorporating a realistic model of the controlled system obtained via iden-
tification. The aim of this experiment was to compare the algorithms (22)-(24) and
(28). The simulated sampling rate was equal to 8kHz. The assumed transportation
delays introduced by the primary path and secondary path were equal to 100 and
60 sampling intervals, respectively. The instantaneous frequency of the disturbance
was varying between 190 Hz and 210 Hz. Finally, the nominal gain of the secondary
path was set to its true gain measured at the frequency 200 Hz.

The results of the experiment are shown in Fig. 7. Note fluctuations of the am-
plitude of the residual output signal in the case which can be observed when the
frequency of the disturbance is estimated in the feedback loop – the effect caused
by periodic deterioration of identifiability conditions caused by operation of the con-
trol loop. Note also that no such effect appears when the hybrid algorithm is used,
which results in the improvement of cancellation efficiency by 5-15 dB.
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20 Maciej Niedźwiecki and Michał Meller

Fig. 7 Comparison of signals observed at the output of the simulated acoustic system. (a) Without
active noise cancellation. (b) Obtained using the extended SONIC controller (c) Obtained using
the hybrid SONIC controller.

5 Extensions

5.1 Recommended safety guards

To robustify the SONIC controller against abrupt changes of plant and/or distur-
bances (e.g. the changes of nonstationarity level of the disturbance, measurement
noise variance, impulsive disturbances), and to improve its behavior during the ini-
tial transient phase, one may employ several heuristic modifications.

Excessive variability of the adapted parameters may be prevented by upper-
bounding the magnitude of the complex gain |µ̂(t)|, its one-step changes |µ̂(t)−
µ̂(t − 1)|, and the scaling variable r(t). These modifications can be regarded as
safety guards typical to adaptive control. Additionally, to prevent the shutdown of
the algorithm, it is recommended to introduce additional lower bounds on the vari-
ables µ̂(t) and r(t).

Denote by clip(x,a,b), x ∈ C, a,b ∈ R+ the complex clip function

clip(x,a,b) =


a x
|x| dla |x|< a
x dla a≤ |x| ≤ b

b x
|x| dla |x|> b

.
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The modified algorithm (13) has the form

z(t) = e jω0

[
(1− cµ)z(t−1)−

cµ

µ̂(t−1)
y(t−1)

]
r(t) = clip(ρr(t−1)+ |z(t)|2,rmin,rmax)

∆ µ̂(t) = clip(
z∗(t)y(t)

r(t)
,0,∆ µmax)

µ̂(t) = clip(µ̂(t−1)−∆ µ̂(t),µmin,µmax)

d̂(t +1|t) = e jω0 [d̂(t|t−1)+ µ̂(t)y(t)]

u(t) =− d̂(t +1|t)
kn

. (30)

5.2 Modifying the SONIC controller to work with real-valued
signals and systems

A variant of the SONIC controller designed to work with real-valued signals was
derived in [49]. It was assumed that the controlled plant is governed by eq. (1), and
the assumptions regarding the disturbance signals were modified. The measurement
noise v(t) was modeled as real-valued Gaussian-distributed zero-mean white noise
with variance σ2

v , and the narrowband disturbance d(t) as governed by

d(t) = α
T(t)f(t)

ααα(t) = [α1(t),α2(t)]T, f(t) = [sin(ω0t),cos(ω0t)] , (31)

where the vector ααα(t) is a two-dimensional random walk process

ααα(t +1) = ααα(t)+ e(t)

e(t) = [e1(t) e2(t)], e(t)∼N (0,σ2
e I) ,

which can be regarded as a real-valued counterpart of the complex-valued distur-
bance governed by (2) and (5).

The inner control loop proposed in [49] takes the form

α̂αα(t +1|t) = α̂αα(t|t−1)+M̂(t)f(t)y(t)

u(t) =−α̂αα
T
(t)Knf(t) , (32)

where α̂(t +1|t) is the one-step prediction of the vector α(t),

Kn =

[
Re[Kn(e jω0)] Im[Kn(e jω0)]
−Im[Kn(e jω0)] Re[Kn(e jω0)]

]
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22 Maciej Niedźwiecki and Michał Meller

denotes the nominal gain matrix of the plant at frequency ω0, and

M̂(t) =
[

Re[µ̂(t)] −Im[µ̂(t)]
Im[µ̂(t)] Re[µ̂(t)]

]
where µ̂(t) is the complex-valued gain coefficient, whose value is adjusted in the
outer self-optimization loop.

The self-optimization loop reads

zy(t) =−cµ fT(t)M̂−1(t−1)zα(t−1)

zα(t) = zα(t−1)+M̂(t−1)f(t)zy(t)+Hf(t)y(t)

r(t) = ρr(t)+ |zy(t)|2

µ̂(t) = µ̂(t−1)−
z∗y(t)y(t)

r(t)
,

where cµ > 0 is a small constant and

H =
∂M
∂ µ

=
1
2

[
1 j
− j 1

]
, M =

[
Re[µ] −Im[µ]
Im[µ] Re[µ]

]
,

The above equations were derived using the approach similar to the complex-
valued case, i.e., using the Wirtinger calculus and the coefficient fixing technique.

Remarkably, one may obtain almost exactly the same control results using al-
gorithm (13), modified by projecting the complex control signal on the real axis
[34]

z(t) = e jω0

[
(1− cµ)z(t−1)−

cµ

µ̂(t−1)
y(t−1)

]
r(t) = ρr(t−1)+ |z(t)|2

µ̂(t) = µ̂(t−1)− z∗(t)y(t)
r(t)

d̂(t +1|t) = e jω0 [d̂(t|t−1)+ µ̂(t)y(t)]

u(t) =−Re

[
d̂(t+1|t)

kn

]
. (33)

Taking into account the effort required to develop real-valued versions of algo-
rithms (22)-(24), (26)-(28) from scratch, one is allowed to conclude that the pro-
jection method is the recommended approach to the implementation of the SONIC-
family controllers in real-world systems.
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5.3 Application of improved estimators of instantaneous frequency

In many applications, the instantaneous frequency of disturbances varies in, approx-
imately, a piecewise linear way. In such cases, the estimates obtained using the al-
gorithm (16) will be biased, which will affect the cancellation performance of the
controller adversely. To mitigate this issue, an improved version of the frequency es-
timator, which equips it with the capability to track the local trend in the frequency
trajectory, was proposed in [51]. The extended algorithm has the form

α̂(t +1|t) = α̂(t|t−1)+ γα g(t)

ω̂(t +1|t) = ω̂(t|t−1)+ α̂(t +1|t)+ γω g(t)

g(t) = Arg

[
d̂(t +1|t)

d̂(t|t−1)e jω̂(t|t−1)

]
, (34)

where α̂(t+1|t) and ω̂(t+1|t) denote the one-step predictions of frequency rate and
frequency, respectively, while γα and γω are small gains that satisfy the condition
0 ≤ γα � γω . Note that, for γα = 0 and zero initial conditions, the algorithm (34)
reduces to (16).

Behavior of the algorithm (34) was analyzed using the approximating linear filter
approach, under the assumption that the instantaneous frequency is governed by the
following model

ω(t +1) = ω(t)+α(t +1)
α(t +1) = α(t)+wα(t +1) , (35)

where ω(t) and α(t) denote the frequency and frequency rate, respectively, and
{wα(t + 1)} is the sequence of one-step changes of the process α(t). The analysis
demonstrated that the proposed improved estimator is statistically efficient. More-
over, simulation results presented in [51] demonstrate that the application of the
extended frequency estimator can result in 5 to 15 dB of improvement in the can-
cellation performance of the SONIC controller.

5.4 Extension to the multifrequency case

The control algorithms presented so far are capably only of canceling sinusoidal
disturbances. In many applications, however, one may encounter the need to cancel
nonsinusoidal disturbances, among whom the most important group consists of the
so-called pseudoperiodic signals. Pseudoperiodic disturbances may be represented
as sums of sinusoidal components, whose frequencies are multiples of some funda-
mental frequency ω0(t)
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24 Maciej Niedźwiecki and Michał Meller

s(t) =
K

∑
k=1

ak(t)e j ∑
t
τ=0 ωk(τ)

ωk(t) = mkω0(t), k = 1,2, . . . ,K . (36)

In signal processing, the problem of tracking signals with such a structure is often
referred to as the comb filtering problem.

Cancellation of signals governed by (36) may be accomplished using a parallel
structure, which consists of multiple SONIC controllers, each tracking and can-
celing a single harmonic component [53]. Unfortunately, such a solution is hardly
efficient, because it does not exploit the relationships between the frequencies of
all components. As a result, the subcontrollers in the parallel structure are prone to
loosing track of weaker components or switching to different – typically stronger –
components.

A novel solution of this problem was presented in papers [57, 58], where a new
adaptive comb filtering algorithm was proposed, and its application in active noise
control was explained. The new algorithm employs a centralized frequency esti-
mation mechanism, which optimally combines the information carried by all com-
ponents of the tracked signal. It was shown that the new estimator is a statistically
efficient estimator of the fundamental frequency and, via eq. (36), of the frequencies
of all harmonic components.

In the case of application in ANC systems, the new algorithm allows one to im-
prove the cancellation performance considerably. Fig. 8 depicts the comparison of
power spectral densities of the residual noise from an MRI scanner, resulting from
the application of two ANC schemes: standard SONIC algorithm combined with the
parallel structure, and the comb variant of the SONIC controller [57]. Poor results
obtained using the parallel structure are caused by multiple subcontrollers switch-
ing to neighboring, stronger harmonic components. In contrast, the application of
the centralized frequency estimation mechanism eliminates this phenomenon com-
pletely, which results in unquestionably better controller performance.

5.5 Extension to the multivariate case

The multivariate SONIC controller was proposed in papers [37, 38]. The structure
of the controller is close to its univariate version, given in (13). It consists of the
inner control loop, whose task is to track and cancel a disturbance, and the outer
self-optimization loop, which performs the optimization of the controller’s gains.
The inner loop has the form

d̂(t +1|t) = e jω0 [d̂(t|t−1)+M̂(t)y(t)]

u(t) =−K−1
n d̂(t +1|t) , (37)
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(a)

(b)

Fig. 8 Comparison of residual MRI noise power spectral densities: (a) Basic SONIC controller.
(b) Comb SONIC controller.

where d̂(t +1|t) is the one-step prediction of the multivariate disturbance, u(t) and
y(t) are N-element vectors of control signals and system outputs, respectively, Kn
is the nominal plant gain matrix at frequency ω0, and M̂(t) is a complex matrix of
adaptation gains, i.e., a multivariate counterpart of the complex gain µ̂(t) in algo-
rithm (13).

The outer loop consists of three recursions

z̃(t) = e jω0
[
(1− cµ)z̃(t−1)− cµ y(t−1)

]
r̃(t) = ρ r̃(t−1)+ |z̃(t)|2

M̂(t) = M̂(t−1)
[

I− y(t)z̃H(t)
r̃(t)

]
, (38)

which, due to the multiplicative gain adjustment mechanism, are a nontrivial exten-
sion of the first three equations of the algorithm (13).

The multivariate SONIC controller may undergo further extensions, e.g. to can-
cel disturbances with unknown frequency, or to employ the hybrid configuration.
See [38] for simulated and experimental results illustrating the applications of these
concepts in the multivariate case.
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5.6 Robustification against impulsive noise

The robustification of the SONIC controller against the adverse effect of impulsive
noise was considered in papers [60, 61]. Impulsive noise is typically modeled as
heavy-tailed white noise or using α-stable distributions. One may robustifiy the
SONIC controller to such noises by replacing the cost criterion (12) with one that
employs the L1 norm

V (t; µ) =
t

∑
τ=1

ρ
t−τ |y(τ; µ)| . (39)

The study presented in paper [60] shows that the application of the modified cost
criterion improves the controller performance in the presence of α-stable measure-
ment noise, α ∈ (1,2). However, it was observed that the basic variant of the SONIC
controller is also quite robust to this kind of disturbances, in the sense that its per-
formance was completely satisfactory from the practical standpoint.

A much more significant challenge than α-stable noises are the disturbances that
result from events such as shocks in the walls of an acoustic duct. The presence of
such artifacts may cause the SONIC controller to diverge from the optimal settings,
or even to destabilize. A suitable modification of the controller, which includes a
mechanism that detects such events and freezes the adaptation process until they
decay, was proposed in [61]. Typical control results, obtained in real-world acoustic
duct using the robust version of the algorithm, are shown in Fig. 9.

Fig. 9 Comparison of control results obtained using the basic SONIC controller (middle plot) and
the robust SONIC controller (bottom plot) in the presence of disturbances caused by mechanical
shocks to the acoustic duct (top plot).
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