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An integrated methodology for enhancing audio quality in mobile computers is presented.
The key features are adaptation of the characteristics of their acoustic track to changing acoustic
conditions of the environment and to users’ individual preferences. Signal processing algo-
rithms are introduced that concern: linearization of frequency response, dialogue intelligibility
enhancement, and dynamics processing tuned up to the users’ hearing characteristics. The
description of the algorithms implemented in the C++ programming language is provided.
The processing is performed utilizing custom Audio Processing Objects (APO) installed in the
Windows sound system. The sound enhancement package is managed with the user interface
enabling a control over the sound system. The results of subjective evaluation of the sound
processing methods and algorithms introduced to mobile computer devices are discussed.

0 INTRODUCTION

Mobile computer devices—tablets, ultrabooks,
netbooks—are now frequently used both for work
and for entertainment purposes. Sound quality is an
important factor influencing the user’s experience in such
use cases as: VoIP conversations, listening to music, or film
playback. Meanwhile, the small size and low production
cost of the above said devices often lead to deterioration
in the quality of sound. The factors causing the degraded
sound quality are related mostly to their mechanical form,
i.e., the limited size of loudspeakers, the presence of
resonances of the casing, etc.

The manufacturers of mobile devices aim to improve the
sound quality by two types of means. The first approach
is installing better quality transducers. There are devices
available on the market that contain loudspeakers produced
by manufacturers of hi-end audio devices. The second ap-
proach is employing a software process whose purpose is
to improve the perceived quality of sound. Turnbull et al.
noticed this problem and had employed signal processing
algorithms to enhance the sound quality in mobile phones
and game consoles [1]. Several models of laptops or ultra-
books are equipped with sound enhancement bundles by
such companies as Dolby [2] or Waves [3].

In general, the solutions described in the literature incor-
porate the following features:

� Low frequency enhancement [1][2][3][4],
� Spatialization [2][3][4][5][6],
� Improvement of dialogue clarity [2][3],
� Dynamics processing (most frequently in the form of

loudness maximization) [1][2][3],
� Compensation of irregular frequency response charac-

teristics [1][2][3][5].

In our research we developed our own approaches to
some of the above mentioned problem solving. In this work
we introduce our methods for: linearization of frequency
response, improvement of dialogue intelligibility (also re-
ferred to as Smart Dialogue), and adjusting the dynamics of
sound (also referred to as Ear Tune Up). In our related work
the topic of low frequency enhancement is also addressed
[7][8]. The novelty of our approach lies in the adaptive and
in the same time personalized approach. We aim to adjust
the sound to the changing conditions and to individual pref-
erences of the listener. We also propose a novel approach
to dynamic range adjustment, in which we do not maxi-
mize the loudness of sound, but we rely on investigated
user’s preferences concerning loudness. The algorithms are
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implemented as Audio Processing Objects (APOs) in the
Windows audio subsystem. This approach allows for real-
time operation mode, independently of the source of audio
data and it remains transparent to the user. This article is
partially based on some previous convention papers [9][10].
Compared to the convention papers’ content, the descrip-
tion of the methods were extended, the adaptive lineariza-
tion was added, and new evaluation results were introduced.

All experiments and practical objective and subjective
tests were performed not only on a laptop platform (HP
Pavilion G6) but also on a portable device (Dell All-In-
One). Algorithms applied during performed tests and ob-
tained results are discussed in this paper.

The remainder of the paper is organized as follows. In
Sec. 1 we introduce the method for linearization of fre-
quency response. In Sec. 2 we describe the algorithm for
enhancement of dialogue intelligibility. The methodology
for personalized adjustment of the dynamics features is
discussed in Sec. 3. In Sec. 4 the results of evaluation of
the proposed methods are discussed. Sec. 5, concluding
the article, contains some general comments pertaining the
achieved results.

1 LINEARIZATION OF FREQUENCY RESPONSE

The purpose of the introduced linearization algorithm is
to compensate for the irregular frequency response of the
device. Let us assume that the digital signal x(n) is played
back by the device. After the playback a distorted signal
x*(n) is obtained:

x∗(n) = x(n) ∗ h(n) (1)

where: ∗ denotes convolution and h(n) is the impulse
response of the audio playback system combined with
the impulse response of the listening room. The aim of
the linearization algorithm is to calculate the estimate
of the impulse response ĥ(n). Hence, the inverse form of
this characteristic h̃(n)can be computed, such that:

ĥ (n) ∗h̃ (n) = δ (n) (2)

or in the frequency domain:

Ĥ ( f ) · H̃ ( f ) = 1 (3)

Two methods are employed in order to estimate the char-
acteristics of the playback system. In the static approach
a calibration application is used to measure H(f). In the
adaptive approach an adaptive filtration algorithm is em-
ployed to estimate the characteristics of the device on a
frame-by-frame basis.

1.1 Static Approach
In this approach the auto-calibration method is utilized

to adjust the linearization algorithm for current acoustic
conditions. The details of the method have been presented
already in related papers [10][11].

The linearization algorithm is the method for correction
of amplitude response of the built-in speakers. In this ap-
proach we assumed that for given acoustic conditions the

Fig. 1 Diagram of the static linearization algorithm.

Fig. 2 Setup utilized for measurement of mobile device charac-
teristics.

frequency response H(f) of the speakers is constant. The
auto calibration algorithm is utilized once to adjust the lin-
earization algorithm for current acoustic conditions [11].
It is important to emphasize that the user should run the
auto calibration process in order to take into account any
changes in the acoustic conditions that may occur during the
listening to music. Consequently, the calculated lineariza-
tion filter characteristic will reflect not only the influence
of ambient noise properties but also the current playback
level. This type of linearization algorithm is realized ac-
cording to the diagram in Fig. 1. The original signal x(n) is
modified using H̃ ( f ) function. After performing this oper-
ation we obtained the signal x̃(n). This modified signal is
played back through loudspeakers.

For the practical realization of the algorithms the acous-
tical features of the built-in loudspeakers and microphone
are needed to be known. For considered computer de-
vices these properties were determined during frequency re-
sponse measurements. The details of this process are given
in the next subsection.

1.1.1 Frequency Response Measurement
The proposed setup (presented in Fig. 2) enables the

measurements of the frequency response of the device in
the user’s head position. Hp.mic(f) denotes the response reg-
istered with the PULSE measurement system and Hint.mic(f)
denotes the frequency response of the internal microphone.
It comprises the computer device (mobile or portable), mea-
surement microphone connected to the measurement sys-
tem PULSE, and the internal sound system of the mobile
device (built-in microphone and speakers).

Based on the obtained responses: Hp.mic(f) and Hint.mic(f)
it is possible to calculate the differential characteristic be-
tween them. This kind of a characteristic is called transfer
function HTR(f) and is given by Eq. (4):

HT R ( f ) = Hp.mic ( f ) − Hint.mic ( f ) (4)

Using the HT R(f) characteristic and the characteristic ob-
tained by means of the built-in microphone it is possible
to predict the amplitude characteristics of the computer
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Fig. 3 Characteristics measured using the PULSE system (Hp.mic(f) - red line) employing the built-in microphone (Hint.mic(f) - blue line)
are plotted. The noise floor for both microphone positions are shown as well.

speakers in the user’s head position. The Transfer Function
HT R(f) can be applied for self-calibration of the mobile
device and for updating the linearization filter.

The measurement procedure was as follows. The ex-
amined device was placed on a table. The measurement
microphone was placed approx. 0.5 m in front of the device
and 0.5 m above the table. Its placement reflects the typical
position of the user’s head. The authors considered an appli-
cation of a head and torso simulator to the calibration pro-
cess, but it is a rather complex device with embedded, thus
remaining beyond a control, characteristics of artificial ears
that may differ from characteristics of the users’ hearing.
Moreover, the application of a single microphone for the
calibration purpose is also the simplest and the best choice
for practical reasons, therefore it remains quite common in
measurements of loudspeaker characteristics. All measure-
ments were conducted in an anechoic chamber (free field).
The main purpose of measurement of the transfer function
in the anechoic room was to avoid unwanted reflections and
additional noise, which could occur in other conditions. An-
other reason is that the transfer function should be recorded
as precisely as possible. It will be applied many times dur-
ing the auto calibration process that can be performed by
the user in different acoustic conditions.

The devices and software used during measurements in-
cluded: Bruel & Kjær PULSE recorder with dedicated soft-
ware (type 7540), Bruel & Kjær measurement microphone
(type 4189-A-021), Bruel & Kjær acoustic calibrator (type
4231). Examined computer devices were: HP Pavilion G6,
Dell All-In-One. The sampling rate of the recorded signals
was equal to 48 kSa/s. The FFT analysis was performed
using 4096-sample window length.

The measuring signal was played back through the com-
puter sound system. The measuring signals radiated through
the computer speakers are recorded by the measuring mi-
crophone and by the built-in microphone of the computer
device. The results obtained for the laptop (HP Pavilion G6)
are presented in Fig. 3.

Based on those signals the characteristics: Hint.mic(f) and
noise floor int.mic were calculated for the internal micro-
phone and characteristics: Hp.mic(f) and noise floor p.mic
for the external microphone, respectively (see Fig. 3).

The external microphone was calibrated by means of
the acoustic calibrator type 4231. Next, the sound levels
for both signals were calculated. The correction factor was
computed as a difference between the obtained sound levels.
The reference value was the sound level measured with a
measurement microphone. White noise was used to obtain
the amplitude characteristics of the speakers and the transfer
function.

The obtained characteristics show not only the frequency
responses of the built-in computer device speakers, but also
the influence of its casing and sound propagating condi-
tions (i.e., comb filtration occurring in the acoustical envi-
ronment).

The characteristic Hint.mic(f) is rescaled in reference to
the characteristics Hp.mic(f) in that way that levels of both
characteristics are equal for 1 kHz, thus we obtained the
characteristic int.mic.cal. in this way (see Fig. 4). This ac-
tion allows for a direct comparison of both characteristics
(Hint.mic.cal .(f) and Hp.mic(f)). In the next step, the charac-
teristics are smoothed out. The moving average is used for
this purpose. The window length of the moving average is
dependent on the frequency value. The calculation of win-
dow length is based on the modified equivalent rectangular
bandwidth (ERB) scale [12]

The original ERB value can be calculated according to
Eq. (5) as follows:

E RB = 24.7 · (4.37 · F + 1) (5)

where F is the frequency expressed in kHz.
In the practical realization of the moving average infor-

mation about the beginning and end of the window length
expressed by indexes of FFT components is needed. For
that reason the length of the moving average (marked as
�f) is calculated according to Eq. (6) (the application of
square root was verified in practice, since it brought proper
results in the averaging process):

� f =
√

E RB · f

1000
(6)

where f is the frequency expressed in Hz.

J. Audio Eng. Soc., Vol. 64, No. 6, 2016 June 407

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


CZYZEWSKI ET AL. ENGINEERING REPORTS

Fig. 4 Rescaled and smoothed characteristics measured using PULSE system and the built-in microphone. The calculated transfer
function (red curve) was also shown.

After that, based on �f value the indexes of begin (ibegin)
and end (iend ) are calculated according to Eqs. (7) and (8):

ibegin = (
i f − � f/2

)
(7)

iend = (
i f + � f/2

)
(8)

where: i f is the number of the frequency component for the
FFT frame (values from 0 up to 2047).

The characteristics: Hint.cal.smooth(f) and Hp.mic.smooth(f)
were calculated in this way. Moreover, based on the
smoothed characteristics Hp.mic(f) and Hint.mic(f), the
transfer function HT R(f) is calculated and smoothed
(HT Rsmooth(f)). The obtained results are shown in Fig. 4.
After these steps the calculation of the linearization fil-
ter and the autocalibration of the computer device became
possible.

The procedure of the automatic determination of the lin-
earization filter response using the internal microphone
built-in computer device is shown in Fig. 5. The whole
process is based on the Hint.mic(f) and HT R(f) characteris-
tics. If Hint.mic(f) and HT R(f) are known, the H(f) can be
calculated using the formula in Eq. (9):

H ( f ) = Hint.mic ( f ) + HTR ( f ) (9)

In the block 3 determination of effective frequency range
of the built-in computer device speakers, employing ambi-
ent noise is performed. As was shown before, the amplitude
characteristic of the computer speakers measured in the
users’ head position is strongly irregular. For this purpose
the frequency range is calculated on the basis of character-
istic H(f) (calculated in the block 2) and the ambient noise
distribution (while the difference between H(f) and ambient
noise for a given frequency is greater than 10 dB). In our
experiments we observed that the linearization range for
the device HPG6 was: 300 Hz–15 kHz and 180 Hz–15 kHz
for the Dell All-In-One computer.

In Fig. 6 the determination of the LMAX and Lref indi-
cators were shown (block 4). Lref indicator is determined
according to Eq. (10):

Lre f = LMAX − N (10)

Fig. 5 The algorithm of the linearization filter characteristic de-
termination.

where: LMAX is the maximum value of the estimated fre-
quency characteristic in the user’s head position H(f).

Linearization depth can be determined using N factor
(block 5). For practical reasons N factor was selected as
equal to 12 dB in our implementation. Next, the reverse H(f)
characteristic is calculated (blue line in Fig. 6), according
to Eq. (11):

H̃ ( f ) = L ref − H ( f ) (11)

Finally, the magnitude response of the linearization filter
H̃ ( f )is calculated and smoothed out using moving average
described above. In Fig. 7 the theoretical average character-
istic after an application of the linearization filter is shown
(black line). The original frequency response of the built-in

408 J. Audio Eng. Soc., Vol. 64, No. 6, 2016 June

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


ENGINEERING REPORTS ADAPTIVE PERSONAL TUNING OF SOUND IN MOBILE COMPUTERS

Fig. 6 Determination of the LMAX and Lref indicators.

speakers is also presented (violet line). The linearization
filter characteristics (red line) was obtained for characteris-
tics measured by the external microphone. Such a charac-
teristic is used for a reference during objective evaluation
of the calculation of H̃ ( f )result on the basis of Hint.mic(f)
and HT R(f) (Sec. 1.1.2).

The same measurement procedure was applied for the
second considered computer device: Dell All-In-One. The
final results including amplitude characteristics, lineariza-

tion filter, and expected frequency response after an appli-
cation of the designed linearization filter are presented in
Fig. 8.

1.1.2 Objective Evaluation of Static Linearization
A methodology applied for the linearization of the fre-

quency response of the built-in mobile device speakers
described in Sec. 1.1.1 has been practically implemented
and objectively evaluated on the basis of the measurement

Fig. 7 Amplitude characteristic of the linearization filter for the HP Pavilion G6 device.

Fig. 8 Amplitude characteristic of the linearization filter for the Dell All-In-One device.
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Fig. 9 Amplitude characteristic for HP Pavilion G6 computer
device after linearization process (green line). The original ampli-
tude characteristic is also presented (red line).

results. The mobile device was placed on the desk. Mea-
surements were performed in a typical living room. Fre-
quency response was measured in the users’ head position
by means of the PULSE measuring system.

In Fig. 9 the obtained characteristics of the mobile device
audio system are shown. The measurement microphone was

placed in a typical users’ head position. First, the origi-
nal characteristic of mobile device speakers was measured
(Ch.org.). The second characteristic was obtained after an
application of the linearization process (Ch.lin.).

In Fig. 10 the original frequency response obtained us-
ing the measuring microphone placed at the user’s head
position (Hp.mic(f) - red line) and frequency response ob-
tained using internal microphone and transfer function H(f)
are shown. Both curves are very common; it means that
the internal (built-in) microphone of the mobile device can
be used during the auto calibration process. In Fig. 11 the
linearization filter responses calculated for both kind of
measuring signals are shown.

It is clearly noticeable that after the application of the lin-
earization filter the frequency response becomes more uni-
form. For a better illustration of the impact of the lineariza-
tion process on the final amplitude characteristic of the
speakers some additional calculations were done. The level
distributions for both characteristics were calculated. The
standard deviations of signal levels were also determined.
The obtained results are shown in Fig. 12 and Fig. 13. For
all kind of analyses the linearization process provides better
results: a more narrow level distribution, a more rapid slope

Fig. 10 The original frequency response obtained using the measuring microphone placed at the user’s head position (red line) and
frequency response calculated according to Eq. (9) using an internal microphone and the transfer function (green line).

Fig. 11 Linearization filter responses: original (red line) and obtained by means of the transfer function and the internal microphone
signals (green).
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Fig. 12 Level distribution for both amplitude characteristics (orig-
inal: red line and after linearization: green line).

Fig. 13 Cumulative distribution for both amplitude characteristics
(original: plotted with red line and obtained after linearization:
plotted with green line).

for cumulative distribution, and a lower value of standard
deviation.

1.2 Adaptive Approach
The above-described static linearization approach is ca-

pable of addressing the transfer function perturbations re-
sulting from the manufacturer’s choice of enclosure shape
and materials, transducers, and other factors directly related
to the design of the device. It cannot however compen-
sate for the external factors, e.g., the room/environmental
acoustics, which change over time. The adaptive lineariza-
tion algorithm presented in this section goes a step forward,
by a continuous monitoring of the instantaneous frequency
characteristics of the sound emitted by the device under
given conditions. Since the subject is quite broad and the
adaptive filtration algorithms adopt some rather complex
principles, the proposed solution will be outlined here only,
with included references to details discussed in other pa-
pers.

1.2.1 Problem Statement
The use of adaptive filtering for linearization of audio

systems is known from the literature [13], however, the
proposed algorithm introduces a novel approach, which
utilizes digital audio watermarking techniques for the re-
alization of a module, which detects whether there are ad-

Fig. 14 Adaptive self-linearization problem illustration.

ditive disturbances present in the recorded signal, which
could negatively impact on the adaptation process. This
idea closely follows previous research of the authors’ in
the field of Acoustic Echo Cancellation, wherein a similar
method was used for the purpose of double-talk detection
(DTD) [14].

In the proposed application, the semi-fragile audio wa-
termarking is used, enabling the monitoring of the local
speaker-microphone loop. This allows for an accurate de-
tection of the situation where additive distortions are present
in the signal recorded by the microphone, rendering the wa-
termarking signature undetectable. Such a distortion could
disturb the adaptive algorithm used for estimating the char-
acteristics of the loop. A reader interested in the discussion
regarding the choice of the watermarking method and the
detailed signature embedding/detection algorithms can find
them in the aforementioned paper [14].

The purpose of the introduced adaptive filtering is to
achieve the most faithful sound reproduction regardless of
changing acoustic conditions. The means to achieve that is
the self-linearization algorithm based on the use of adap-
tive filter, which continuously estimates the changes in the
characteristics of a distortion and controls the playback
system to compensate for them. In the case of the echo
cancellation algorithms, the adaptation process is sensitive
to the presence of additive distortions originating exter-
nally to the transducer-housing-environment system. Such
a distortion from the viewpoint of the adaptive algorithm
introduces some specific changes in the spectrum of the
recorded signal, for which the algorithm will also attempt
to compensate. This will lead to a divergence of the adap-
tive algorithm from the actual characteristics and also will
produce a significant estimation error, resulting in the inef-
fective correction. This problem is illustrated in Fig. 14.

The application of the equalization applied to the lin-
earization of the characteristics of the audio path is
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Fig. 15 Block diagram of the adaptive linearization algorithm (a) and its objective performance measurement result (b), static linearization
result was also presented.

often used, among others, in the concert hall sound systems,
where the graphical equalizer is utilized to offset the fre-
quency response in a number of sub-bands, based on indica-
tions of a spectrum analyzer. This kind of a correction, how-
ever, is done manually and incidentally, and its precision is
limited by the number of equalizer bands, which is fixed.
There are known implementations of such devices in which
the process of tuning up the equalizer has been automated
by combining the equalizer with the system generating a
signal of known characteristics (e.g., the “sweep” signal or
pink noise). Recording the signal using a dedicated micro-
phone and spectral analysis allows for adjusting the charac-
teristics of the equalizer to the measured signal properties.
This approach is not suitable, however, for the correction in
the continuous manner, because in this case the measuring
signal interferes with the normal sound reproduction.

1.2.2 Algorithm Design

The operation of the adaptive self-linearization algorithm
is illustrated by the diagram presented in Fig. 15(a). The
digital audio signal x(n) intended for reproduction is sup-
plied to the adaptive filter and then used as a reference
signal providing a basis for the estimation of the system’s
transfer function. Prior to this, the signal is processed in
the linearization block, which applies a digital filtering em-
ploying an inverse characteristic to the one estimated by the
adaptive filter in the previous calculation step (Eq. (12)).
For simplicity, the equations describing these operations are
given using the time-domain notation, however the transi-
tion is straightforward and it was already introduced in Sec.
1. The linearization block performs also the embedding of
the watermarking signature. The conditioned signal xc(n)
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is then subjected to digital-analog conversion and played
back by the loudspeaker, as in Eq. (12):

xc(n) = x(n)∗ ∼ ĥi−1(n) (12)

In the acoustic field the signal is degraded by time-
varying distortions of linear nature, which make the re-
sult of bandwidth-limiting loudspeakers and the influence
of housing and environment (reverberation), which all to-
gether constitute the audio path transfer characteristics hi (t).
The signal is also distorted with various additive perturba-
tions stemming from the noise and additional sounds (e.g.,
conversation) represented by b(t) in Eq. (13):

y (t) = xc (t) ∗ hi (t) + b (t) (13)

The distorted signal is recorded by a microphone with the
known, measured ahead and being immutable over the time
digitized characteristics hmic(n). The way of measuring of
this characteristics and its influence on the recorded signal
were discussed in Sec. 1.1.

The recorded and digitized microphone signal y(n) is the
input to the watermark signature detection block, exploiting
the properties of the semi-fragile watermarking method.
When a significant additive distortion appears in the input,
the signature is not possible to be recovered. Then, the
adaptation process is stopped.

The microphone signal is filtered through a microphone
compensation characteristic ∼hmic(n), providing an inverse
of the measured microphone characteristics. The filtered
signal is fed into the adaptive algorithm and used there
for obtaining the estimate ĥi (n) of the speaker-housing-
environment system characteristics. This response is sub-
ject to conditioning and transformation procedure leading
to the update of current compensation characteristics ap-
plied in the linearization block.

The spectrum conditioning is a multi-step process, whose
purpose is to transform the spectrum of the audio path re-
sponse estimate calculated by the adaptive filter into its
stable and causal inverse form. Hence, it includes the fol-
lowing steps:

� Discarding the phase response;
� Smoothing of the magnitude response. The smoothing is

performed with a parameterized factor, expressed as 1/N-
octave (1/N-octave smoothing; typically 1/3rd - 1/48th
of octave) as in Eq. (14):

Ws (k) =
√√√√ 1

b − a + 1
·

b∑
i=a

W (i) · W ∗ (i) (14)

where: a = round(k · 2− 1
2n ), b = round(k · 2

1
2n )

� Discarding (zeroing) magnitude response factors outside
the specified frequency range bins;

� Inverting the magnitude response;
� Limiting the magnitude to the parametrized range (typi-

cally +/–15dB) in order to safeguard the inverse response
from an uncontrolled gain stemming from possible ĥi (n)

zeros presence. The limiting is performed using tanh()
characteristics;

� Synthesis of the causal/linear-phase phase response.

1.2.3 Implementation of the Adaptive Filter and
Results

The most important factor affecting the design and the
implementation of the above-described algorithm is the nu-
merical complexity of the performed operations. In order
to be able to reliably estimate the acoustic path transfer
response, the adaptive filter must have a length of few hun-
dred milliseconds (typically >200 ms). In turn, in order to
be able to perform calculations in the real-time mode on
a typical mobile hardware, and to keep the CPU load low
enough to avoid an increased power consumption and not to
disturb foreground tasks, it was decided that all the filtering
operations should be performed in the frequency domain,
making use of the FFT algorithm. This led to the choice of
the OLA (Overlap-and-Add) structure for the linearization
and for the microphone compensation filter as well. Simi-
larly the adaptive filter was implemented in the frequency-
domain—NLMS FDAF using Overlap-Save sectioning. In
the typical operating conditions (Fs = 44.1kSa/s, FDAF
length 16384Sa, that corresponds to 372 ms) this allows
for a reduction of the numeric cost in the order of 400
times while compared to time-domain implementation. The
above choice has also another advantage, namely all the
spectrum-conditioning operations don’t require any addi-
tional transformation from the time domain and back in
this case. Thus, the compensation characteristic is directly
synthesized in the frequency domain and implemented into
the OLA filter.

In order to maintain a low latency of the algorithm both
compensation filters operate on blocks of the length of
1024Sa; therefore to account for the difference in the block
size, the FDAF was implemented as to operate on the blocks
of equal size. The actual design of the FDAF was based on
the methods known from the literature [15], discussed in
Haykin’s book [16] on pp. 360–368, for the case when the
filter length differs from the operating block size. The im-
plementation of the employed DSP algorithms was made
available by one of this paper’s authors (A. Ciarkowski) in
the Internet repository [17]. In order to keep the paper con-
cise, the authors, instead of reminding the complex matrix
equations here, which explain the operation of the afore-
mentioned Overlap-Save FDAF, refer the interested reader
to the cited bibliography positions.

The effectiveness of the implemented algorithm was as-
sessed positively on the basis of initial subjective tests,
however in our hitherto performed experiments we concen-
trated first of all on the objective validation of the algorithm
performance (as illustrated in Fig. 15(b)). The experience
gained during the experiments with the algorithm led us to
the following observations:

� The algorithm performs best with magnitude limiter set
to +/– 10–15 dB range and frequency smoothing factor
≥1/24 octave,
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� Setting the proper bandwidth of the linearization is cru-
cial, too broad bandwidth leads to increased gain in sub-
bands that are not transmitted by a speaker-microphone
system, so in consequence, to overdriving the signal,

� Increasing linearization depth beyond +/–15 dB brings
no improvement in performance, but increases the risk
of overdriving and it requires a higher headroom,

� Performance heavily depends on the accuracy of the cap-
tured microphone transfer characteristics,

� If the microphone is unable to record the signal with a
sufficient level, the adaptation is slow or it is unable to
converge—fallback to non-adaptive method should be
used in this case (the same holds true for very noisy
environments),

� Both linearization methods (static and dynamic) may
be combined together with weights depending on the
acoustic conditions in the listening room,

� Adaptation is slower in the frequency bands that are miss-
ing in the signal.

2 DIALOGUE INTELLIGIBILITY ENHANCEMENT

Low clarity of dialogue during movie playback is a
common problem experienced by many users. In case of
playback on portable devices the low quality of installed
loudspeakers and the presence of external noise are factors
that make the dialogue in movies difficult to understand.
Hence, it motivates for developing methods that aim to
improve dialogue clarity. Most of the methods rely on di-
alogue detection to identify the parts of the soundtrack in
which dialogue is present. Subsequently, the dialogue can
be boosted or filtered to ensure increased clarity. Our ap-
proach is based on the frequency-domain disparity analysis
of the signals in front channels of the 5.1 mix (left, right,
and center) and on selective boosting of the frequency com-
ponents that are identified as dialogue. The details of the
algorithm were presented in previous publications on the
subject [18][19][20].

Solutions for the problem of low dialog intelligibility are
widely discussed in the literature. Fuchs divides the ap-
proaches to the enhancement of dialogue clarity into three
groups [21]. The first one is to provide different versions
of the mix with different dialogue gain. The second one
is to make the source sounds available at the user’s side.
The new standard for object audio coding introduced by
MPEG facilitates such an approach [22]. The third group
comprises the algorithms that operate on the original mix
and use signal processing to extract the dialogue channel.
Our approach falls into this last category. The advantage
of such methods is that they are compatible with all exist-
ing soundtracks. Several techniques for dialogue extraction
were proposed in the literature. Kotti et al. utilized a neu-
ral network classifier [23]. Lee et al. utilized Independent
Component Analysis for speech extraction [24]. Our algo-
rithm is much less complicated. It does not require a signal
model or complex processing, which favors our method
to be used as an APO in real-time operation in the audio
engine. For maintaining simplicity and low CPU load we
choose to implement a technique relying on the dialogue

Fig. 16 Example magnitude spectra of left, right, and center
channels.

being panned in the center. It is a known approach to analyze
the channels in the frequency domain and to identify the
frequency components, which are panned at a certain angle.
Barry et al. proposed a similar algorithm for the separation
of musical instruments [25]. ITU-R provided a technical
standard concerning downmixing of multichannel sound
[26]. Avendano and Jot aimed at separating the dialogue
from other sounds in the 2.0 stereo mix using a coherence
measure [27]. The difference of our approach is that we
employ a measure based on the magnitude difference and
we consider primarily the 5.1 mix.

2.1 Interchannel Disparity Analysis
Let us consider a 5.1-channel soundtrack. The channel

layout is as follows: left l, right r, center c, low frequency
lfe, left surround ls , right surround rs . The low frequency
channel is not considered, since it cannot be properly pro-
jected in portable devices. The proposed method relies on
the assumption that the signal components that are present
in the center channel and are absent in the side channels
(left, right) relate to dialogues. The goal is to extract these
components and to boost them in order to achieve increased
dialogue clarity. To identify the dialogue components the
frequency analysis of the left, right, and center channels
is performed. The signals are analyzed in blocks of 2048
samples (42.6 ms at 48000 samples per second) with 50%
overlap. For each block the Fast Fourier Transform (FFT)
is applied and the spectra L[k], R[k], and C[k] are obtained.
From this point the magnitudes of the complex spectrum
are considered. The spectral disparity function is defined as
follows (Eq. (15)):

V [k] = C[k] − L[k]

C[k] + L[k]
· C[k] − R[k]

C[k] + R[k]
(15)

The example magnitude spectra and the resulting dispar-
ity function are plotted on Fig. 16 and Fig. 17 respectively.
High values of V indicate that the frequency component is
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Fig. 17 Example of the disparity function obtained from the
spectra shown in Fig. 16.

present in the center channel only and it is considered as
being related to the dialogue.

2.2 Dialogue Extraction
The interchannel disparity function calculated according

to Eq. (15) is used for calculating the dialogue extraction
mask. The mask m[k] is defined as follows (Eq. (16)):

m[k] =
{

1 i f V [k] ≥ td ∧ k1 <; k <; k2

0 i f V [k] <; td
(16)

where: td is the threshold for dialogue extraction and k1,
k2 are the frequency bin limits. We assume that the ex-
tracted dialogue components are located between 300 Hz
and 16000 Hz. The threshold is constrained to the interval
(0;1) and it can be adjusted by the end user of the algorithm.

We found as a result of research experiments that the
dialogue extraction mask obtained in such a way may have
some discontinuities because the values change from 0 to
1. This can result in the presence of audible discontinu-
ities in the audio signal. Therefore, the mask is smoothed
out in order to reduce above undesirable effect. First, the
frequency domain smoothing is applied with the moving
average filtration as in Eq. (17):

ms[k] = 1

L

L f∑
i=1

m[k − i] (17)

where: L f is the length of the moving average filter em-
ployed, which in this case contains five spectral bins. Subse-
quently, time averaging of the dialogue mask is performed,
as expressed in Eq. (18):

m = mnew · α + mold · (1 − α) (18)

where: mnew is the current mask value, mold represents m
from the previous frame and α is the averaging constant.

The constant α translates to the time constant as in
Eq. (19):

Tc = N

S R · α
(19)

where: N is the block size and SR is the sampling rate (in
our experiments we used 48 kSa/s). The time averaging
constant equals 200 ms, which was determined to be an
optimum value in pilot experiments. Having obtained the
smoothed dialogue mask the spectrum of the dialogue D[k]
is obtained as in Eq. (20):

D[k] = ms[k] · C[k] (20)

2.3 Dialogue Boosting
To achieve increased dialogue clarity the extracted di-

alogue components are boosted according to the formula
(Eq. (21)):

Cm[k] = C[k] · (1 + g · ms[k]) (21)

where: Cm[k] is the spectrum of the modified center channel
signal and g is the gain applied to dialogue components.

The gain parameter should be set in line with the lis-
tening comfort of the user. In our experiments 10 dB gain
was applied. Different values of gain were evaluated in the
previous work by means of PESQ calculation [28]. It was
shown that for 6 dB and 10 dB boost an increase in the
objective speech intelligibility measure is perceived. The
finally assumed value was determined during a subjective
evaluation that preceded the listening tests reported in this
work. The listeners indicated that the 10 dB gain leads to an
optimum aural experience, since the increase in dialogue
volume becomes clearly audible, whereas no annoying dis-
tortions are perceived.

The modified center channel signal is transformed back
after boosting into the time domain using inverse FFT, thus
obtaining the signal cm[n]. In order to play the 5.1 channel
soundtrack on internal speakers of a portable device the
downmix operation has to be performed. The standard ITU
downmix equation is employed known from the literature
[26]:

lt [n] = l[n] + 0.707 · cm[n] + 0.5 · ls[n]
rt [n] = r [n] + 0.707 · cm[n] + 0.5 · rs[n]

(22)

As discussed in Sec. 4, in employing the above non-
complex algorithm we obtained quite satisfying results.

3 PERSONALIZED DYNAMICS PROCESSING

The ability to personalize settings of audio processing in
consumer digital devices is becoming now more common.
Most solutions focused primarily on the smart correcting
of the frequency characteristics of the audio devices (EQ)
fitted to the user’s hearing preferences [29].

In addition to spectral characteristics, the dynamic char-
acteristics of sound is one of the most important sound
parameters, which significantly affects the subjective per-
ception of audio quality. Audio dynamics processing has
been the subject of many studies [30]. Unfortunately, today
a trend prevails on increasing the loudness of the sound
at the expense of narrowing its dynamic range. There are
publications whose authors criticize such trends and they
also propose some methods for reconstructing the natural
dynamics of sound [31].
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The perception of sound dynamics is linked closely with
the hearing dynamics. Generally, the sound is perceived as
comfortable when it matches the dynamic characteristics
of the listener’s hearing system. There are also well known
methods allowing for fitting the dynamics of the signal
to the dynamic range of the transmission path. While the
estimation of the signal dynamics is a relatively simple task,
the estimation of the hearing dynamics appears to be a much
more complex problem. Meanwhile, a correct estimation of
the dynamic properties of the listener’s hearing is essential
for personalizing the dynamic characteristics of the audio
signal.

A method for fitting of the sound dynamics to the hearing
dynamics of the users of mobile devices is presented in this
section.

3.1 Loudness Scaling Test
To determine the hearing dynamics it has to be evalu-

ated how the user perceives loudness, i.e., which sounds
are perceived as soft, comfortable or loud. To assess the
impression of loudness in audiology the loudness scaling
tests are employed. The results of these tests show how the
impression of loudness depends on both sound level and
frequency [32][33].

An example of such a test is the LGOB test (Loud-
ness Growth in 1/2 Octave Bands) [34]. The test signals
in the test are in the form of narrow-band noise (half octave
width) with center frequencies: 500 Hz, 1000 Hz, 2000 Hz,
4000 Hz. The test is carried out using the calibrated head-
phones. The level of the test signal varies in the range from
20 dB SPL to 120 dB SPL in the steps of 5 dB. Test signals
are played back at a random order, while the task of the ex-
amined person is to assess the loudness impression related
to the test signals. For loudness assessment seven loud-
ness categories are used: I CAN’T HEAR; VERY SOFT;
SOFT; COMFORTABLE; LOUD; VERY LOUD and TOO
LOUD. In the basic version of the LGOB method the results
can be utilized to determine both the hearing dynamics char-
acteristics and dynamics processing characteristics, which
can compensate for the hearing impairment [32].

A loudness scaling test is rather difficult to use in the
context of fitting the audio dynamics range to hearing pref-
erences of users of mobile devices. It is because the LGOB
test for one ear takes approximately 10 minutes, the test
signals are artificial, and they sound unpleasant to listen to.
Moreover, the whole procedure requires a lot of attention
from the examined person. Therefore, the direct applica-
tion of the test known from the domain of audiology to this
practical case is hardly feasible.

Nevertheless, it was decided to use the knowledge and
the experience related to the audiology domain in order to
propose a new test procedure. The first element that was
modified was the test signals selection. Consequently, it
was decided to replace the narrow-band noise by signals
that are more pleasant to the listener, some sounds of mu-
sical instruments were chosen. These sounds are not only
more pleasant to listen to but also their level and frequency
characteristics are easy to control. In order to keep the nat-

Fig. 18 Graphical user interface for loudness levels setting.

ural sound it was decided to limit the bandwidth of test
signals to one octave only while the filter slope was not
greater than 6 dB/oct. The following sounds were selected:

� Drums—width of one octave bandwidth the center fre-
quency of 500 Hz,

� Piano—width of one octave band with the center fre-
quency of 1000 Hz,

� Electric guitar—width of one octave band with the center
frequency of 2000 Hz,

� Violin I—width of one octave band with the center fre-
quency of 4000 Hz,

� Violin II—width of one octave band with the center fre-
quency of 8000 Hz. This higher frequency band has been
added due to the applications of the developed method
to speech and music, while the original LGOB method
was developed for speech-related frequency band only.

The second element, which required a modification, was
the scale of the loudness categories. Consequently, in the
first step, it was decided to simplify the scale used in
the LGOB test. The discrimination between loudness cate-
gories VERY SOFT and SOFT, as well as LOUD and VERY
LOUD is difficult to make, therefore it was decided to re-
duce the scale to 5 loudness categories: I CAN’T HEAR;
SOFT; COMFORTABLE; LOUD; TOO LOUD.

Initially, the modified loudness scaling method was
tested with the participation of 70 students at our Univer-
sity. The obtained results were correct from the audiologi-
cal point of view [25]. However, in the application context
of the developed method above modifications proved to be
insufficient. The test duration was still too long and the pro-
posed loudness scale was still difficult to be interpreted by
a typical user. Therefore, the procedure was simplified even
further. The scale of loudness categories was replaced with
a slider for the sound level setting by the user (see Fig. 18).
The user’s task was to set for each test signal three sound
levels that corresponded to the following loudness impres-
sion categories: COMFORTABLE; I CAN’T HEAR, and
TOO LOUD.
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Fig. 19 Determining of characteristic for dynamics processor.

The developed method allows for obtaining information
on the perception of sound in the analyzed frequency bands
in a relatively short period of time (on average approxi-
mately 2 minutes). Information about levels of sound “too
soft,” “comfortable,” and “too loud” allows for building dy-
namic characteristics in order to fit the dynamics of sound
to the user’s hearing preferences.

However, it was found during the pilot studies that af-
ter performing dynamics processing based on the results of
the analysis of dynamics in particular frequency bands, that
there is a risk that the processed sound can be too loud (es-
pecially in the case of processing loud sounds). Therefore,
as the last element of the audio dynamics processing chain
a wideband dynamics compressor was added, with settings
calculated on the basis of the sound level selected for the
wideband test signal.

3.2 Calculation of Dynamics Curves
The shape of the characteristics of the audio dynamics

compressors was developed on the basis of both the ex-
perience gained during the implementation and as a result
of carrying out numerous audiological tests. As is seen in
Fig. 19, four points are considered: L1, L2, L3, and L4. Each
point is related to the input level (e.g., L1in) and the output
level (e.g., L1out ). During the determination of the dynam-
ics characteristics information about sound level specified
by the user as too soft is interpreted as the hearing threshold
(VH T L ). The value of this threshold is then related to the ref-
erence data (obtained in other collected test results). If the
obtained value is higher than the adequate reference value
(RHTL), a reference signal level is amplified by a value that
represents the difference between the level set by the user
and the reference level. Considering above denotations, the
first point (L1) of the static dynamics characteristic in a
given frequency band is calculated according to Eqs. (23)
and (24):

L1in = RT H L (23)

L1out = VH T L (24)

Other information obtained using the developed proce-
dure is the sound level value (VMC L ), which is associated
with the comfortable loudness. The next point (L2) of char-
acteristic is calculated as follows (Eqs. (25) and (26)):

L2in = VMC L − 15 d B (25)

L2out = L2in + 5 d B (26)

The last point of the characteristic is obtained based on
the value of sound level that the user has set as too loud
(VUCL). To ensure that the processed audio levels will not
exceed the designated level VUCL two points L3 and L4 are
created in the static characteristic, whereas the L3 point is
a typical audio dynamics compression threshold. The value
of this threshold is equal to VUCL, which value is in turn
reduced of 15 dB (as in Eq. (27)). The L4 point limits the
characteristic of the audio dynamics compressor. Its input
level is 0 dB FS (full scale), while the output level is equal
to VUCL (as in Eqs. (28), and (29)):

L3in = L3out = VUCL − 15 d B (27)

L4in = 0 d B (28)

L4out = VUCL (29)

An example dynamics characteristic for a selected fre-
quency band is shown in Fig. 19.

During the development of the method few preliminary
tests were performed in which a group of 10 audio experts
(researchers from the Multimedia Systems Department of
Gdansk University of Technology) took part. The first re-
sults of those tests showed that the developed method tends
to produce too loud sounds. As a result, the obtained dynam-
ics characteristic yielded worse effects for louder sounds
than for quieter sounds. It turned out, that after mixing the
narrowband audio with the dynamically processed signals
with the wideband signal, the resultant audio signal sounds
louder than it was expected. To solve this problem a wide-
band audio dynamics compressor was added to perform the
multiband audio dynamics processing. The results of some
next tests showed that adding the wideband compressor has
helped to solve this problem [35].

The characteristics of the wideband dynamics processor
are obtained in an analogous manner to the narrow-band
characteristics, yet in the case of the characteristics of wide-
band audio dynamics compression only the points L3 and
L4 are calculated.

During experiments with processing of multiband dy-
namics it was observed that the point L3 presence was
often source of distortions. Therefore the point L3 was
omitted during further calculation of multiband dynamics
characteristics.

3.3 Multiband Dynamics Processor
This section describes the design of the multiband dy-

namics processor algorithm, which is a main executive
block of the developed method.

The general overview of the algorithm is depicted in
Fig. 20. The processing consists of several stages, which
are performed in a sequence. The detailed description of
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Fig. 20 Block diagram of the multiband dynamics processor algorithm evaluation.

the successive stages will be the subject of the following
paragraphs.

Since the compressor operates in several independent
bands, the first stage of the processing is splitting the input
signal into the respective sub-band signals. This task is real-
ized through a bank of band-splitting filters. The number of
bands is configured to 5, however the method is flexible as
far as the number of frequency bands is concerned. The filter
bank consists of low-pass, high-pass (outer), and band-pass
(inner) filters. The filters employed are of IIR type. They
were implemented as a cascade of second-order-sections.
In case of low-pass and high-pass filters, the cascade con-
sists of 3 SOS-es (6th order filter), and 4 for band-pass
implementations (8th order). The following cross-over fre-
quencies are preconfigured: 707, 1414, 2828, 5656 Hz,
which correspond central frequencies of the following fre-
quency bands: 500, 1000, 2000, 4000, 8000 Hz, complying
with the frequencies of the signals utilized in the developed
loudness scaling test. The calculated filter coefficients are
normalized in order to get a unity gain at the central band
frequency. The SOS cascade filters are realized as Direct-
Form II, time-domain, floating-point implementation.

The next step after the band splitting is the calculation of
RMS power in each of the frequency bands. The temporary
RMS value is used as an input to gain-mapping procedure,
which calculates the resulting gain through the application
of dynamics processing curve that resulted from the loud-
ness scaling procedure. The final step is summing up the
sub-band signals and applying soft-knee limiter to prevent
signal clipping. The limiter equation is given as follows
(Eq. (30)):

y =
{

x, i f |x | <; t

x · t+tanh
(

|x |−t
1−t

)
·(1−t)

|x | , otherwise
(30)

where: t equals the limiting threshold and x represents the
sample value.

4 EVALUATION

The listening tests were conducted according to the ITU-
T recommendation [36]. The Comparison Category Rating
test (CCR) was employed. The sound samples processed
with the designed algorithms were compared with non-
processed samples. The order of samples in pairs was not
known to the subjects. According to the standard, a 7-grade

Table 1 Number of listeners participating and selected as
experts in respective tests

n◦ of all n◦ of selected
device algorithms listeners listeners

All-in-one Linearization 34 12
All-in-one Ear tune up. 30 10
Laptop Lin. + dyn.proc. 38 17
Laptop Dialogue + dyn. proc. 30 25

scale was used from –3 through 0 to 3, where –3 means that
sample A is much better than B, and 3 means that B is much
better than A. Four tests were performed that evaluate static
linearization, dialogue intelligibility enhancement, and dy-
namics processing. In fact, dynamics processing algorithm
was applied in two modes: in the first test as a part of the de-
veloped Ear tune up method (dynamics characteristics was
calculated adequately to the loudness sensation assessment)
and in the second case as loudness maximizer (dynamics
processors were set according to the fixed characteristics).
This approach was justified by the fact that the Ear tune
up method may cause a significant increase of the time du-
ration of the other tests, as well as it could influence their
results in an uncontrolled manner.

Two devices were considered: a laptop and an all-in-one
computer. Types of the performed tests were presented in
Table 1. The test evaluating dialogue intelligibility enhance-
ment was performed in the presence of ambient noise. The
samples employed in the listening tests are listed in Ta-
ble 2. A selection of musical tracks was used, as well as
soundtracks and speech samples. The musical samples are
typically compressed (in mp3 or in AAC format). Some
excerpts were downloaded from a music streaming service.
For each test the most suitable samples were selected.

The methodology of conducting the listening tests is as
follows:

1) Listeners are recruited from subjects both having
background in acoustics and not experienced in this
domain, however all of them were not familiar with
the details of the processing;

2) Dedicated computer software created in the research
project was used to present the samples. The soft-
ware tools serve the purpose of playing back the
test files mentioned in Table 2 and the purpose of
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Table 2 Samples used in the subjective listening tests

Sample Artist - title Content duration

rock Alice Cooper - Poison heavy rock band with male vocals 00:15
pop Adele - Set Fire to the Rain pop music with female vocals 00:14
pop2 Nelly Furtado - Say it Right R&B music with female vocals 00:15
polrock Czesław Niemen - Dziwny jest ten świat rock band with male vocals 00:15
elektro Tiesto - Sweet Things Electro pop with female vocals 00:10
electric Hybrid - Formula of Fear Electronic music, instrumental 00:15
Classic P. Tschaikovsky - Capriccio Italien Classical music, symphonic, instrumental 00:13
Jazz Till Bronner - Have You Met Chet Smooth jazz, male vocals 00:15
Rocknroll Jerry Lee Lewis - Great Balls of Fire rock’n’roll, male vocals, band-limited 00:12
GDT Girl with the Dragon Tattoo music, male and female voices 00:15
S Ryan Saving Private Ryan war noises, shots, explosions, male voices 00:17
BHD Black Hawk Down helicopter noise, music, male voices 00:17
2012 2012 music, male voices 00:18
Skype male male voice via Skype 00:09
Skype female female voice via Skype 00:09
male voice male actor’s voice 00:10

online processing the audio in the audio driver of the
operating system;

3) Samples were arranged in two sessions, 10 pairs per
each session. Each pair contained processed vs. un-
processed sample, apart from 1–2 null pairs, which
consisted of two unprocessed samples. The second
sessions contained the same samples arranged in a
different order to evaluate the listeners’ consistency;

4) Listeners performed the test and gave their responses
on the paper sheet provided;

5) Results were then manually input to a computer;
6) Selection of reliable listeners (experts) was per-

formed according to the following criteria:

� Each listener who gave a score greater than 1 or less than
–1 in a null pair was rejected;

� Each listener who gave opposite sign scores of magnitude
2 or 3 to the same sample in more than 2 pairs was
rejected.

The details of the number of listeners participating
in each test and the number of listeners kept after the
selection is provided in Table 1;

7) The results were analyzed with the ANOVA test.
The type of processing was considered an indepen-
dent variable, whereas the score was considered a
dependent variable;

8) Tests of linearization and dynamic processing for
both computer devices were conducted in the of-
fice environment (see Fig. 21). Tests conditions of
dialogue enhancement and dynamics processing al-
gorithms were presented in detail in Sec. 4.4

4.1 Linearization: All-in-One Computer Case
A total number of 34 listeners took part in the lineariza-

tion test employing the All-in-One computer. Twelve lis-
teners were selected as reliable experts. In Table 3 the mean
scores, standard deviations, and results of ANOVA analysis
are presented for each sample. All CMOS scores have pos-
itive values. It means that the listeners in general preferred

Table 3 Results of subjective test evaluating linearization on
All-in-One computer

sample CMOS σ p

classic LIN 1.333 1.761 3.84E-06
electric LIN 1.500 1.414 2.74E-09
elektro LIN 0.875 1.849 1.99E-03
jazz LIN 1.375 1.408 2.06E-08
polrock LIN 1.583 1.283 4.59E-11
pop2 LIN 1.500 1.560 2.95E-08
pop3 LIN 1.875 1.191 2.39E-14
rock LIN 0.542 1.668 2.92E-02
rocknroll LIN 1.625 1.345 8.51E-11

the linearized sample. The standard deviations are relatively
high. It can be observed that the samples that obtained a
CMOS indicator greater than 1 yield lower values of p, what
can be interpreted that the difference between the processed
and unprocessed sample is statistically significant. For sam-
ples whose CMOS is closer to 0, the statistical significance
is lower (e.g., for samples “elektro LIN” and “rock LIN”).
The boxplots that visualize the distribution of the scores are
presented in Fig. 22.

4.2 Ear Tune-Up—All-in-One Computer Case
The final method was evaluated during tests employing

30 subjects. Most of them were students aged 21–23 years.
At the beginning each of them performed the developed
loudness scaling test, then the characteristics of the audio
dynamics compression was calculated automatically. The
validation process ended with the pairwise comparison test
in which each expert choose the signal that was closer
to their hearing preferences. The test signals represented
fragments of musical tracks (rock, jazz, pop) and also one
sample of speech (female voice in the Skype quality). The
sound level of the signals was normalized in the test to one
of three levels: –11 LUFS (high level), –40 LUFS (medium
level), and –58 LUFS (low level). Thus, 12 different test
signals were obtained. The processed test signal and the
original test signal were presented as a pair in random order.
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Fig. 21 Subjective test setup: a) for all-in-one computer, b) for laptop.

In the developed method a model was assumed to repre-
sent the determined dynamic characteristics. In the model
four points (L1, L2, L3, L4) were defined. It turned out dur-
ing experiments that the point L3 is unnecessary because
it makes often bending of the characteristics, which is a
source of distortions. Therefore, in order to avoid the risk
of distortions, in the calculation of dynamics characteris-
tics this point is omitted. Despite such a simplified model
of compression characteristics application, the developed
method still allows for obtaining varied dynamics charac-
teristics fitted to the hearing preferences. The diversity of
the achieved characteristics was illustrated on the basis of
values of both variance and standard deviation (Table 4).

The values are much higher than zero, which means that
the obtained characteristics are diversified.

The scores obtained by individual samples are shown in
Table 5. The boxplot in Fig. 23 shows the distribution of the
scores. From the results it can be concluded that the sounds
at the middle level (MID) and the low level (LOW) have
higher scores than those at the high level. For these cases,
the dispersion of scores is also much smaller. In case of
loud sounds the results were slightly worse. In general, the
average score of all LOW samples was 1.216, MID samples
yielded 1.557, and the HIGH samples brought the score of
0.864. There were no apparent differences in the results for
the different types of test signals. It is also important that

Fig. 22 Scores in linearization test on All-in-One computer. Boxes indicate mean and standard deviation, whiskers indicate 5 and 95
percentiles.
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Fig. 23 Scores in Ear tune-up test on all-in-one computer. Boxes indicate mean and standard deviation, whiskers indicate 5 and 95
percentiles.

the proposed method does not degrade speech intelligibility,
which can be concluded from the results obtained for the
speech sample.

The tests show that the proposed dynamics processing
algorithm can improve the subjective quality of sound and
is able to adapt it to the user’s listening preferences, but
this effect is not common for all users. Since the processing
result depends on how the listener responded during the
loudness scaling test, the method will be more useful to
the users who perform the test with understanding of the
underlying principles, or to those who spend some time
experimenting with the method. This possibility, however,
could not be achieved in such a brief form of testing that
underlies our method.

4.3 Linearization and Dynamics
Processing—Laptop Case

The evaluation was performed with the participation of
54 listeners, 25 of which were selected as experts. The dy-
namics processing algorithm was used with fixed dynamics

curves designed with a view to maximize the loudness. The
statistics of the scores are shown in Table 6. The distribu-
tions are visualized on a boxplot in Fig. 24. The dispersion
of results is larger than in case of All-in-One device. A
positive CMOS was achieved for 11 of 16 samples. In case
of 5 samples the listeners preferred the unprocessed signal.
The linearized samples (LIN) was evaluated positively in 5
out of 6 samples. The samples processed with the dynamics
processing (ETU) brought slightly lower scores. The com-
bination of both algorithms (LIN ETU) yielded positive
scores for 5 out of 6 samples.

It can be concluded that the linearization of the frequency
response of the device yields a good acoustic effect. How-
ever, the dynamics processing was not always positively
assessed. One of the possible reasons is that increasing
the loudness of the signal does not necessarily improve
the subjective quality. Another explanation is that when
the dynamics processing algorithm was used alone, it re-
vealed the imperfections of the frequency response of the
device. Hence, the combination of dynamics processing and

Table 4 Diversity of calculated dynamics characteristics

L1 L2 L4

in out in out in out

500 Hz variance 0.00 27.59 44.80 44.80 0.00 38.04
σ 0.00 5.25 6.69 6.69 0.00 6.17

1000 Hz variance 0.00 72.39 24.79 24.79 0.00 48.81
σ 0.00 8.51 4.98 4.98 0.00 6.99

2000 Hz variance 0.00 27.92 18.79 18.79 0.00 45.36
σ 0.00 5.28 4.33 4.33 0.00 6.74

4000 Hz variance 0.00 30.47 23.95 23.95 0.00 35.44
σ 0.00 5.52 4.89 4.89 0.00 5.95

8000 Hz variance 0.00 28.79 34.70 34.70 0.00 59.33
σ 0.00 5.37 5.89 5.89 0.00 7.70
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Fig. 24 Scores in linearization and dynamics processing test on laptop. Boxes indicate mean and standard deviation, whiskers indicate
5 and 95 percentiles.

Table 5 Results of subjective test evaluating Ear tune-up
method on All-in-one computer

sample CMOS σ p

jazz LOW 1.136 0.889 1.21E-10
jazz MID 1.318 0.646 6.64E-17
jazz HIGH 0.682 0.995 4.56E-05
pop LOW 1.227 0.922 4.06E-11
pop MID 1.864 0.990 5.47E-13
pop HIGH 0.818 1.259 9.59E-05
rock LOW 1.545 0.912 3.02E-14
rock MID 1.818 0.664 1.71E-21
rock HIGH 1.227 1.307 1.86E-07
skype female LOW 0.955 0.722 4.90E-11
skype female MID 1.227 0.922 4.06E-11
skype female HIGH 0.727 1.032 3.04E-05

Table 6 Results of subjective test evaluating linearization and
dynamics processing on a laptop

sample CMOS σ p

classic LIN 0.667 1.188 1.90E-03
electric ETU 0.500 1.339 3.18E-02
electric LIN –0.125 1.025 4.95E-01
electric LIN ETU 0.813 1.721 1.21E-02
jazz ETU −0.938 1.769 5.42E-03
jazz LIN 0.324 1.451 7.04E-02
jazz LIN ETU 0.500 1.543 6.03E-02
pop2 ETU 0.222 1.896 4.87E-01
pop2 LIN −0.375 1.821 2.53E-01
pop2 LIN ETU −0.938 2.435 3.74E-02
rock ETU 0.188 1.905 5.82E-01
rock LIN 0.500 1.917 1.27E-01
rock LIN ETU 0.559 2.149 3.57E-02
rocknroll ETU −0.563 1.632 6.06E-02
rocknroll LIN 1.111 1.967 1.79E-03
rocknroll LIN ETU 0.778 2.045 2.89E-02

linearization yielded better scores. It was also noticed that
the combination of these two methods will perform well in
the presence of external noise.

4.4 Dialogue Enhancement and Dynamics
Processing in Noise

In the previous published work the dialogue intelligibil-
ity enhancement algorithm was evaluated in clean listening
conditions [20]. It was reported that the employed pro-
cessing contributes to a significant increase of perceived
dialogue clarity.

In this test a typical use case is considered in which
the listener is located in a noisy space (in this case inside
an airplane cabin) and he or she watches a movie on a
portable computer using headphones. The setup of this test
is presented in Fig. 25. Four loudspeakers are employed to
emit noise. The power spectral density function of the added
noise signal is presented in Fig. 26. The signals emitted by
the four loudspeakers were shifted in time (decorrelated) in
order to avoid interferences. The level of the noise in the
listening room was equal to 77 dBA, which is comparable
with the noise levels measured in aircraft cabins [37]. The
playback level of the computer was set to maximum and the
sound was presented over headphones. The listeners were
asked to evaluate the quality of the samples with regard to
speech clarity. The goal of the test was to show that the
engineered signal processing algorithms described in Sec.
2 enable an increase in speech clarity in difficult listening
conditions.

The results of the test are presented in Table 7. The
algorithms evaluated in this test were the introduced di-
alogue intelligibility enhancements (denoted SD) and dy-
namics processing (ETU). The dynamics processing curves
were prepared by the experimenter and fixed during the
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Fig. 25 Setup of the listening test for evaluation of dialogue
enhancement and dynamics processing.

Fig. 26 Averaged power spectral density of noise employed in the
experiment.

Table 7 Results of subjective test evaluating dialogue
intelligibility enhancement and dynamics processing

sample CMOS σ p

2012 ETU 2.393 0.685 2.54E-32
2012 ETU SD 2.682 0.477 7.80E-34
2012 SD 1.840 0.955 4.36E-35
BHD ETU 2.727 0.456 6.29E-35
BHD ETU SD 1.536 1.071 5.30E-15
BHD SD 2.100 0.678 1.94E-52
GDT ETU 2.818 0.501 7.87E-34
GDT ETU SD 2.143 0.803 1.37E-26
GDT SD 2.020 0.915 7.78E-40
male voice ETU 1.591 0.908 1.05E-14
S Ryan ETU 2.393 0.786 2.28E-29
S Ryan ETU SD 1.393 1.449 1.99E-09
S Ryan SD 1.227 1.343 3.23E-07
Skype female ETU 1.364 0.790 1.66E-14
Skype male ETU −0.071 1.631 7.44E-01

experiment in order to maximize the loudness in frequency
bands related to speech. The boxplots of the scores assigned
to each sample are shown in Fig. 27. It is visible that the
mean scores (CMOS) are in all cases but one larger than
1. It can be understood that the listeners perceived a strong
increase in signal quality. The test for statistical signifi-
cance with the ANOVA method leads to rejection of the
null hypothesis (on the condition p < 0.05) for all samples
except the sample “Skype male ETU.” As far as the sound-
tracks are concerned, the samples processed with the Ear
Tune Up algorithm tend to bring higher scores than those
processed with Smart Dialogue or a combination of Ear
Tune Up and Smart Dialogue. The exception is the sample
“2012 ETU SD” that was rated higher than “2012 ETU.”
This finding can be explained by the fact that the dynamics
processing algorithm maximizes the loudness of the sam-
ple, thus also contributing to an increase of speech clarity,
while maintaining the original balance of the sounds in the
soundtrack. The Smart Dialogue method, on the other hand,
modifies the proportions of sounds in the mix. The results
of the test show that the listeners generally prefer to listen
to the original mix, with the maximized loudness. Never-
theless, processing with the Smart Dialogue algorithm also
leads to a significant increase in the perceived signal qual-
ity. Moreover, the advantage of the Smart Dialogue method
is that it does not require performing a loudness scaling test
prior to listening. It should be also noted that for speech
samples processed with Ear Tune Up (“male voice ETU,”
“Skype female ETU”) an increase in signal quality was ob-
served. For the sample “Skype male ETU” the test result
was inconclusive.

The standard deviations of the results are small, com-
pared to the previous three test results. The number of
selected listeners is relatively high (25 out of 30). This
means that the listeners had a clear impression that the
processed samples are easier to perceive and the dialogue
is easier to understand. This result proves the usefulness
of the developed algorithms. Therefore, it was decided that
the engineered algorithms will be compiled as an integrated
software provided with an elaborated GUI (Fig. 28).

The prepared experimental software bundle integrates
all algorithms described in the paper plus the bass enhancer
[7][8] and the loudness maximizer (multi-band compressor)
omitted in order to limit the manuscript length.

5 CONCLUSIONS

Methods for improving the sound quality in computer
devices by personalized and adaptive processing were in-
troduced in this work. The algorithms for linearization of
frequency response, dialogue intelligibility enhancement,
and personalized dynamics processing were presented. The
introduced methods and algorithms were tested on two dif-
ferent computers (All-in-One and laptop), both located in
a quiet office-like condition and in the presence of strong
noise. The methods were evaluated by means of subjec-
tive listening tests. The analysis of the results leads to the
following conclusions:
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Fig. 27 Scores in dialogue intelligibility enhancement and dynamics processing test. Boxes indicate mean and standard deviation,
whiskers indicate 5 and 95 percentiles.

Fig. 28 Selected screens of the multi-layer GUI of experimental “SmartSound” software developed for Windows R© OS: start screen (a),
algorithms selection (b), settings of “Smart Dialogue” (c), autodiagnostic tool of linearization algorithm (d).
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1) The majority of mean comparative scores (CMOS)
brought positive values, which means that the listen-
ers perceive the effect of processing as desirable and
could be interested in using the proposed methods;

2) The CMOS scores greater than 1 can be considered a
significant improvement. Such scores were assigned
to numerous samples;

3) The linearization algorithm enables an improvement
in the perceived spectral quality of sound. In the test
of the linearization algorithm on the All-in-One com-
puter all samples obtained positive CMOS scores and
7 out of 9 samples were given a score greater than 1;

4) The effect of the developed algorithm for the per-
sonalized dynamics processing depends on the level
of the input signals. The performance is best for the
samples with low or medium level. Samples with
high level were also evaluated positively, however
they obtained slightly lower scores than low- and
medium-level samples. It proves that the developed
method serves the purpose of adjusting the dynamics
of sound to the user’s hearing preferences by raising
the level of the fragments of the signal that are too
soft;

5) The combination of linearization and dynamics pro-
cessing performed better than dynamics processing
alone while testing on the laptop. The explanation
is that the introduced loudness maximization under-
lines the irregularities in the frequency response of
the device. Thus, the samples with loudness max-
imization obtained negative CMOS scores. How-
ever, if the linearization was added, the frequency
response was improved and the acoustic effect was
assessed as a positive one;

6) The test for speech clarity in noise (dialogue en-
hancement and dynamics processing) yielded the
highest scores for the processed samples. Both the di-
alogue enhancement method and the loudness max-
imization led to a significant improvement of the
signal quality, however the loudness maximization
performed slightly better in this case;

7) Most of the listeners were untrained, i.e., not skilled
in audio engineering and not knowing the principles
of the algorithms. It is known and expected phe-
nomenon that the deviation of scores in such a case
can be large. This fact has been confirmed in numer-
ous studies [38][39][40][41], including the presented
one;

8) The dispersion of scores is smaller in the case of
the the All-in-One computer, because the overall
sound quality of this device is better than in the case
of the laptop. Some listeners commented that they
found it difficult to decide which sample is better,
even though they heard a difference quite clearly.
It shows that for untrained listeners it is a difficult
task to align the subjective impression with the ob-
jective sound quality. It was also observed that some
listeners prefer the sound without any linearization,
probably due to their listening habits, i.e., being used
to the colorized sound typical for mobile computers.

A significant number of results were discarded with
regard to the above-mentioned reasons, because the
responses given by the listeners were inconsistent;

9) The evaluation was performed in the form of the so-
called “blind test,” i.e., the listeners did not know
which sample is processed currently. It has to be
noted that the perceived sound quality can be influ-
enced by many other factors beyond the character-
istics of the signal. It was shown in the literature
that the appearance of the audio processing software
GIU may have an influence on the subjective im-
pression of the listeners [42]. The manufacturers of
audio post-processing software often utilize catchy
brand names to bias the listener towards liking the
introduced algorithm. Our evaluation was free of
such suggestions, therefore it can be considered an
unbiased evaluation of the subjective audio quality.

In general, the tests results show that the introduced au-
dio processing methods make useful tools for the improve-
ment of the sound quality in compact computers. It was
presented how the engineered algorithms successfully raise
the perceived quality of sound in such aspects as frequency
characteristics, dynamics, and speech clarity.
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Wiadomości Telekomunikacyjne, no. 8-9, pp. 1360–1364,
Kraków (2015).

[36] “ITU-T Recommendation P.800, Methods for Sub-
jective Determination of Transmission Quality,” ITU
(1996).

[37] H. Kurtulus Ozcan and S. Nemlioglu, “In-Cabin
Noise Levels during Commercial Aircraft Flights,” J. Cana-
dian Acous. Assn., vol. 34, no. 4, pp. 31–35 (2006).

[38] F. Rumsey, “Subjective Assessment of the Spatial
Attributes of Reproduced Sound,” AES 15th International
Conference: Audio, Acoustics & Small Spaces (1998 Octo-
ber), conference paper 15-012.

[39] F. Rumsey, “Spatial Quality Evaluation for Repro-
duced Sound: Terminology, Meaning and a Scene-Based
Paradigm,” J. Audio Eng. Soc., vol. 50, pp. 651–666 (2002
Sep.).

[40] S. Zielinski, “On Some Biases Encountered in
Modern Listening Tests,” Spatial Audio & Sensory
Evaluation Techniques, Guildford, UK (2006 April).
http://dx.doi.org/10.17743/jaes.2015.0094

[41] I. McGregor, P. Turner, and D. Benyon, “Using Par-
ticipatory Visualization of Soundscapes to Compare De-
signers’ and Listeners’ Experiences of Sound Designs,”
J. Sonic Studies, vol. 6, no. 1 (2014 Jan.).

[42] M. Lech and B. Kostek, “Testing a Novel Gesture-
Based Mixing Interface,” J. Audio Eng. Soc., vol. 61,
pp. 301–313 (2013 May).

J. Audio Eng. Soc., Vol. 64, No. 6, 2016 June 427

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


CZYZEWSKI ET AL. ENGINEERING REPORTS

THE AUTHORS
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