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Abstract. In this paper we propose a Neural Knowledge DNA based framework that is 

capable of learning from the car’s daily operation. The Neural Knowledge DNA is a 

novel knowledge representation and reasoning approach designed to support discovering, 

storing, reusing, improving, and sharing knowledge among machines and computing 

devices. We examine our framework for drivers' classification based on their driving 

behaviour. The experimental data is collected via smart-phone sensors. The initial results 

are presented and the direction for our future research is defined.  
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INTRODUCTION 

Thanks to the advances in sensors, controls, communications, and chip technologies, 

the perception of cars has been changed dramatically: cars now are engaging with 

powerful computing units that gather information about cars themselves and the 

environment, and feed the information back to cars and the drivers. The cars are 

becoming the indispensable extension of people’s daily life, not only providing 

mobility to the people, but also enabling new smart and convenient services, such as 

safe navigation, traffic management, entertainment, and Internet connection.  

Consequently, the Internet of Autonomous Vehicles shall be the next step in this 

evolution. Pioneered by the Google Car, the Internet of Vehicles will be a distributed 

transport fabric capable of making its own decisions about driving passengers to their 

destinations (Gerla et al. 2014). Like other important applications of the Internet of 

Things (e.g. the smart building or smart city), the Internet of Vehicles will have 

communications, storage, and most importantly, intelligence, and learning capabilities 

to anticipate intentions of the drivers and even making decisions for the drivers 

(Amadeo et al. 2016). Our proposed  Neural Knowledge DNA will help with 

transition to the Internet of Autonomous Vehicles, especially in knowledge extraction, 

representation, sharing, and reusing, as well as smart decision making. In this paper, we 

offer the Neu-Car framework based on the Neural Knowledge DNA in order to enable 

intelligent functionalities for modern cars. 
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THE NEURAL KNOWLEDGE DNA 

The Neural Knowledge DNA (NK-DNA) is proposed to store and represent knowledge 

captured in intelligent systems that uses artificial neural networks (Michael 2015) as 

the central power of its intelligence. It utilises the ideas underlying the success of deep 

learning (LeCun et al. 2015) to the scope of knowledge representation (Zhang et al. 

2016). 

The NK-DNA is constructed in a similar fashion of how DNA is formed (Sinden 

1994): built up by four essential elements. As the DNA produces phenotypes, the 

Neural Knowledge DNA carries information and knowledge via its four essential 

elements, namely, States, Actions, Experiences, and Networks (see Figure 1). 

 

Fig. 1. Conceptual structure of the NK-DNA. 

The NK-DNA’s four-element combination is designed to carry detailed 

information related to particular decisions. In Figure 1 States are situations in which a 

decision or a motion can be made or performed; Actions are used to store the decisions 
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or motions the domain can select; Experiences are domain’s historical operation 

segments with feedbacks from the outcomes; nd Networks store the class of neural 

networks used for training, such as the network structure, weights, bias, and deep 

learning framework employed (e.g. TensorFlow). 

Generally, knowledge is acquired as models developed after training in deep 

learning systems. The model usually stores information about weights and biases of the 

connections between neurons of the neural network, and the hierarchy of the neural 

network in detail. Once the neural network has been trained, the network will provide 

results straightforward through the computation of its network layers after feeding it 

with inputs. Similarly, our NK-DNA stores knowledge using the same idea. Figure 2 

illustrates the concept of knowledge carried by the NK-DNA. 

 

 

Fig. 2. Concept of the NK-DNA-carried knowledge. 
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In the NK-DNA, a neural network is used to carry the relation between actions and 

states: as it can be seen in the Figure 2, each state (represented as S1, S2 … Sn) can have 

connections with a set of actions (represented as a1, a2, … an). If an action is connected 

with a state, it means the connected action is an available action in that state; in other 

words, the agent can choose the action to perform if it is in that state. The trained neural 

network provides the knowledge of which action is the best choice to a specific state. 

The states here are the inputs, which can be the raw sensory data, or data describing the 

current situation of the agent. 

Another important feature of this approach is that the NK-DNA uses previous 

decisional experience to collect and expand intelligence for future decision making 

formalized support. Experience, as one kind of information gained from practice, is the 

ideal source for learning and improving performance of agents. Usually, the agent 

transitions from one state to another during its operation, and it makes decisions 

(selects actions) in each state and receives feedbacks from its operation; these states, 

actions, feedbacks, and transitions makes up the called ‘experience’. Inspired by the 

Markov Decision Processes (Puterman 1994), the experience of an agent is stored as 

 et = (st, at, rt, st+1) at each time-step t: where st is the current state at the time-step, 

at is the action the agent chooses at that time-step, rt is the reward (feedback) for 

undertaking the action, and st+1 is the transition state after the chosen action.  

Most importantly, the Experiences are collected as the main source for learning in 

our NK-DNA. And the Experiences are treated as samples for doing supervised 
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learning. The Experiences are organized as the Set of Experience Knowledge Structure 

(SOEKS) (Sanin & Szczerbicki 2006, 2007, Sanin et al 2012, ) in our NK-DNA. 

THE NEU-CAR FRAMEWORK 

Modern vehicles contain hundreds or even thousands of sensors (Sheen et al. 1995), 

measuring everything from fuel level to the current slope of the road. These sensors are 

often used to help cars adapt to the current driving environment (i.e. intervening the 

brake system to prevent the wheels from locking up and avoiding uncontrolled skidding, 

or turning on the lights when it is dark). However, cars can be made much smarter 

based on these sensors. In this section, we introduce the Neu-Car Framework designed 

to enable knowledge acquiring, representation, reusing, sharing, and smart decision 

making of vehicles. The Neural Knowledge DNA (NK-DNA) framework is composed 

of four main components, namely: Prognoser, Neural Knowledge DNA Manager, 

Knowledge Repository, and Neural Network Engine (see Figure 3). 
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Fig. 3. Architecture of the NK-Car framework. 

The Prognoser is in charge of analysing the input data, and cooperate with the 

Neural Knowledge DNA Manager. There are two kinds of input data: commands and 

car operation data. The commands are sent orders so that the Neu-Car knows what 

outputs the car expects, while the car operation data are collected information for 

generating NK-DNA.  

The Neural Knowledge DNA Manager operates according to data received from 

the Prognoser and some configurations of the system, for example, how often it updates 

the Knowledge Repository. If the data are commands, the Neural Knowledge DNA 

Manager will search for matched NK-DNA, and launch neural networks via Neural 

Network Engine according to information stored in the NK-DNA, and send results of 

the neural network as outputs. However, if the data are not commands, the Neural 

Knowledge DNA Manager saves them as the Experiences, and starts learning process 
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based on pre-set schedule. The new obtained knowledge will be stored as NK-DNA in 

the Knowledge Repository for future use.  

The Knowledge Repository is where the NK-DNA knowledge is generated, stored, 

and managed. And the Neural Network Engine is the central power of knowledge 

processing: it is where knowledge discovery is happening and where knowledge is 

reused. The Neural Network Engine is a set of neural network software and libraries; it 

creates neural networks according to different tasks, and saves acquired knowledge and 

information of the neural networks used in feeding such knowledge into NK-DNA so 

that it can re-launch the neural networks to use the acquired knowledge in the future.   

INITIAL CASE STUDY 

As automotive electronics continue to advance, cars can potentially have more 

cutting-edge capabilities, like intelligence: uncover patterns (Sathyanarayana et al. 

2012), understand different driving styles (Vaitkus et al. 2014; Ly et al. 2013), and 

even detect distracted or impaired drivers (Jo et al. 2014). To help with these 

applications and develop the Internet of Autonomous Vehicles, it is crucial to be able to 

discover who is currently behind the wheel. In this case study, we model such driving 

behaviours as pedal and turning operation patterns.  
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 Fig. 4 Driver’s pedal and turning operation data collected through smart phone’s 

three-axis accelerometer. Four drivers’ data are marked in four different colours: the 

data from x-axis and y-axis (left), and the data from y-axis and z-axis (right). 

 

Everyone drives differently, and the aim is to leverage these differences to find a 

unique “signature” for each driver, which can be anything from how hard the driver hits 

pedals to small micro-adjustments in the steering wheel angle when turning. In this 

initial case study, we use the smart phone’s three-axis accelerometer to collect driver’s 

pedal and turning operation. There are four volunteers who take part in our initial case 

study as drivers. We developed an APP particularly for collecting the accelerometer 

data, which reads the accelerometer every 5 seconds. The drivers use the APP to help 

collect their drive operation data whenever they want in their daily driving. The Figure 

4 illustrates the three-axis accelerometer data collected from four drivers.  

The driver models are evaluated in driver identification experiments using the 

collected data. First, a 4-layer fully-connected neural network is created to learn the 

driver pattern with 1000 data points that are half from the driver and half from the 

others (randomly picked). Then, the evaluation dataset with 100 data points are used to 
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examine our approach. The evaluation dataset also consists in half from the driver and 

another half from the others (randomly picked). In evaluation of the experimental data , 

the Neu-Car approach achieves the accuracy of 0.92 in driver identification tasks. The 

Experimental results show that our Neu-Car approach can learn driver pattern 

efficiently even if based on small amount of three-axis accelerometer data and  

provides a high accuracy in driver identification process. 

CONCLUSIONS AND FUTURE WORK 

In this paper we introduced the Neu-Car, a framework utilising the Neural Knowledge 

DNA and the SOEKS for providing intelligence to modern cars. By taking advantages 

of NK-DNA, deep learning, and the SOEKS technologies, the Neu-Car enables 

vehicles of experiential knowledge discovery, representation, reuse, and sharing. We  

examine our approach in driver identification tasks, and the results show that the 

Neu-Car approach is a very promising approach that can enhance  intelligence in 

modern cars. 

As the Neu-Car is at its early research stage, there are further research steps and 

refinements remaining to be done, some of them are:  

- expand design and development of the Neu-Car framework, 

- expand design and development of the Knowledge Repository, 

- refinement and further develop of the Neural Network Engine, and 

- further design and development of the proposed Prognoser. 
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