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Abstract—The article presents current trends in autonomous
robotics. Especially, it brings to the front aspects of cognitive
architectures, and shortly describes them. After that it briefly
describes the Intelligent System of Decision-making developed in
Gdask University of Technology.
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I. INTRODUCTION

For a long time, we can observe a progressive automation.
More and more devices have built-in microcomputers, which
can make partial decisions. Robotics went to schools, where
children learn languages or solve math problems in cooper-
ation with robots. There are many reports (in the internet)
about jobs which will take over by robots driven by artifi-
cial intelligence (e.g. business analyst, cashiers, etc.). Most
likely, professions such as firefighters and soldiers soon will
completely change their profile [1]. Robots are also currently
used in medicine: ultra-precise surgical robots (operating with
much greater precision than a human), robots helping in reha-
bilitation, or dealing with elderly people, children, people with
disabilities, etc. [2, 3, 4]. This progress is taking place with
the increasing autonomy of the robots [5, 6]. The projects of
autonomous cars are developing more and more dynamically.

One of the most interesting examples of recent years is
SYNAPSE 1 (Systems of Neuromorphic Adaptive Plastic
Scalable Electronics). This program, carried out on behalf of
DARPA, HRL, HP and IBM, aimed to create a system (at
the level of a cognitive computer) which can imitate the way
of work of the mammalian brain. As a part of the project,
a microcomputer was designed (24 nm technology, with 5.4
billion transistors) which can model one million neurons with
256 million synaptic connections. The computer works on the
principle of teaching neurons (the Hebb rule), in a manner
analogous to the biological [7].

Another IBM project, called Blue Brain, is a neural network
that illustrates the cat’s cortex. It can simulate about 10 billion
of synapses [8], operating on 147 thousand processors and 144
TB of memory. Earlier, as part of the same project, the brain
of the rat and its somatosensory cortex was simulated in a

1The project was completed in 2014.

very precise manner [9, 10]. Currently they try to improve the
speed of the model, because the whole program works about
100 times slower than the real brain [11].

Looking further, from the detailed point of view, we can
distinguish the aspect of iudicium corpum (body decision),
which focuses on the problem of controlling manipulators
using the human body (haptically). A typical example of such
an approach is an artificial hand controlled by the myograph
signals (EMG) of the chest [12, 13], or forearm [14]. An
extensive haptic remote control system for an industrial mobile
robot is presented in [15]. This type of projects can also
include moving the mouse cursor only with the help of eye
movements – CyberEye system [16]. Such systems allow for
the implementation of the idea of building equipment that
guesses what people mean.

Another example of such ideas may be a verbal communi-
cation at a level passing through the Turing test [17]. In other
words: a machine capable of extracting information from a
sentence written in natural language about the task it is to
perform. Obviously, there is no program that is able to pass
the Turing test, although depending on the exactness of the test
definition, some chatterbots (Cleverbot, Eugene Goostman)
are already classified as such [18]. Recently, Microsoft has
presented a chatterbot, Tay, which imitated an American
teenager on Twitter. The program very quickly and effectively
learned, in particular, the obscene, racist and abusive content
that Twitter users fed its AI. For this reason, the project has
been closed [19].

The higher stage of the presented idea is to create an
interactive human companion. Not so long time ago, there
were several attempts to create an artificial dog, cat, or other
robotic pets [20]. One of the most famous examples is Sony’s
Aibo. Despite the cessation of production and support (in
2014), the community of Aibo holders still exists (it also
protested widely against killing their pets).

Interactive companion, artificial babysitter, or robot police-
man are also currently available on the market or currently
created as R&D projects [21, 22]. This is the so-called
social aspect of the robotics. Although such projects are very
advanced, in terms of design or control methods (they can,
for example, walk on two legs, open doors, or use simple
tools), it is easy to recognize artificiality in terms of behavior.
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In addition, such projects, for the most part, do not include
the manner of human decision making. Their decision systems
are mostly based on expert systems, fuzzy systems, and even
simple behavior rules[23, 24, 25].

In all of the above-mentioned projects, the main essence is
the attempt to imitate the real organism. In order to achieve
such a goal, we should strive not only to imitate mechanics (in
particular neurological), but also the psyche. It is worth noting,
that there is already a strict science trying to imitate human
ways of solving problems - it is the theory of decision. The
method of mathematical modeling of cognitive psychology,
including some elements of personality psychology, is no less
interesting and interesting approach.

II. COGNITIVE ARCHITECTURES

In general, a cognitive architecture is a model that aims
to summarize the achievements of cognitive psychology. In
particular it should present a coherent structural model of
the human mind. In other words, the main goal of creating
cognitive architectures is to isolate all permanent elements in
the life of a human or an agent [26]. Among these elements,
and with respect to cognitive psychology, we can distinguish:

• memory systems, in particular:
– short-term memory
– declarative long-term memory
– non-declarative long-term memory

• way of representing knowledge contained in declarative
memory

• perception processes
• systems of attention
• mechanisms of decision-making
• different types of learning mechanisms.
There are many different cognitive architectures [27]. In

principle, they can be divided into symbolic (high level),
emergent/connectionis (low level) and hybrid [28]. It should
be noted that in symbolic approaches the memory has a
form of rules database or semantic webs, while in low-level
architectures dominates the letter approach. Among many
cognitive architectures, we can distinguish for example: ACT-
R, CLARTION, Google DeepMind, LIDA, MANIC, Soar and
many others [28, 29]. A basic example of such architecture
can be the Google DeepMind system, which maps certain
human cognitive structures (especially short-term memory). It
has ability to learn playing computer games only by playing
it, just like normal people (with quite a good result).

III. INTELLIGENT SYSTEM OF DECISION-MAKING

One of the projects that focuses on modeling human psy-
chology is the Intelligent Decision System (ISD) created in
Gdask University of Technology. This system can also be
classified as a hybrid cognitive architecture. Its main structure
is based on the human information processing model, can be
shown in fig. 1.

Similarly to a human being, stimuli received by the
agent/robot are processed by sensory perception to pure, raw

information (e.g. in a case of robotic perception it is processing
of data from distance sensor by the certain characteristic).
This information is stored in an ultrashort-term memory which
have a flip-flop character. Then, by applying various types
of processing (e.g. in the context of an image, it is using of
both simple color filters or shapes filter, as well as complex
deep neural networks to detect certain features of objects) the
impressions – the features of the object – are stored in low-
level short-term memory. The next stage of processing is using
the spatial grouping algorithms (e.g. image segmentation or
segmentation of data from depth sensors). Impressions, recog-
nized earlier, are assigned to certain groups which characterize
one object. With the help of unconscious attention processes
(which supports access to semantic memory) the discovery
perception allows to recognize previously known discoveries
– the representation of objects in agents memory [30]. The
grouped objects (not all of them must be recognized) are stored
in the part of the high-level short-term memory called scene
memory. Memory systems in ISD are illustrated in fig. 2. As
a result, the agent is able to orientate itself in the environment
and detect most of changes occurring in it. The systems of
conscious attention are responsible for the analysis of objects
in the agent’s scene memory. They are mainly correlated
with aspects of motivation. The thinking system is responsible
for making decisions based on the possibility of performing
certain reactions. At the same time, during processing, both
the impression and the observations are analyzed in terms of
the agent’s security. If a dangerous element is detected, the
unconscious (based on a certain impressions) or subconscious
(based on certain discoveries) reactions are activated.

perception

stim
iu

li

sensory

perception

ultra-short

memory

impression

perception
low-level

short-time
memory

discovery

perception

unconscious reaction

attention

high-level
short-time
memory

unconscious

attention
long-time

memory

subconscious reaction

conscious

attention

control

thinking
conscious reaction

control

Fig. 1. Cognitive processes in ISD [31].

Among the memory systems in ISD, we can distinguish
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classically: sensory/ultrashort-term memory, short-term and
long-term memory. In turn, short-term memory can be di-
vided (from the type of objects point of view) to low-level
(storing temporary impressions), high-level (storing temporary
discoveries), the scene memory and its copy – the imagination
memory. The scene memory, as it was mentioned before,
stores all observations from the current agent’s environment.
Whereas the memory of the imagination is responsible for
the analysis of this environment (e.g. in terms of determining
the trajectory and future positions of objects, as well as in
terms of simulating the hypothetical effects of the agent’s
reactions). In turn, are all kinds of descriptions of objects
(discoveries) along with their semantic relations are stored in
the semantic long-term memory. Existing (real) objects are
stored in the individual part and they are instances of objects
described in the abstract part. Of course, objects stored in
the scene memory are instances of objects from semantic
memory. All agent or objects actions from the environment are
saved in the procedural memory. The agent learns them, for
example, through copying mechanisms. Objects from the scene
memory together with their actions (including agent actions)
are stored in episodic memory. One can be tempted to call it
autobiographical memory, and point out that most forgetting
mechanisms occur mainly in it.

The last aspect of ISD cognitive architecture is based on the
human psychology model. Especially the motivational factors
in ISD are based on humanistic psychology and emotions theo-
ries. Two complementary mechanisms have been implemented
in it: the commonly known mechanism of needs (humanistic)
and the xEmotion – emotional system [36]. Both of these
mechanisms work together and allow the agent to choose the
most adequate response (reaction) at the moment (described
by scene memory and agent’s internal system variables such
as states of need and emotion).

The agent’s needs system is based on Maslow’s hierarchical
pyramid, which allows for scheduling needs according to the
five basic classes [31, 32, 33]. Each of the needs has its
own internal function of weight depending on its degree of
unfulfillment. The degree of unfulfillment or dissatisfaction is
determined by belonging to one of three fuzzy sets defined
by linguistic values: satisfaction, pre-alarm and alarm (the
sets are differently defined for each need). The set of agent’s
needs depends on its specific purpose/goal. It is defined in the
agent configuration process. Also, there are defined several
mechanisms designed to allow the evolution of the agent’s
needs system. One of them can extend needs to further
dimensions, e.g. the next dimension may be called the lack of
diversity [34]. The system of needs has been tested in several
scenarios described in [31, 35].

The second motivational system – xEmotion has been
presented in [36, 37, 38]. It consists of components based on
the somatic theory of emotions [39, 40], cognitive appraisal
theory [41], and partly on the combined theory of Izard [42].
As part of these theories we formed three emotional layers,
which was depicted in the fig. 4:

• somatic

• appraisal
• personal.

Among the somatic layer there can be specified: pre-emotions
– emotional signals corresponding to previously remembered
and emotionally associated impressions (e.g. a red color that
evokes the pre-emotion of anger). On the other hand, the
appraisal layer is the layer of the conscious evaluation of
surrounding phenomenons (both events and discoveries) in
the context of previous agent’s experiments. In this way, sub-
emotions arise which, in turn, affect the emotional state of the
agent called the classical emotion. Emotions in the appraisal
layer are based on the wheel of emotions [38], which is the
reversed Plutchik paraboloid [43, 44]. On the other hand,
the personnel layer is actually a copy of the mechanism
of the appraisal layer with the assumption of the lack of
any predefined linguistic emotional labels. In the case of the
personnel layer, the signals associated with objects or events
had been named sub-equalia, while the state of the agent’s
personal emotion – equalia. A long-term emotional factor
called mood is determined, based on classical emotion and
agent’s equalia.

Both the emotional states of the agent and the entire
motivation system affect its decision-making mechanism. On
the basis of needs and emotions, with the help of attention
systems, the agent determines the list of reactions that are
possible to implement at a given moment. The agent chooses
the reaction, trying to optimize its impact on the system’s
needs.

A schematic description of the above presented system,
with some simplifications, is presented in fig. ??. This figure
introduces the learning aspect. Namely, the description of the
reaction contained in the agent’s memory is modified, basing
on the observation of its results. Thanks to this, in the future
the agent is able to better estimate the impact of a given
reaction on its condition.

IV. SUMMARY

Intelligent Decision System introduces an innovative direc-
tion to cybernetics, which has recently focused mainly on
modeling economic dependencies. ISD is an interdisciplinary
project combining psychology, automation, elements of soft-
ware engineering, plastic and computational techniques in
various aspects of computing and robotics. Currently observed
trends in robotics usually rely on the development of methods
to improve the HSI. More and more scientific units are trying
to create a coherent anthropoid system.

Based on a cybernetic approach to AI, the ISD project
models the way of human action (starting from the position of
cognitive psychology and the theory of motivation). The ISD
system can be implemented in many fields, mainly in broadly
understood robotics, but also in psychology and interactive
systems. ISD can be also treated as a estimation system of a
human condition. The case of estimating the human condition
is very interesting, especially since it can also improve the
ISD system.
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Fig. 2. Memory model in ISD system.
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