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Abstract: Recent studies in the field of software engineering have shown that positive emotions can increase and negative emotions decrease the productivity of programmers. In the field of affective computing, many methods and tools to recognize the emotions of computer users were proposed. However, it has not been verified yet which of them can be used to monitor the emotional states of software developers. The paper describes a study carried out on a group of 35 participants to determine which of these methods can be used during programming. During the study, data from multiple sensors that are commonly used in methods of emotional recognition were collected. The participants were extensively questioned about the sensors’ invasiveness during programming. This allowed us to determine which of them are applicable in the work of programmers. In addition, it was verified which methods are suitable for use in the work environment and which are only suitable in the laboratory. Moreover, three methods for inducing negative emotions have been proposed, and their effectiveness has been verified.
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1. Introduction

In the age of global information, it is of paramount importance to provide reliable and high-quality software at a reasonable cost and duration. Because of the continuous increase in the number of IT projects, the demand for information and communication technology (ICT) specialists is steadily growing [1]. Software development companies already have difficulties in recruiting specialists with the required knowledge and experience [2]. One of the solutions to the problem of an insufficient workforce in the ICT sector may be to increase employee productivity.

Introducing affect awareness in software development management may be one of the solutions to this problem. Recent research has already shown that, in IT projects, positive emotions increase productivity, while negative emotions can significantly reduce performance [3–7]. Affect-aware IT project management can help software developers stay productive as well as detect when emotions, such as frustration, reduce their performance [5]. However, to bring these ideas to life, tools to recognize the emotions of software developers while working are essential.

The affective computing domain has provided many methods and tools for recognizing the emotions of computer users. However, it has not been verified yet whether they can be used to monitor the emotions of programmers during their daily work and to what extent. Moreover, some of them, as a result of their invasiveness or cost, are not suitable for use in a work environment and can be used only in a laboratory.

Spontaneous emotions cannot be expected during laboratory experiments. Therefore, to study the emotional states of programmers in such an environment, they should be induced somehow. Only the
induction of negative emotions was considered. Previous studies have shown that it is more efficient than in the case of positive emotions [8].

The aim of the study is to review the available emotion recognition methods for their use in a software development environment. In addition, selected methods of stimulating emotions during programming in a laboratory environment have been evaluated. Three research questions have been formulated:

**RQ1** What methods and tools known from affective computing research can be used to recognize the emotions of programmers in a laboratory environment?

**RQ2** Which of the identified methods are suitable for programming in a real working environment?

**RQ3** How can the negative emotions of programmers be induced in a laboratory environment?

The rest of the paper is organized as follows: In Section 2, methods useful in recognizing emotions of software developers are described; Section 3 describes the experiment design, and Section 4 describes its execution and results; finally, Section 5 discusses the results, and Section 6 concludes.

2. Related Work

So far, several studies, which involved emotion recognition of members of IT teams, have been conducted in the field of software engineering. Numerous attempts were made to identify emotions using various available channels.

The most comprehensive research on utilizing physiological sensors during software developers’ work was conducted by Müller and Fritz [5,9,10]. During their study [5] on 17 software developers, they collected the following data: electroencephalography (EEG) data using a Neurosky MindBand sensor, temperature, electrodermal activity (EDA) and blood volume pulse (BVP) using an Empatica E3 wrist band, and eye-tracking data using Eye Tribe. The results of the experiment showed that the EDA tonic signal, the temperature, the brainwave frequency bands, and the pupil size were the most useful predictive factors to classify the progress of software developers, and brainwave frequency bands, the pupil size, and heart rate were the most useful to classify their emotions. Nevertheless, they noted strong individual differences with respect to the correlation and classification of physiological data [5]. Similar differences have also been found in our other studies on the use of sensors to monitor the physiology of computer game players [11].

Müller and Fritz, along with Begel, Yigit-Elliott and Züger, also conducted an experiment to classify the difficulty of source code comprehension tasks using the same set of input channels. They stated that it is possible to use off-the-shelf physiological sensors in order to predict software developer task difficulty [12].

Facial electromyography (fEMG) is commonly regarded as a reliable method for measuring emotional reactions [13]. Ten et al. have proved, in an experiment with 20 participants, that fEMG activities are effective and reliable indicators of negative and positive emotions [14]. Bhandari et al. successfully used fEMG, along with EDA, to determine emotional responses during an evaluation of mobile applications [15].

Eye-tracking methods have previously been successfully used in other research in the software engineering domain [16–20]. For example, Bednarik and Tukiainen proved the usefulness of eye-movement tracking in a study of the comprehension processes of programmers [21]. An eye-tracking environment (iTrace) has been developed to facilitate eye-tracking studies in software systems [22].

One of the most popular methods of recognizing emotions is the analysis of facial expressions [23–25]. It has gained popularity mainly as a universal and non-invasive approach. Algorithms analyze video frames to identify face muscle movements and, on the basis of the Facial Action Coding System (FACS) [26], assess the user’s emotional state. Successful attempts are also made to identify emotions on the basis of voice [27]. There are even frameworks that allow such an analysis to be performed [28]. A relatively new approach, which can be well suited for recognizing the emotions of programmers, uses keystroke dynamics and mouse movement analysis. It is completely non-intrusive and does not require any
additional hardware [29]. There have already been attempts to use this method to monitor software developers [30].

The only channel used in previous research (e.g., [31,32]) that was excluded from the presented study was EEG. The Biometric Stand [33], on which the experiment was conducted, contains only a 3-channel EEG sensor that does not provide reliable data.

A number of studies have also been conducted on the use of sentiment analysis techniques to identify emotions on the basis of IT project artifacts (e.g., [34,35]). However, the purpose of this study was to check the ability to recognize emotions of developers while working, and therefore these methods have not been included.

3. Study Design

The aim of the study was to determine which of the methods can be used to detect the emotions of programmers. Emotion recognition methods are based on data received from one or more channels. For example, methods based on the analysis of facial expressions use video camera images, and methods based on the analysis of the physiological response of the human body use data from biosensors.

For the purpose of this study, the following input channels were selected on the basis of the analysis of methods used in the presented research in the field of software engineering:

- Video
- Audio
- Biosensors:
  - Skin conductance
  - Heart rate
  - Respiration
  - fEMG
- Computer keyboard and mouse movements

During the study, the participants were asked to solve simple algorithmic tasks in the Java language using a popular integrated development environment (IDE). While the participants were solving tasks, data were collected from multiple channels. At the same time, activities were performed to elicit the emotions of the developers. Before the study, the participants were informed about the purpose of the study but were not aware of attempts to influence their emotional states.

The study was designed to be conducted at a biometric stand in the Laboratory of Innovative IT Applications at Gdansk University of Technology (GUT). The room was divided into one part for the participant and one part for the observer, separated by an opaque partition (Figure 1). On the participant’s desk there was a monitor, a keyboard and a mouse connected to the computer on which the tasks were performed. The computer itself was physically located in the second part of the room; it is labeled as Computer 2 on Figure 1. In addition, a video camera was located in front of the participant at the top of the monitor, followed by a lighting set, supplied with Noldus FaceReader software, which was used to recognize emotions on the basis of facial expressions [36]. Underneath the monitor, a myGaze Eye Tracker device was situated. A number of sensors were attached to the participant and were linked through the Coder FlexComp Infiniti by the Thought Technology analytical device with Computer 1, which was located in the observer’s area. The BioGraph Infiniti application, developed by Thought Technology, was running on this computer and allowed visualization, pre-processing and exporting of the data from the physiological sensors. The observer also had a monitor, mouse, and keyboard connected to the participant’s Computer 2. This allowed the observer to interfere in the activities of the participant. On Computer 2, Morae Recorder software was installed, which recorded the participant’s desktop image, mouse movement, and fixation from the eye tracker. There was also a data acquisition program for keystroke analysis available on the same computer [30]. Computer 3
was used to collect all other data useful for the recognition of emotions, including recordings from the video camera and the microphone located in front of the participant.

Observer area

Participant area

Figure 1. Study stand.

3.1. Plan of the Study

The study was organized in the form of consecutive sessions. During a session, the participant individually solved four programming tasks. Each participant took part in only one session; therefore, the number of sessions was equal to the number of participants. The purpose of each task was to solve one algorithmic problem. For each, the Java program was prepared, and then the key fragments of the source code were removed. The participant’s goal was to complete the program code in the NetBeans environment and validate the solution by running a unit test, prepared for the purpose of this study.

During the session, the participant had to solve the following problems:

1. Sort the array using the bubble sort algorithm (Appendix A.1).
2. Return the indicated position within the Fibonacci sequence (Appendix A.2).
3. Check if the word is a palindrome (Appendix A.3).
4. Transpose a matrix (Appendix A.4).

To solve the first three tasks, the participants had a maximum of 5 min, and they had 3 min for the last task. Including the time necessary for the introduction and switching of the sensors, as well as the completion of the final questionnaire, the duration of the session was estimated at 40 min.

During the session, data was logged from channels that may be useful in the process of recognizing emotions. Before the participant started solving the tasks, the eye tracker was calibrated and the video camera was adjusted. During the session videos from the camera, eye-tracking data, microphone sound and mouse and keyboard patterns were constantly recorded. To verify the physiological sensors’
obtrusiveness, they were switched on during the subsequent tasks. Only the respiration sensor, as the least onerous, was attached during all the tasks. During the first task, an EDA sensor was connected; during the second, fEMG was used; and during the third, BVP was used. The fourth task was carried out without any additional sensor.

After completing each task, the participants were asked to self-assess their emotional state using the Self-Assessment Manikin (SAM) [37]. Figure 2 presents the assessment form integrated with NetBeans, which was prepared for the purpose of the study. The top panel shows the happy–unhappy scale, which ranges from a smile to a frown. The middle panel corresponds to an excited-to-calm scale. Finally, the bottom scale reflects whether the participant feels controlled or in control. The SAM form is a recognized method of assessing the emotional state in the three-dimensional valence, arousal and dominance (VAD) scale.

![Figure 2. Self-Assessment Manikin used during the study.](image)

3.2. Negative Emotion Induction

On the basis of the classification of emotion induction techniques proposed by Quigley et al. [38], the “real-world stimuli” technique was chosen. Three methods were applied that reflected the situations occurring in the working environment of software developers that are associated with negative emotions.

The participants performed their tasks using the NetBeans IDE. The functionality of this environment was enhanced with a plug-in called MaliciusIDE, which was developed for the purpose of this study. This allowed malice to be generated that would interfere with the participant during coding. During the study, malfunctions such as suspending a program for a specified number of seconds, duplicating the characters entered, or moving the mouse cursor were triggered manually via a Web interface running on Computer 3. This Wizard-of-Oz (WOZ) technique was implemented to ensure an appropriate number of events. Too few occurrences might not have induced emotions, but too many could have led to the disclosure of the malicious activity of the observer. Preliminary tests were conducted with automatically triggered malices. Their results revealed an insufficient
number of malicious events that were noticed by the participants. For example, users did not notice that the content of the clipboard had been cleaned, because it was not used in a particular task.

For the second task, the goal of which was to return an indicated element of the Fibonacci sequence, an incorrect test case was prepared. Even in spite of the correct solution, the participants were always informed that the program had returned incorrect output. The purpose of such an action was to create confusion and consequently irritability and discouragement.

During the last task, an attempt was made to put time pressure on the participant. After 2 min, a beep signal was generated imitating the observer receiving the message. The participant was informed that the test had to be shortened and that he or she should try to finish the task within 1 min.

3.3. Questionnaire

After completing all tasks and disconnecting the sensors, the participant was asked to complete a survey implemented using the Google Forms service. The purpose of the questionnaire was to gather information on the participants’ feelings about the methods of recognizing and inducing emotions.

The survey consisted of seven questions (Appendix B). In the first question, using the seven-level Likert scale, the participants assessed the nuisance of particular emotion recognition methods. A value of 1 corresponded to the claim that the sensor was unnoticeable, and a value of 7 corresponded to it having made the work completely impossible.

In the second question, the participants were asked to indicate which of the applied methods could be used in the daily work of programmers. In the next question, the participants reported which emotions were triggered by the emotion-inducing methods.

In the remaining questions, the participants answered how often they express emotions aloud, whether a wristwatch is intrusive during prolonged periods of typing, how often in real work an emotional self-assessment form could be used, and whether they would agree to investigate their emotional state during their daily work.

4. Execution and Results

The study was conducted in April and May 2017 at the Gdansk University of Technology, Poland. Altogether, 35 undergraduate computer science students, 6 women and 29 men, participated in the study. A single session lasted between 30 and 45 min, depending on the pace at which individual tasks were solved and the number of additional questions. Sample pictures of the participants during the study are shown in Figure 3.
4.1. Availability

In order to check the possibility of using eye-tracking and video recording to recognize emotions of programmers, the availability metrics AV_EYE and AV_VIDEO, respectively, were introduced. For eye tracking, the AV_EYE metric was defined as the percentage of time for which the pupil’s readings per minute were above the assumed sample quality threshold. Depending on the required accuracy of the measurements, four thresholds were presented, as shown in Table 1. Over most of the time (64.50%), the device recorded more than 29 readings per minute, with the sampling rate of the device at 30 Hz. Only 3.68% of the 1 min periods were without even a single detected fixation point, and 11.28% were with less than 10. The device did not recognize the position of the pupils when the head was tilted too far over the keyboard and also when the head was turned in one direction or the other. However, the collected data was sufficient to generate video clips with fixations and saccades during the solving of the tasks, as shown in Figure 4.

Table 1. Eye-tracker sample quality threshold and corresponding availability.

<table>
<thead>
<tr>
<th>Sample Quality Threshold % (Readings per Minute)</th>
<th>Number of Samples Above Threshold (N = 40,352)</th>
<th>AV_EYE</th>
</tr>
</thead>
<tbody>
<tr>
<td>80% (≥24)</td>
<td>29,309</td>
<td>72.63%</td>
</tr>
<tr>
<td>85% (≥26)</td>
<td>28,080</td>
<td>69.59%</td>
</tr>
<tr>
<td>90% (≥27)</td>
<td>27,512</td>
<td>68.18%</td>
</tr>
<tr>
<td>95% (≥29)</td>
<td>26,026</td>
<td>64.50%</td>
</tr>
</tbody>
</table>

Figure 4. Fixations and saccades during Task 1.

Clips from the camera that recorded the faces of the participants were analyzed using Noldus FaceReader software. This recognizes emotional states on the basis of the FACS. For each video frame, the tool provides results as intensiveness vectors for the following emotions: joy, anger, fear, disgust, surprise, sadness and a neutral state. In the case of an error, instead of numerical values, the label FIND_FAILED is returned if the face cannot be detected on the frame, and FIT_FAILED is returned when the emotion cannot be recognized. In order to assess the accessibility of video-based emotion recognition of software developers during work, three metrics were proposed:

- AV_VIDEO—percentage of time for which emotion was recognized.
• FINDF—percentage of time for which a face was not detected.
• FITF—percentage of time for which the face was detected, but no emotion was recognized.

The results are shown in Table 2. The average availability across the samples exceeded 77%. However, a thorough analysis of the provided data has shown that the algorithm implemented in the Noldus FaceReader software had a major problem with recognizing the emotions of people with glasses. In this case, the availability decreased to just 55%, whereas for the remaining cases, it equaled 85% (Table 3). Other factors that reduced availability were fringes that partially covered the eyes, beards and moustaches (e.g., participant P21). Therefore, to obtain the best accuracy, the recognition of emotions on the basis of facial expressions can only be used for programmers without glasses or facial hair.

Table 2. Availability of video-based emotion recognition.

<table>
<thead>
<tr>
<th>Participant</th>
<th>FINDF</th>
<th>FITF</th>
<th>AV_VIDEO</th>
<th>Glasses</th>
</tr>
</thead>
<tbody>
<tr>
<td>P04</td>
<td>0.92%</td>
<td>3.73%</td>
<td>95.35%</td>
<td>No</td>
</tr>
<tr>
<td>P06</td>
<td>3.89%</td>
<td>16.52%</td>
<td>79.59%</td>
<td>No</td>
</tr>
<tr>
<td>P07</td>
<td>3.78%</td>
<td>2.76%</td>
<td>93.46%</td>
<td>No</td>
</tr>
<tr>
<td>P08</td>
<td>1.91%</td>
<td>5.47%</td>
<td>92.62%</td>
<td>No</td>
</tr>
<tr>
<td>P09</td>
<td>6.23%</td>
<td>25.67%</td>
<td>68.10%</td>
<td>No</td>
</tr>
<tr>
<td>P10</td>
<td>5.64%</td>
<td>22.47%</td>
<td>71.89%</td>
<td>Yes</td>
</tr>
<tr>
<td>P11</td>
<td>0.44%</td>
<td>2.84%</td>
<td>96.72%</td>
<td>No</td>
</tr>
<tr>
<td>P12</td>
<td>7.10%</td>
<td>33.83%</td>
<td>59.06%</td>
<td>Yes</td>
</tr>
<tr>
<td>P13</td>
<td>4.53%</td>
<td>28.16%</td>
<td>67.31%</td>
<td>Yes</td>
</tr>
<tr>
<td>P14</td>
<td>3.70%</td>
<td>11.72%</td>
<td>84.58%</td>
<td>No</td>
</tr>
<tr>
<td>P15</td>
<td>2.17%</td>
<td>0.86%</td>
<td>96.97%</td>
<td>No</td>
</tr>
<tr>
<td>P16</td>
<td>4.73%</td>
<td>13.58%</td>
<td>81.69%</td>
<td>No</td>
</tr>
<tr>
<td>P17</td>
<td>5.92%</td>
<td>5.79%</td>
<td>88.29%</td>
<td>No</td>
</tr>
<tr>
<td>P18</td>
<td>2.95%</td>
<td>5.10%</td>
<td>91.95%</td>
<td>No</td>
</tr>
<tr>
<td>P19</td>
<td>5.88%</td>
<td>36.41%</td>
<td>57.71%</td>
<td>Yes</td>
</tr>
<tr>
<td>P20</td>
<td>31.54%</td>
<td>19.96%</td>
<td>48.51%</td>
<td>No</td>
</tr>
<tr>
<td>P21</td>
<td>39.46%</td>
<td>7.87%</td>
<td>52.67%</td>
<td>No</td>
</tr>
<tr>
<td>P22</td>
<td>2.52%</td>
<td>4.77%</td>
<td>92.71%</td>
<td>No</td>
</tr>
<tr>
<td>P23</td>
<td>44.79%</td>
<td>50.23%</td>
<td>4.98%</td>
<td>Yes</td>
</tr>
<tr>
<td>P24</td>
<td>1.67%</td>
<td>13.18%</td>
<td>85.16%</td>
<td>Yes</td>
</tr>
<tr>
<td>P25</td>
<td>2.63%</td>
<td>4.22%</td>
<td>93.14%</td>
<td>No</td>
</tr>
<tr>
<td>P26</td>
<td>4.11%</td>
<td>50.73%</td>
<td>45.16%</td>
<td>Yes</td>
</tr>
<tr>
<td>P27</td>
<td>3.95%</td>
<td>3.46%</td>
<td>92.59%</td>
<td>No</td>
</tr>
<tr>
<td>P28</td>
<td>4.87%</td>
<td>3.23%</td>
<td>91.91%</td>
<td>No</td>
</tr>
<tr>
<td>P29</td>
<td>12.10%</td>
<td>10.44%</td>
<td>77.45%</td>
<td>No</td>
</tr>
<tr>
<td>P30</td>
<td>1.71%</td>
<td>2.99%</td>
<td>95.30%</td>
<td>No</td>
</tr>
<tr>
<td>P31</td>
<td>3.51%</td>
<td>16.19%</td>
<td>80.31%</td>
<td>No</td>
</tr>
<tr>
<td>P32</td>
<td>2.22%</td>
<td>8.02%</td>
<td>89.75%</td>
<td>No</td>
</tr>
<tr>
<td>P33</td>
<td>13.42%</td>
<td>30.58%</td>
<td>56.00%</td>
<td>No</td>
</tr>
<tr>
<td>P34</td>
<td>10.65%</td>
<td>54.71%</td>
<td>34.64%</td>
<td>Yes</td>
</tr>
<tr>
<td>P35</td>
<td>9.29%</td>
<td>20.27%</td>
<td>70.44%</td>
<td>Yes</td>
</tr>
<tr>
<td>P36</td>
<td>5.08%</td>
<td>7.49%</td>
<td>87.42%</td>
<td>No</td>
</tr>
<tr>
<td>P37</td>
<td>2.04%</td>
<td>4.41%</td>
<td>93.55%</td>
<td>No</td>
</tr>
<tr>
<td>P38</td>
<td>2.24%</td>
<td>3.72%</td>
<td>94.04%</td>
<td>No</td>
</tr>
<tr>
<td>P39</td>
<td>1.33%</td>
<td>0.96%</td>
<td>97.72%</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3. Average availability of video-based emotion recognition.

<table>
<thead>
<tr>
<th></th>
<th>FIND</th>
<th>FIT</th>
<th>AV</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Mean SD</td>
<td>7.40%</td>
<td>15.21%</td>
<td>77.39%</td>
</tr>
<tr>
<td>No Glasses Mean SD</td>
<td>6.36%</td>
<td>8.55%</td>
<td>85.09%</td>
</tr>
<tr>
<td>Glasses Mean SD</td>
<td>10.41%</td>
<td>34.44%</td>
<td>55.15%</td>
</tr>
</tbody>
</table>

4.2. Disturbance

On the basis of the questionnaire survey (Appendix B), the degree of disturbance of individual data collection methods was assessed. All methods were evaluated using the seven-level Likert scale,
where a value of 1 corresponded to the claim that the method was unnoticeable, and a value of 7 indicated that it made the work impossible. Figure 5 shows the compilation of response distributions for all the examined channels.

Among the physiological sensors used in the study, the respondents pointed to the EDA sensor placed on the wrist as being the least cumbersome. As many as 16 respondents indicated that it was completely unnoticeable during coding, while only 3 were moderately disturbed.

The next two sensors, a respiration device placed on the chest and a BVP placed on the earlobe, were also rated as slightly intrusive. The last physiological sensor, the fEMG device, was considered the most cumbersome.
Other methods of collecting data for the purpose of emotion recognition were found by most respondents to be almost completely unnoticeable. Because of the bright light set, the camera that recorded the participant’s face was evaluated slightly worse. However, the result of the assessment was still lower than the rating of the least intrusive physiological sensor.

Among all the tested methods of emotional recognition, the participants indicated the eye tracker as being the most acceptable in everyday work. Only one person did not indicate this method. Over half of the respondents reported that they would not be disturbed by collecting mouse movements and typing patterns (85.7%), by video camera recording (65.7%), by SAM (62.9%) or by EDA (62.9%). On the other hand, almost every respondent reported that the electromyographic sensor attached to the face would not usable in the work environment.

The respondents also revealed how often they thought the SAM questionnaire could be used in their daily work. The vast majority (71.4%) indicated that such data could be collected twice a day, for example, while starting and closing the IDE.

In view of the growing smart-watch market, the question as to whether a wrist watch interferes with the daily work of a software developer was raised. Over half of the respondents indicated that it is only slightly intrusive, and only four indicated otherwise. The detailed distribution of the response is shown in Figure 6.

![Figure 6. Evaluation of disturbance of the wrist watch in daily work.](image)

Over 60% of the respondents stated that they often or very often express their emotions verbally while programming. Only seven claimed that they do so rarely or very rarely. However, during the study, no participants except one expressed their emotions this way. Therefore, voice recordings were not analyzed further.

### 4.3. Inducing Negative Emotions

According to the plan, attempts were made to induce emotions during each session. During all tasks, the observer disrupted the participant’s work by causing malicious events in the NetBeans environment. The most commonly used events were adding additional characters while entering text, changing the position of the mouse pointer, freezing the environment for 7 s, clearing the contents of the clipboard, and temporarily hiding the IDE screen. These actions were carried out to disrupt work, but in a way that would seem to be natural behaviour of the application. The frequency of events was manually adjusted so that the users remained unaware of the intended actions of the observer. In addition, for task 2, an invalid test case was prepared, and the time for the last task was shortened.

In the questionnaire survey, the participants were asked to list which emotions were induced by specific actions. In the case of an unstable IDE, irritation most frequently appeared (42.86%), then anger (28.57%), followed by nervousness (25.71%) and frustration (11.43%). Four of the respondents (11.43%) indicated amusement (Figure 7). A post-study informal interview revealed that it was related to the
fact that these participants had figured out that this unstable work was due to the deliberate actions of the observer. Other emotions were pointed out by only one or two participants and therefore were omitted from the analysis.

Figure 7. Negative emotions induced by the malicious behaviour of the integrated development environment (IDE).

An incorrect test case in one of the tasks had a lower impact on the emotional state of the programmer. Astonishment, the most commonly reported emotion, was indicated by only six people (17.14%). In addition, the respondents listed anger (14.29%), frustration (14.29%), uncertainty (11.43%) and irritation (11.43%). Other emotions were mentioned by fewer than three respondents.

Attempts to put time pressure on the participants almost completely failed. This had a negligible impact on the emotional state of the participants. Nearly half of the respondents indicated that this had no effect at all. On the other hand, this was the only action with a positive response—20% of the respondents indicated that the shortening of time was a mobilizing factor. Among the remaining responses, only five people listed negative emotions such as nervousness, irritation or fear.

The answers to the question about consent to monitor emotions in the work environment were not conclusive. The distribution of responses was similar to a normal distribution and is shown in Figure 8.

Figure 8. Distribution of answers on consent to monitor emotions at work.
5. Discussion

On the basis of the results of the study, the most appropriate methods for the recognition of the participants’ emotions were those that were completely transparent to the subjects. Despite their low efficiency, keyboard- and mouse pattern-based methods were the most acceptable to the programmers. Of course, the key factor in their implementation in the real work environment is to ensure privacy. The keylogger should not record which keys are pressed, but only patterns of typing, speed, the number of errors and, if possible, key pressures.

At first glance, the differences between the responses to the inconvenience when using the eye tracker and video camera were puzzling. As many as 11 participants pointed out that only the first device could be used in a working environment. Informal interviews conducted after the study revealed that this was related to lighting. During the study, a powerful light set (over 30,000 lm) was used, which was a prerequisite for obtaining high-accuracy results using the Noldus FaceReader software. Some respondents felt discomfort as a result of the very bright light.

Both the availability of eye-tracker data during programming and the user acceptance rating were high. However, studies conducted so far have shown that emotion recognition cannot be performed with high accuracy only on the basis of data from this channel. It can only be used in a multimodal approach. On the other hand, extended pupil movement pattern analysis, combined with keystroke dynamics or mouse movement [30], can reveal interesting results.

Although emotion recognition on the basis of facial expression is widely used, there are some major problems. The conducted study revealed that it can be used only in the case of people without glasses, a fringe or facial hair. For others, the availability is low; therefore, the recognition accuracy may be insufficient.

During the study, the results of the questionnaire on the expression of emotion vocally were not confirmed. Although the participants were informed that they could speak during the study, among all the participants, only one developer commented on his work, sometimes expressing emotions such as frustration or anger. This led to the surprising conclusion that the method of detecting emotion on the basis of audio analysis is not applicable in laboratory tests. However, the results of the questionnaire showed that it can likely be used in real work environments. To confirm this assumption, it is necessary to collect relevant data from the natural development environment.

Of all the physiological sensors used during the study, the EMG sensor located on the subject’s face was recognized as the most intrusive. However, even this sensor was rated as moderately obstructive. This allowed us to conclude that from the point of view of work disruption, all studied sensors can be applied in a laboratory environment to monitor the physiology of software developers.

EDA is known as the physiological signal that allows emotions to be recognized with one of the highest accuracies [39]. However, the best locations for these sensors are the fingers. Clearly, because of the nature of the work of programmers, it is not possible to use this location. The research participant must be able to use the computer as in everyday work, and for programmers, the freedom to move the fingers is crucial. Therefore, an alternative location was chosen, and the sensor was attached to the participant’s wrist. It has been shown in studies that this allows correct but less-accurate monitoring of EDA [40]. For similar reasons, the BVP sensor was placed on the ear lobe instead of the tip of the finger. However, it is necessary to be aware that such workarounds may lead to decreasing accuracy of collected data.

One of the possible solutions for the use of physiological sensors in everyday work is the smart watch. These are watches equipped with a set of sensors and software that allows it to collect, pre-analyze and transfer physiological data to a computer or smartphone. Commonly available devices are equipped with a BVP and some come with an EDA sensor. Among the participants, only four indicated that the watch bothered them significantly while typing. The widespread availability of smart watches, equipped with at least BVP and EDA sensors, would certainly allow for extensive monitoring of the emotional state of developers in their natural environment.
The most effective way to induce the participants’ emotions was the manipulation of the IDE by the observer. Its unstable work evoked negative emotions in 32 participants (91.42%). The IDE is a basic tool for developers. Therefore, its unexpected behaviour over a prolonged time can lead to frustration and anger.

The second of the applied methods—an incorrect unit test—also elicited negative emotions, although in a lower number of participants. Over time, some developers began to suspect that the test was invalid. This method should be used for more complex tasks. In the study, it was used in a relatively simple task, which the participants solved in under half the time limit. The other half was spent on searching for an error—an error that was not there. One participant even opened the unit test code and modified it to complete the task.

Threats to Validity

Several threats to validity could have affected the results of this study. First of all, it was assumed that undergraduate students could participate in the study. They do not have as much experience working as a programmer as professional developers. Therefore, this threat may have had a particular impact on RQ2. On the other hand, the participants had used IDEs intensively when programming numerous student projects. Therefore, in the case of analyzing data related to availability and disturbance as well as methods of inducing emotions, the impact of this threat was rather low.

Another threat was the short time allocated for completing the tasks. Emotions related to the tasks performed may not have occurred in such a short time or could have been the result of previous activities. However, the observations of students during the sessions and the post-study interviews did not confirm this threat.

According to the study plan, each of the three physiological sensors was used in only one (the same) task for all participants. Such a study design may introduce a threat of confounding effects, in which the results are valid only for the particular sensor–task pair. However, because of the similar difficulty of each task, this was not believed to be the case for this study.

6. Conclusions

During the study, emotion recognition methods suitable for monitoring the emotional states of software developers in a laboratory environment were examined. Analysis of the collected data has allowed the research questions to be answered.

In response to RQ1, it can be stated that most of the tested channels can be used successfully during programming. Only audio channels are completely useless in a laboratory environment. Although in the survey the participants reported that they often express emotions verbally while programming, this was not confirmed during the study. In the case of tools for recognizing emotions on the basis of facial expressions, attention should be paid to the appearance of the subject. Studies have revealed that recognition results may be seriously compromised when a participant wears glasses, has a long fringe or has thick stubble.

Among the methods that can be used to monitor the emotion of programmers in the work environment (RQ2), non-invasive methods were indicated first and foremost. The suggested data channels that can be used in daily work include the eye tracker, typing patterns, mouse movements and video recordings. Most respondents also agreed to the use of the EDA sensor. Combined with the results on wearing a wrist watch while programming, it can be claimed that smart watches can be successfully used to monitor the emotions of developers.

Finally, emotion-inducing methods in a laboratory environment were evaluated (RQ3). The malicious plug-in to the IDE proved to be the best approach for triggering negative emotions. Of the remaining methods, shortening the task time did not meet the assumptions of creating time pressure. This incorrect test case, on the other hand, can be used in more complex tasks.

The study has revealed that, while most methods of recognizing the emotions of programmers can be used in laboratory tests, only those that are non-intrusive, such as an analysis of facial expressions or...
typing patterns, are accepted in the real working environment. In practice, this means that physiological sensors can be used to monitor the emotions of programmers only in the least invasive form—for example, biosensors built into smart watches. In addition, inducing the emotions in the laboratory environment proved to be challenging. Among the three evaluation methods, only the malicious behaviour of the IDE had an impact on the majority of the participants. To conduct research on the emotional states of programmers in a laboratory environment, it may be necessary to develop and validate more approaches to the problem of inducing emotions.
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**Appendix A. Source Code of Provided Programming Tasks**

**Appendix A.1. Bubble Sort**

```java
/* Task 1
Complete the code so that it sorts the numbers with the bubble sort algorithm according to the given order.

Examples:
1. For numbers 1,4,6,2,4 and order ASCENDING, the correct result is an array: 1,2,4,4,6
2. For numbers 1,5,7,2,3,6,4,8 and order DESCENDING, the correct result is an array: 8,7,6,5,4,3,2,1

Validate source code by pressing Ctrl + F6 */

```enum` SortOrder {
    ASCENDING,
    DESCENDING
}

```public class` Task1 {
    ```public` int[]` Sort(int[] numbers, SortOrder order) {
        if (order.equals(SortOrder.DESCENDING)) {
            for (int i = 0; i < numbers.length; i++) {
                for (int j = 0; j < numbers.length; j++) {
                    if (numbers[i] > numbers[j]) {
                        // swap elements in the array using the temporary variable
                    }
                }
            return numbers;
        }
    else {
        for (/* complete */) {
            for (/* complete */) {
                // swap elements if ...
            }
        return numbers;
    }
}
```

**Appendix A.2. Fibonacci Sequence**

```java
/* Task 2
Complete the code to return the nth Fibonacci sequence number.

The formula for the Fibonacci sequence:
\[ f(1) = 1 \]
\[ f(2) = 1 \]
```

```
f(n) = f(n-1) + f(n-2)

Examples
1. n = 5
   Code returns 5
2. n = 7
   Code returns 13

Validate source code by pressing Ctrl + F6 */

public class Task2 {
    public int Fibonacci ( int number ) {
        return calculateFibonacci ( number );
    }

    private int calculateFibonacci ( int n) {
        if (n == 0) return 0;
        /* but if n is equal to 1, return 1 */
        /* in other cases, use recursion */
    }
}

Appendix A.3. Palindrome

/* Task 4
A palindrome is a word that reads the same backward as it does forward.
Your task is to check whether the given word is a palindrome. If so, return true,
otherwise return false. Ignore letter case.

Examples:
kayak -> true
butterfly -> false

Validate source code by pressing Ctrl + F6 */

public class Task3 {
    public Boolean IsPalindrome ( String phrase ) {
        String reversedPhrase;
        reversedPhrase = reverse(phrase);
        if(/* Compare character strings, be case-insensitive */) {
            return true;
        }
        else {
            return false;
        }
    }

    /* Reverse the string */
    private static String reverse ( String input ){
        char[] in = input.toCharArray();
        int begin = /* ... */
        int end = /* ... */
        char temp;
        while(end>begin){
            /* Replace the characters in the table using the temporary variable */
            end--;
            begin++;
        }
        return new String(in);
    }
}
Appendix A.4. Matrix Transpose

```java
/* Task 4
Your task is to transpose the input matrix.

Examples:
A = |1 ,2 ,3|   A^T = |1 ,3|
   |3 ,5 ,6|   |2 ,5|
   |3 ,6|     |3 ,6|

Validate source code by pressing Ctrl + F6 */

public class Task4 {
    public int[][] TransposeMatrix(int[][] A) {
        int row = /* .. */
        int col = A[0].length;
        int[][] T = new int[/* .. */][/* .. */];
        // rewriting values from matrix A to matrix T
        for (/* iterate the columns */) {
            for (/* iterate the lines */) {
                T[/* .. */][/* .. */]=A[/* .. */][/* .. */];
            }
        }
        return T;
    }
}
```

Appendix B. Questionnaire

1. How intrusive were the methods of data collection?

   (a) Blood pressure sensor (ear):
       - (unnoticeable) 1 2 3 4 5 6 7 (made the work completely impossible)

   (b) Breath sensor (belt on chest):
       - (unnoticeable) 1 2 3 4 5 6 7 (made the work completely impossible)

   (c) Skin conductance (armband):
       - (unnoticeable) 1 2 3 4 5 6 7 (made the work completely impossible)

   (d) Facial EMG (sensor on the face):
       - (unnoticeable) 1 2 3 4 5 6 7 (made the work completely impossible)

   (e) Eye tracker (camera under the monitor):
       - (unnoticeable) 1 2 3 4 5 6 7 (made the work completely impossible)

   (f) Video image (camera over the monitor + lighting set):
       - (unnoticeable) 1 2 3 4 5 6 7 (made the work completely impossible)

2. Choose methods that could be used during the daily work of the programmer according to comfort levels (you can select multiple options).

   - Blood pressure sensor (ear)
   - Breath sensor (belt on chest)
   - Skin conductance (armband)
   - Facial EMG (sensor on the face)
• Eye tracker (camera under the monitor)
• Video image (camera over the monitor + lighting set)
• Mouse movements and typing
• SAM self-assessment questionnaire

3. Does wearing a watch bother you during prolonged computer work?
• (it is unnoticeable) 1 2 3 4 5 6 7 (makes the work completely impossible)

4. Do you sometimes express your emotions (e.g., anger or frustration) aloud when programming?
• (never) 1 2 3 4 5 6 7 (always)

5. Which emotions were induced by:
• Unstable work of the IDE: __________________
• Invalid test case in task 2: __________________
• Shortening the time allocated for completing the last task: __________________

6. How often could the SAM self-assessment form be displayed during the work so that it is not disruptive?
• Every 5 min
• Every 1 h
• Every commit
• When starting and closing the IDE
• Twice a day

7. Would you agree to monitor your emotional state while working?
• Yes
• No
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