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Abstract 

The attractiveness of the face plays an important role in everyday life, especially in the modern world where social media and the 
Internet surround us. In this study, an attempt to assess the attractiveness of a face by machine learning is shown. Attractiveness is 
determined by three deep models whose sum of predictions is the final score. Two annotated datasets available in the literature are 
employed for training and testing the algorithms, i.e., a dataset named SCUT-FBP5500 to train the deep learning models to predict 
facial attractiveness and Face Research Lab London Set designated for the test. The first model pays attention to the dominant 
background colors in the photo; the second model is based on a pre-trained deep neural network. Finally, for facial proportion 
assessment, distances between key points on the face are linked with attractiveness ratings, so the last dataset considers face 
proportions. Several algorithms are trained and tested, including baseline machine learning algorithms, i.e., LinearSVR, 
SDGRegressor, Lasso, RandomForestRegressor, and deep models, such as Xception VGG19 ResNet50v2, and MobileNetv2. A 
discussion of the results, as well as some concluding remarks, are also provided. The results from the trained models based on 
SCUT-FBP5500 show a systematic error for the Face Research Lab London Set database. This is probably caused by a different 
type of image evaluation in both databases. Although the results obtained show no visible winner among the algorithms employed, 
the best results are seen for five clusters and five colors fed onto the regressor. 
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1. Introduction 

Physical appearance and especially facial attractiveness play an important role across cultures and beauty 
stereotypes, as well as in everyday life, especially in the modern world surrounded by social media and the Internet. 
This topic attracts a lot of attention in many science fields, such as medical sciences [1,2], psychology and social 
sciences [3,4], and computer science leading to an increased interest in facial attractiveness [5-7].  

Moreover, the aspect of ‘photogenicity’ is also interesting to pursue. There are some answers to what makes a face 
desirable to the camera [8,9]. Most cues regarding whether a face is photogenic or not refer to the facial structure 
proportions, known as the ‘golden ratio.’ Obviously, a person may be perceived as attractive from the viewer’s 
perspective without being photogenic. Hence, there should be some additional factors influencing ‘photogenicity.’ A 
photographer artist would say that light plays an important role when defining a face structure. Another mentioned 
factor refers to eyes, magnification, or smiling effects [9]. It was shown that the eye region has a greater impact on 
face attractiveness examination and judgment than other parts of the face [10-13].  
In recent years, the means of predicting facial attractiveness or the so-called Facial beauty prediction (FBP) much 
advanced, both traditional approaches and machine learning methods [14,15], notably deep neural networks [7,16]. 
However, due to the subjective nature of the issue, assessing facial attractiveness remains difficult. Of importance is 
the fact that facial attractiveness judgment depends not only on personal preferences, which differ across time and 
cultures but also on the cognitive representation of the face category in one’s mind [6]. To this end, Tong et al. [17] 
indicated that a deep model could be trained to learn facial ratios considered ideal in the sense of ‘golden’ proportions 
based only on categorical annotation when no annotated facial features for attractiveness are explicitly given. The 
schema of their experiments seems very intuitive as one of the deep models learns female/male and high/low 
attractiveness, and the second one generates face-like images by reversing the DNN model for facial attractiveness 
(FADNN). Finally, the third experiment simulates human-like judgments on facial images with varying ratios of 
features that reveal changes in the activity of the category-specific neurons that are remarkably similar to those 
observed in the 2010 study by Pallet et al. [4]. 

Often, machine learning models are trained and tested on a chosen dataset [18]. So, the motivation for this study is 
to use datasets available in the literature but created by different authors. In our contribution to the research on face 
attractiveness, we propose an approach that aims to process data of varying origins. Two databases retrieved from the 
Internet are employed for this purpose, i.e., a dataset named SCUT-FBP5500 [14,15] to train the deep learning models 
to predict facial attractiveness and Face Research Lab London Set designated for the test [19,20]. Moreover, distances 
between key points on the face are linked with attractiveness ratings for facial proportion assessment, so the last 
dataset is created for face proportion annotation. 

The first dataset contains 5500 front-on-face portraits with a diverse proportion of Asian females, Asian males, 
Caucasian females, and Caucasian male subjects with neutral expressions. They were subjectively rated on a 1-5 scale. 

Face Research Lab London Set contains images of 102 adult faces in full color with a size of 1350x1350 pixels. 
Moreover, the template files show 189 coordinates delineating face shapes for use with Psychomorph or 
WebMorph.org. Some additional information, such as self-reported age, gender, and ethnicity, is also included in the 
file london_faces_info.csv. In contrast to SCUT-FBP5500, attractiveness was rated by the annotators on a 1-7 scale, 
starting from a description “much less attractiveness than average” to “much more attractive than average” for the 
neutral front faces from 2513 people (ages 17-90) [20].  

It should be pointed out that there are several noteworthy differences between the datasets retrieved from the 
Internet. The SCUT-FBP5500 dataset comprises 5500 faces exhibiting diverse characteristics, including sex, race 
(Caucasian and Asian), and age. Additionally, it provides various labels, such as facial landmarks, beauty scores on a 
scale of 5, and distribution of beauty scores. The images within this dataset feature are either homogeneous solid-
colored backgrounds or heterogeneous backgrounds with color gradients or non-homogeneous patterns. Many faces 
display slight rotation and are captured from varying distances, although most are taken from a frontal position. These 
images exhibit diverse qualities and colors, as most are in color, while some are in black and white. It is worth noting 
that certain pictures may have undergone retouching. 

In contrast, the Face Research Lab London dataset comprises 102 adult face images measuring 1350x1350 pixels. 
These images include self-reported information regarding age, gender, ethnicity (not only Caucasian and Asian), and 
attractiveness ratings on a 7-point scale, ranging from “much less attractive than average” to “much more attractive D
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than average.” Notably, this dataset offers less variation, as all pictures are captured against a consistent gray gradient 
background, featuring identical face positions, camera distances, and quality. 

The facial attractiveness in these databases was rated and labeled subjectively. We try to check whether it is possible 
to create a machine learning model that may help label attractiveness automatically based on parametrizing facial 
features. Also, an aspect worth exploring was judging the entire photo’s attractiveness, not just the face. 

Moreover, to measure facial proportion, distances between key points on the face are linked with attractiveness 
ratings, so this aspect is also researched in our study. 

In the study, several algorithms are trained and tested, including baseline machine learning algorithms, i.e., 
LinearSVR, SDGRegressor, Lasso, RandomForestRegressor, and deep models, such as Xception VGG19 
ResNet50v2, and MobileNetv2. Training and test parameters were chosen experimentally. The results obtained are 
discussed further on. Conclusions are also provided. As already said, the main contribution of this paper is to use 
several baseline algorithms and deep models to train and test them on different data. 

2.  Methods 

The starting point in this study was creating an application that enables to send a selected photo and return its rating 
on a scale of 1 to 5. To obtain the photo rating, the combined prediction results from the three methods described 
below were used. 

2.1. Evaluation of the dominant background colors 

Studies by Minami et al. [21] and Nakajima et al. [22] have shown that both background and facial color inflect 
judgments of facial expressions. Even though facial color influences the perceived images more significantly than 
background color effects [22], it was decided to check to what extent the background in the photo impacts the 
subjective assessment of the attractiveness of a given person’s face. The solution proposed is an algorithm that extracts 
the dominant colors from a photo, omitting the part of the image where the assessed face is located. The algorithm 
consists of the following steps: 

 a face is found in the photo, and then a mask is applied in place of the face, 
 clustering is performed on the photo without a face, 
 the most common colors are taken, and a feature vector is created on their basis, 
 the feature vector is trained in the regressor. 
 
The number of clusters in the clustering method and the number of colors taken for training were tested. Values 

from 0 to 9 were assigned for both variables. The best results were obtained for five clusters and five colors fed further 
onto the regressor. In this case, the following regressors were used: LinearSVR [23], SGDRegressor [24], Lasso [25], 
and RandomForestRegressor [26]. In the case of RandomForestRegressor the hyperparameters tuning was induced. 
A maximum depth of 50 was returned as the best metric. The remaining parameters for all models were left as default. 
The results obtained are shown in Section 3. 

2.2. Learning with neural networks 

Then, MobileNetV2, VGG19, ResNet50V2, Xception were chosen as deep models for face attractiveness 
processing. These models allow for extracting features from face images automatically, and they appear in the 
literature sources related to this subject. The training was carried out on these four selected trained deep networks 
employing the ImageNet set. Photos were resized to the size of 160 by 160. The sequential model, in addition to the 
trained model, includes layers such as batch normalization, global average pooling 2D, Dropout, and Dense with a 
linear activation function. The outcome of this approach is shown in Section 3. 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


4 Author name / Procedia Computer Science 00 (2023) 000–000 

2.3. Assessment of facial proportions 

Finally, for facial proportion assessment, distances between key points on the face were linked with attractiveness 
ratings. In each photo, first, a face was detected, and then the points were marked to have the distances calculated. 

Face proportions considered were as follows (see Fig. 1): 
 eye width – the distance between the eyes, 
 distance from the center of the eyes to the tip of the nose – from the tip of the nose to the chin, 
 face width – face length, 
 face width – mouth width, 
 face width – width between eyes, 
 nose width – nose length, 
 eyebrow width – eye width, 
 nose width – eye width, 
 nose width – mouth width, 
 from the edge of the face to the eye - the distance between the eyes. 

 

Based on these 10 calculated values, a regressor indicating the attractiveness of a given face was trained for each 
photo from the dataset. The following algorithms were used: RandomForestRegressor, LinearSVR, and 
SDGRegressor. For the first of them, hyperparameter tuning was induced. A maximum depth of 51 was determined 
to be the best result. All other parameters were left at their default values. The results are summarized further on in 
Section 3. 
 
 

 
 

Fig. 1. Distances between key points on the face and attractiveness ratings. 

3. Results  

3.1. Dominant color results 

Models were trained and tested on the SCUT-FBP5500 basis with averaged scores on a scale of 1-5. Since cross-
validation provides a statistically more reliable estimation of the performance than a single training/test set split, that 
is why such a method was chosen. Moreover, we decided on 5-fold cross validation as it enables to train five different 
models.  
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With 5-fold validation, the following averaged results were obtained for the models based on dominant background 
colors (see Table 1). As mentioned, Linear SVR, SDGRegressor, Lasso, and RandomForestRegressor were employed. 

RandomForestRegressor was chosen for further analysis as it received the best results in metrics. As seen above, 
the model evaluating the dominant background colors strongly averages the results. This may be due to insufficient 
training data. There is an under-prediction of major grades and an over-prediction of low rates. 

            Table 1. Averaged results obtained for the models based on dominant background colors. 

Model r2 MAE RMSE 

LinearSVR 0.083 2.208 0.66 

SDGRegressor 0.08 2.07 0.66 

Lasso 0.100 2.11 0.65 

RandomForestRegressor 0.2 2.26 0.61 

3.2. Learning with neural networks 

The results for 5-fold cross-validation average values for neural networks models trained with batch size 32 for 
100 epochs, the Adam optimizer, and the loss function set to MAE (Mean Absolute Error), as it is more robust to 
outliers, are shown in Table 2. Also, R2 (a relative measure of fit) and RMSE (an absolute measure of fit) loss functions 
were checked. The model using ResNet50v2 performed relatively well compared to the other three models. 

            Table 2. Results for 5-fold cross-validation average values for neural networks models. 

Model R2 MAE RMSE 

Xception 0.49 2.01 0.49 

VGG19 0.58 1.87 0.44 

ResNet50v2 0.60 1.70 0.43 

MobileNetv2 0.57 1.78 0.45 

 

 

Fig. 2. Results obtained with RandomForestRegressor learned on dominant background colors. 
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3.3. Assessment of facial proportions−regressor results for method no. 3 

The regressors were trained on 4,500 examples, and the effectiveness was checked on 1,000. As shown above (see 
Fig. 2), the model evaluating facial proportions averages the results, but the prediction is more reliable than based on 
the dominant background color model. This may be due to the lack of gender division in the test cases. There is an 
under-prediction of higher grades and an over-prediction of low rates, similar to the model evaluating dominant 
background colors. 

The three above models were launched in parallel in the prepared application. The models received the proportions 
of importance in the final evaluation. The first model got 11% of the rating, the second 67%, and the third 22%. To 
test the obtained models, the Face Research Lab London Set was used (see Table 3). Only frontal smiling photos were 
selected. The original ratings on a scale of 1-7 contained in this database needed to be rescaled to a scale of 1-5.  

The results obtained are rather unexpected; it is evident that the application significantly overestimated them. At 
this point, the minimum, maximum and average values in both used datasets were checked. The results are presented 
in Table 4.  

            Table 3. Results for training on SCUT-FBP5500 and test on Face Research Lab London dataset. 

Model R2 MAE RMSE 

RandomForestRegressor 0.233 2.344 0.613 

LinearSVR 0.146 2.433 0.647 

SDGRegressor 0.182 2.509 0.634 

            Table 4. Minimum, maximum, and average values in both used datasets. 

Dataset min max avg 

SCUT-FBP5500 1.02 4.75 2.99 

Face Research Lab London  1.11 4.05 2.15 

 
Predicted values obtained with the pre-trained ResNetV50 backbone and resized images as input are shown in Fig. 

3. Further, prediction values while using a facial ratio-trained RandomForestRegressor model are contained in Fig. 4. 
Finally, predicted values obtained with three models, described above but concatenated, are presented in Fig. 5. 
 

 

Fig. 3. Predicted values obtained with the pre-trained ResNetV50 backbone and resized images as input. 
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Fig. 4. Prediction values obtained using a facial ratio-trained RandomForestRegressor model. 

 

Fig. 5. Predicted values obtained with three models described above but concatenated. 

The added value of the study performed is to employ different datasets. The difficulty of a different attractiveness 
annotation scale within the two datasets was overcome by rescaling them. The stability of the results trained and tested 
on different data may be assessed as high. This was confirmed by changing model hyperparameters. However, the 
results from the models trained on SCUT-FBP5500 show a systematic error for the Face Research Lab London Set 
database. 

With the solution proposed, we wanted to focus as much as possible on the background in the image. Using the 
Haar cascade object detection algorithm, frontal faces in photos were found. Based on the boxes created by the cascade 
classifier, a mask on a face was built. The pixel values were then converted to a vector, excluding the masked pixels. 
The K-means algorithm was run on the obtained vector, and then the most frequently occurring values were selected. 
Relatively small or negative values of the measured r2 and RMS metrics were found in subsequent trials during 
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subsequent algorithm runs on the database. The background of the photograph of a human face has a small but 
significant impact on its attractiveness, but not sufficient to be negligible. There is a high degree of instability in this 
solution due to the algorithm’s sensitivity to the number of clusters set in the K-means algorithm. 

Also, there are some general remarks that may be drawn for the experiments performed. Even if some authors 
report a high correlation between facial metrics generated from manually and automatically placed image landmarks 
[5], the attractiveness assessment – as seen from the results obtained – is still subjective. Therefore, creating a general 
model remains a big challenge. Moreover, aesthetics is highly correlated with emotion [27], so this aspect should also 
be considered along with the emotion model chosen [28] when judging facial attractiveness.  

4.    Conclusion 

Several conclusions may be drawn from the study performed. It occurred that models should be trained separately 
for photos of women and men due to different facial proportions and other features considered desirable. The following 
improvement of the model that calculates face proportions may be proposed – the model should consider all possible 
combinations of key points on the face. Then a selection of features should be performed to check which proportions 
affect the attractiveness of the face the most. As already said, the attractiveness assessment remains a subjective 
process; that is why it is challenging to create a general model of ‘attractiveness.’ Moreover, aesthetics is highly 
correlated both with the emotion expressed on the face evaluated and the emotion evoked in an annotator, so this 
aspect should also be considered along with the emotion model chosen when judging facial attractiveness.  

Due to the subjectivity of image ratings, obtaining an accurate model for different datasets is not trivial. A factor 
with a significant impact is the scale on which the respondents rated the photos. The results from the trained models 
based on SCUT-FBP5500 show a systematic error for the Face Research Lab London Set database. This was probably 
caused by a different type of image evaluation in both databases.  

Also, we pointed out that employing different datasets often requires some rescaling or other types of processing 
as the origin of the dataset may differ much. This may be an example of dealing with data from different backgrounds. 
Moreover, this may show guidelines for creating own data concerning this subject. 
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