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Exploring the relations between coexisting, cooperative, or competing types of ordering is a key to identify and
harness the mechanisms governing the mutual interactions between them and to utilize their combined properties.
We have experimentally explored the response of the charge density wave (CDW) to various antiferromagnetic,
metamagnetic, and field-aligned ferromagnetic states that constitute the magnetic phase diagram of TmNiC,.
The high-resolution x-ray diffraction experiment employing synchrotron radiation at low temperature and high
magnetic field allowed one to follow the superstructure satellite reflections, being a sensitive probe of CDW.
This investigation not only reveals direct evidence that the charge density wave avoids even a partial suppression
in the antiferromagnetic ground state, but also proves that this state coexists, without any visible signatures of
weakening, in the entire dome of the magnetically ordered phases, including the field-aligned ferromagnetic
state. The calculations of the electronic and phonon structures support the experiment, revealing that the
dominant contribution to the CDW transition stems from momentum-dependent electron-phonon coupling. We
conclude that this mechanism prevents the CDW from vanishing, although the nesting conditions within the

magnetically ordered phases deteriorate.

DOI: 10.1103/PhysRevB.111.245116

I. INTRODUCTION

The interactions between the various charge and magnetic
degrees of freedom are the object of an extensive investiga-
tion aimed to understand and control the related macroscopic
observables [1-6]. A particularly close relationship can exist
between entities that are based on the same foundation, e.g.,
the electronic structure. An example of the latter is charge
density wave (CDW) order and magnetism driven by the
Ruderman-Kittel-Kasuya-Yosida (RKKY) mechanism [7-9].
CDW, seen in quasi-low-dimensional materials, is predicted
by the canonical Peierls-Frohlich model [10,11] to originate
from the nesting of parallel segments of the Fermi surface
(FS) assisted by coupling between electrons and phonons
and accompanied by crystal structure modulation. RKKY
magnetism of rare-earth-based metals, leading even to the
formation of topologically nontrivial spin textures such as
magnetic skyrmions [12], relies on itinerant electrons which
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mediate the interaction between local magnetic moments, and
thus is sensitive to charge distribution in space and to the
Fermi surface contour [13]. The relation between CDW and
magnetism can show either a constructive or destructive char-
acter. On the one hand, the presence of a readily developed
charge modulation may serve as a template for spin fluc-
tuations and eventually govern the onset of a magnetically
ordered state [14]. On the other hand, long-range magnetic or-
dering, particularly ferromagnetism, competes with the charge
density wave state [15—17]. Therefore, the number of systems
in which both entities coexist is severely limited.

One of the systems in which both types of ordering oc-
cur is the RNiC, family, where R stands for a rare-earth
ion. Within this group of compounds, at least two kinds of
CDWs have been reported. The formation of Ni-Ni pairs
entails structural modulation with modulation wave vectors,
q1 = (0.5, 0.5+ 1, 0), characteristic for early-lanthanide-
based family members [18-20], and commensurate g, =
(0.5, 0.5, 0.5), dominating the late-lanthanide-based RNiC,
[21]. The g;-type CDW has been suggested not only to co-
exist but also to scaffold the antiferromagnetic state (AFM)
occurring in NdNiC, and GdNiC, with almost identical pe-
riodicity (propagation vector) as the CDW lattice modulation
[19,22]. The field-induced transitions to metamagnetic (MM)
and field-aligned ferromagnetic (FA-FM) states yet entirely
suppress this type of CDW [22]; this effect has also been
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observed at the onset of the ferromagnetic ground state in
SmNiC; [23,24]. The g,-type CDW, however, exhibits the sig-
natures of a distinct response to the magnetic ordering. Maeda
et al. [21] have demonstrated that this state remains entirely
untouched upon crossing the Néel temperature and onset of
the AFM phase in DyNiC,, HoNiC,, and ErNiC,. Moreover,
the arguments raised upon the transport and magnetotrans-
port properties of polycrystalline samples of TmNiC, [25],
HoNiC,, and ErNiC, [26] suggest that unlike g;-type CDW,
the g,-type CDW also survives in the MM and FA-FM
phases. However, the limitation of the experiments performed
on a polycrystalline material is that they provide only an
indirect probe of the CDW. While magnetoresistance and
Hall responses deliver information on the carrier density and
mobility, strongly influenced by CDW via Fermi surface
reconstruction, they can also be affected by different, CDW-
independent factors such as the presence of Weyl nodes, as
predicted to occur in the electronic structure of RNiC, [27].
Therefore, although the previous studies delivered substantial
clues, the direct proof required to unambiguously confirm or
deny the robustness of CDW order across the field-induced
magnetic states is missing.

Regardless of the mechanism triggering the Peierls tran-
sition to a CDW state, and its impact on the electronic
structure, the essence of this state is the spatial modulation
of electronic charge density, concomitant with the lattice dis-
tortion with matching periodicity [28,29]. The related satellite
peaks, which are observable by diffraction methods, are thus
a sensitive probe of the CDW order parameter. They can
be traced under evolving external conditions or across the
boundaries of competing or intertwined states [1,30]. In this
paper, we present a direct investigation of the CDW response
to long-range magnetism by means of the single-crystal x-ray
diffraction technique.

II. EXPERIMENTAL AND CALCULATION METHODS

A. Crystal growth and bulk characterization

All experiments were performed on a single-crystalline
sample of TmNiC, grown with the floating zone tech-
nique, as previously described in Ref. [31]. Field- and
temperature-dependent magnetization measurements were
conducted using the vibrating sample magnetometry (VSM)
option of a Physical Property Measurement System (PPMS).
Low-temperature specific-heat data at zero external magnetic
field and at 0.3 T were collected with a homemade calorimeter
employing an adiabatic step-heating technique.

B. High-temperature diffraction experiment

To determine the temperature dependence of the amplitude
of Ni atom displacements, diffraction data of a small fragment
of a TmNiC; crystal were collected using Mo K,, radiation on
a Bruker KAPPA APEX II diffractometer system equipped
with an Oxford Cryostream cooling system. A dry stream
of nitrogen was used in the 100-300 K range (10 K/step).
Frame data of both twin domains were reduced to intensity
values using SAINT-PLUS (HKLF 5 file format with reflection
overlap information) and a correction for absorption effects
was applied using the multiscan approach implemented in

FIG. 1. (a) The TmNiC, sample used for the diffraction ex-
periment. Dimensions and crystallographic ag-axis direction are
displayed. Sample thickness, not shown in the figure, is ¢t =
0.66 mm. (b) Oxygen-free copper sample holder used for the syn-
chrotron experiment with its key dimensions. The largest surface
of the sample, parallel to the (011) plane, contacts the holder to
maximize the heat exchange, and to ensure the mechanical stability
of the sample exposed to strong magnetic field.

TWINABS [32]. The structures were refined using SHELX using
a common starting structure. One-hundred refinement cycles
resulted in full convergence in all cases.

C. Synchrotron diffraction experiment

The low-temperature and high-field diffraction experiment
has been performed at the PO9 beamline of Petra III syn-
chrotron equipped with a 14 T superconducting cryomagnet
[33] and a variable-temperature insert. We have used a hor-
izontal scattering geometry with a Dectris PILATUS 300k
pixel detector. In this experimental setup, the 7~ =0 main
reflections diffract in the horizontal scattering plane (y = 0)
[33,34]. By choosing a radiation energy of 25 keV (wave-
length A = 0.49594 A), the h = :I:% satellites diffract in a
vertical out-of-plane angle of y = sin_l(z)‘—a) = 4.07° (assum-
ing a = 3.49 A), which is comfortably in the range of the £5°
vertical opening of the x-ray window. The selected energy
of 25 keV is away from any resonance lines related to the
elements in TmNiC,.

Since magnetic ordering onsets at a Néel temperature as
low as Ty = 5.5 K, it is of crucial importance to ensure
stable experimental conditions and to exclude the possibility
that beam heating effects increase the temperature to such an
extent that Ty is exceeded from below.

To facilitate heat dissipation, we have used a sample
holder that is custom-made of highly conducting, oxygen-free
copper, and mounted the sample with a thin layer of Loc-
tite Stycast 2850 FT. The sample dimensions—area S and
thickness ¢, with ratio § = 14.37 mm—were optimized to
maximize the heat contact. The picture of the sample and the
drawing of the sample holder, which serves as a heat sink,
are shown in Fig. 1. At the PO9 beamline, at liquid helium
temperatures, and x-ray energies of ~ 8 keV where the photon
flux is maximum, an attenuation factor of R, = 50 is usually
used to ensure that the sample remains at base temperature
where the sample surface is directly cooled by the pumped
cold helium gas. However, here, as the AFM order parameter
could not be directly probed, in order to guarantee that Ty is
not exceeded, 10 to 20 times higher attenuation factors have
been used. For the scans at temperatures above 3 K, the beam
was attenuated by a factor of R, = 500 when scanning both
satellite reflections, while the Bragg peaks (0, 5, 7) and (0, 6,
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8) have been measured with an attenuation factor of 5000 and
1000, respectively. The scans at 2.9 K have been conducted
with attenuation rate R, = 1000, and 12 333 for satellite,
and Bragg peaks, respectively. The total power carried by the
beam reaching the sample is 28 uW at R, = 500, and 14 uyW
when applying a higher attenuation factor R, = 1000 [see
the Supplemental Material (SM) [35] for further details]. To
estimate the maximum temperature increase AT at the illumi-
nated sample spot, we have considered a worst-case scenario,
entirely neglecting the convection cooling mechanism and
relying solely on the conduction channel. We have compared
the sample geometry and thermal conductivity at relevant tem-
peratures with the reference experiment performed previously
on a TmVO, sample [34], which, while illuminated by 26 uW
of incident beam, was stably maintained at 1.9 K under high
vacuum, and thus was cooled by the conduction mechanism
alone. We find that even with the most cautious approach case,
AT is lower than 0.3 K and the sample temperature remains
far below Ty (see the SM [35] for more details).

We emphasize that our worst-case estimate does not take
into account the presence of exchange gas (He) in the sample
chamber, which directly cools down the radiation-exposed
sample surface, and thus more effectively minimizes the beam
heating effects than heat conduction through sample and sam-
ple holder. Moreover, our model does not capture the fraction
of photons which are diffracted—not absorbed—and thus do
not contribute to the heat process. We then conclude that the
real heating effect is significantly weaker than estimated here,
and the parameters chosen by us are more than sufficient to
rule out any relevant beam heating effects [34].

D. DFT calculations

To compute the electronic structure and phonon dispersion,
we employed density functional theory (DFT) and density
functional perturbation theory (DFPT) calculations, as imple-
mented in QUANTUM ESPRESSO [36,37]. Phonon linewidths
were computed from the imaginary part of the phonon self-
energy, with Wannier-interpolated electron-phonon matrix
elements, as implemented in EPW [38—40]. The nesting func-
tion was computed in the constant-matrix approximation,
as defined in Ref. [39]. DFT calculations were performed
using optimized norm-conserving Vanderbilt pseudopoten-
tials [41], employed with a Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional [42], within the frozen-core
approximation. For the self-consistent calculation of the
ground-state charge density, we expanded the Kohn-Sham
wave functions in plane waves, with a cutoff of 120 Ry, and in-
tegrated over a 10 x 10 x 10 grid in the Brillouin zone, with a
0.005 Ry smearing on the electronic occupations. Phonon cal-
culations were performed on a4 x 4 x 4 grid of wave vectors.
A satisfying Wannierization of the bands close to the Fermi
energy is obtained including eight Wannier functions, with an
energy window up to 5.2 eV (relative to the Fermi energy), a
frozen energy window from —0.2 to 1.9, and an initial guess
with 5d orbitals over Ni, and three spz—like orbitals in the
middle point between the two C atoms. The electron-phonon
matrix elements were interpolated from the coarse 4 x 4 x 4
grid (for both phonons and electrons) to a 24 x 24 x 24 grid

for electrons, and directly on the phonon-dispersion path for
phonons.

All calculations on the parent phase of TmNiC, were per-
formed using the experimental structure at 400 K, while the
¢2.-type CDW phase was derived theoretically in a supercell
by following the soft eigenvector in the phonon dispersion of
the parent phase, which is in excellent agreement with the
experimental one.

III. RESULTS AND DISCUSSION
A. CDW and magnetic ordering

The starting point for our analysis is the careful and accu-
rate determination of the boundaries between each magnetic
phase, which leads to the construction of the B — T phase
diagram of TmNiC,, with respect to a field applied along
the crystallographic a axis, which is the easy direction of
magnetization. As depicted in Fig. 2(a), the magnetic dome
of TmNiC; contains three different types of magnetic orders,
which are consistent with the preliminary diagram proposed
by Kohsikawa et al. [43], which is complemented and further
developed here. Apart from the high-temperature paramag-
netic (PM) state (white background), one can distinguish the
antiferromagnetic ground state (blue) as well as metamag-
netic (yellow) and field-aligned ferromagnetic (red) states.
The temperatures and magnetic fields corresponding to the
transitions between the subsequent phases are obtained by
means of bulk magnetic and thermal properties, respectively.
The temperature dependencies of the magnetic susceptibility
x(T) and specific heat C,(T') show pronounced maxima at
the Néel temperature Ty, as depicted in Fig. 2(b) and 2(d),
while the field dependence of magnetization M (B) [Fig. 2(c)]
reveals the field-induced transitions to MM and FA-FM states
manifesting as inflections at B.; and B, respectively. The
precise position of these critical fields is determined from
the maxima of the magnetization derivative with respect to
the field, 0M/9B. The field dependencies of all quantities
have been corrected for the demagnetization factor: B =
woH — NM, where puoH is the applied field and N relates
to the sample shape [44]. Further details are included in
the SM [35].

Figures 2(e) and 2(f) demonstrate the onset and devel-
opment of g,-type CDW, based on diffraction data obtained
using laboratory diffractometer Bruker KAPPA APEX II. For
further details on the experimental procedure and data refine-
ment, see Ref. [31] and the SM [35]. The thermal dependence
of the ¢ = (0.5, 3.5, 1.5) satellite reflection intensity is shown
in Fig. 2(e), while Fig. 2(f) exhibits the temperature depen-
dence of the Ni atoms’ displacement § from their positions
along the a axis in the fundamental state (at 7 > 7p). Both
I (T) and §(T) saturate at lowest temperatures. Remark-
ably, the latter quantity, derived from single-crystal structure
analysis, reaches a relatively large value of ~ 0.21 A, cor-
responding to &~ 6% of the average Ni-Ni distance. This
observation is a characteristic landmark for the unconven-
tional mechanisms [45,46] participating in CDW formation.
In addition to the mechanism of Fermi surface nesting, the
stronger electron-phonon coupling [47,48] seems to be in-
volved in the stabilization of this state.
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FIG. 2. Magnetism and CDW TmNiC,. (a) Magnetic phase diagram including paramagnetic (PM), antiferromagnetic (AFM), field-induced
metamagnetic (MM), and field-aligned ferromagnetic (FA-FM) states. Phase boundaries are constructed using the transition temperatures 7y
and magnetic fields B.; and B., obtained from temperature and field dependencies of the magnetization, as depicted in (b) and (c), as well as
the temperature dependence of specific heat as shown in (d). Vertical arrows in (b)—(d) mark the transition temperatures and fields. (e) Thermal
dependence of ¢ = (0.5, 3.5, 1.5) satellite peak intensity, corresponding to two crystallographic domains. Peierls temperature 7p as indicated
by the onset of satellite intensity is marked using a vertical arrow. The presence of two twin domains, giving the same fundamental peaks but
different sets of satellite reflections, is caused by twinning associated to the symmetry lowering from space group Amm?2 (orthorhombic) to
Cm (monoclinic) at the CDW transition [31]. (f) a-axis direction displacement of the Ni atoms é from the average position in the fundamental

(T > Tp) state, as sketched in the inset.

B. Character of CDW transition

The strength of the electron-phonon mechanism relative to
the Fermi surface nesting can be directly compared by means
of density functional theory calculations [49,50]. In Fig. 3(a),
we show the band structure of the parent and g,.-type CDW
phases following the same path in reciprocal space. In the
parent phase, the bands cross the Fermi energy in the S—R,
Z—T,T-Y, and I'—Z lines (for the full band structure in a
wider energy range, we refer the reader to Fig. S7 of the SM
[35D).

As shown in Fig. 3(a), the bands within the CDW phase
exhibit the formation of 250 meV splittings near the Fermi
level in the S—R, T—Y, and I"—Z lines. Together these lead
to a pseudogap in the density of states (DOS). Going from the
parent to the CDW phase, the DOS decreases from 0.605 to
0.408 states/(eV f.u. spin). The energy window in which the
DOS of the CDW phase is lower than the parent phase, which
we define as the CDW gap, is estimated to be 495 meV wide
(see Fig. S8 of the SM [35]).

In Figs. 3(c) and 3(d), we show the Fermi surface (FS)
of the parent (normal) state and within the ¢,.-type CDW
state, respectively. Both the unperturbed and distorted state
FS show large similarities to those reported for YNiC, [51],
and LuNiC, [52]. The main parts of the normal-state FS
are quasiplanar sheets running perpendicularly to the b; di-
rection, with X-shaped valleys, as seen in the top view of
Fig. 3(c). The Fermi surface also contains other characteris-
tic features: hourglass-shaped columns connecting the sheets
[highlighted with dashed black line rectangles in the top panel
of Fig. 3(c)] and egg-shaped pockets. While the CDW transi-

tion removes the majority of the quasiplanar FS component, as
demonstrated in Fig. 3(d), leaving only a sinelike sheet [high-
lighted with a solid black line bordered rectangle in the lower
panel of Fig. 3(d)], the two smaller elements—columns and
egg-shaped pockets—remain untouched. The Fermi surface
decomposition into a set of partially connected or isolated
pockets with dispersion in all three dimensions is consis-
tent with the previously reported [31] loss of the transport
properties’ anisotropy upon lowering the temperature below
Tp =375K.

To complement the electronic structure and its evolution,
we proceed to discuss the vibrational properties and their
interactions with the crystal lattice. In Fig. 4(a), we show
the phonon dispersion for the normal phase of TmNiC,.
The phonon-dispersion branch exhibits two dips correspond-
ing to the wave vectors R = g, = (0.5,0.5,0.5) and ¢q; =
(0.5, 0.56, 0), which is located between Z and Ag. The soft-
ening at g, is visibly stronger than the one at q;, and the
mode reaches an imaginary frequency at this point, being a
hallmark of a phonon instability. The significantly weaker dip
at ¢| suggests that the potential instability at this wave vector
remains latent.

Armed with the details of electronic and phonon struc-
tures, we can directly examine the relative role of nesting
and electron-phonon coupling strength by comparing the rel-
evant quantities: nesting function yo(q), defined in the static
limit as

X0(@) =) 8(ex — €p)8(exsq — €F), ()
k
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FIG. 3. (a) Electronic band structure and DOS of TmNiC, for
both the normal phase (black line) and the g,.-type CDW phase (red
line). The Fermi energy is taken as zero. (b) The Fermi surface in
the first Brillouin zone (FBZ) for the normal phase, along with the
special points. (c) The Fermi surface for the normal phase from
different perspectives (above, a lateral view; below, a top view).
(d) Similarly, the Fermi surface for the g,.-type CDW phase. The
solid and dashed black boxes indicate the corresponding features
in the Fermi surface of the two phases. The color scale repre-
sents the Fermi velocity. The high-symmetry k points in the FBZ
are I’ = (0,0,0), S=(0,0.5,0), R=(0,0.5,0.5), Z= (0,0, 0.5),

—( 0.5,0.5,0.5), Y =(-0.5,0.5,0), £y = (0.39, 0.39, 0), and
= (0.39,0.39,0.5).

where ep is the Fermi energy while e and exiq are the
energies of the electronic states at the wave vectors k and
k + q; and anisotropic electron-phonon coupling Aq .., wWith
being the phonon mode. The nesting function and anisotropic
coupling for the softest mode (i« = 1) are shown in Fig. 4(b).
For the two wave vectors corresponding to the soft modes
(g1 and g@»), we find peaks in both xo(q) and A4 ,. However,
the broadened and weak maxima of yy(q), similar to those of

175

(@) ——

140

=105
[0

) S R 4 T Y2 I z Ao

FIG. 4. (a) Phonon dispersion of TmNiC, revealing softening
at the wave vectors ¢, and ¢, highlighted as a red and blue box,
respectively. (b) Electron-phonon coupling A4, (red line) and nesting
function yx, (black line).

LaNiC,, which shows no CDW, contrast with the strong and
well-defined peaks seen in the cases of NdNiC,, SmNiC,, and
GdNiC; [53], indicating that nesting alone is not sufficient to
drive the CDW transition in TmNiC,. Moreover, the nesting
function is also as large for other wave vectors (e.g., ¥ and
%), for which we find no softening. In contrast to the weak
and broadened peaks in x((q), the electron-phonon coupling
shows a sharp maximum at g, which corresponds to the
observed CDW-related satellite peaks, and a smaller one at
q1. This result suggests that the electron-phonon coupling is
the main mechanism for the CDW transition, which is con-
sistent with the strong lattice distortion and the high intensity
of satellite peaks. In other words, Fermi surface nesting has
little predictive power and plays a lesser role compared to
electron-phonon coupling.

C. Interplay between CDW and magnetism

Knowing that the momentum-dependent electron-phonon
coupling plays a decisive role in CDW formation, we may
now examine whether this mechanism can defend the CDW
from being suppressed by long-range magnetism. To explore
the interaction between charge density waves and phases
present in the magnetic phase diagram of TmNiC, [see
Fig. 2(a)], we performed synchrotron diffraction experiments
at low temperatures (7' < 12 K) and strong magnetic fields
(B < 3 T), which allowed us to tune the magnetic state.

During the low-temperature diffraction experiment, we
have selected and followed two satellite reflections, g =
(—0.5,5.5,7.5) and g =(—-0.5,6.5,8.5). Their nearest-
neighbor fundamental Bragg peaks (0, 5, 7) and (0, 6, 8)
have been used as the reference. Figures 5(a) and 5(b)
depict the representative peak profiles, along k and h re-
ciprocal lattice directions, measured at stable temperatures
of T =11 K (red) and 2.9 K (black), respectively. Within
the experimental resolution, the reflections show the same
shape intensity at both temperatures, standing above and
below Ty, thus situated in PM and AFM phases, respec-
tively. The zero-field thermal dependence of satellite peak

245116-5


http://mostwiedzy.pl

A\ MOST

KAMIL K. KOLINCIO et al.

PHYSICAL REVIEW B 111, 245116 (2025)

() q=(-05k75) (b) q=(h, 6.5, 8.5)
—~ 4T (K) = B=0{ 5} i
= ©
vm "o
5 <
3 o)
055 -050 -0.45
h(r.lu.)
; ; 3.0
PM
125
=
O O o o © '20?35
c
. 115 3
=3
@ 0 0 06 © {10«

g=(-05,55,75)10.5
,9=(-05,6585) |
8 10 12

FIG. 5. CDW satellites across the antiferromagnetic transition.
(a),(b) Reciprocal space profiles of (a) (—0.5, 5.5, 7.5) and (b) (—0.5,
6.5, 8.5) peaks at temperatures above and below Ty: at T = 11 K (red
color) and T = 2.9 K (black), respectively. (c) Thermal dependence
of these peaks’ intensity normalized by the neighboring fundamental
peaks (0, 5, 7) and (0, 6, 8), respectively (white and gray points
respectively; left-hand scale) at the vicinity of Ty at zero applied
field. The temperature dependence of magnetic susceptibility x (7')
measured at uoH = 0.01 T (red line; right-hand scale) illustrates the
transition from a PM (white background) to AFM (blue background)
state.

intensity normalized by the closest fundamental reflection is
presented in Fig. 5(c), together with magnetic susceptibil-

ity, in which the pronounced maximum marks the magnetic
transition. The courses of both I /Ing(T) show a simi-
lar, flat shape, with no visible drop below Ty. This result
stands in contrast with the behavior of the g;-type CDW,
which in NdNiC, and GdNiC, shows ~ 50% and ~ 20%
intensity drop at the onset of the AFM state, respectively
[19,20]. However, our observation reproduces the behavior
reported for other RNiC, exhibiting CDW with the same ¢;
type of modulation—namely, DyNiC,, HoNiC,, and ErNiC,
[21], suggesting that robustness to the antiferromagnetic
ground state is a common feature of these compounds.
Confirming the coexistence of the g,-type CDW with the
antiferromagnetic ground state in TmNiC, opens a possibility
and motivation to verify the hypothesis that CDW also co-
exists with the remaining ingredients of the magnetic phase
diagram. With this aim, we have followed the same satellite
reflections as a function of magnetic field applied along the
a crystallographic axis [see a sketch in Fig. 6(a)] to subse-
quently scan from PM or AFM through the MM to FA-FM
states. Figures 6(b) and 6(c) present the comparison of the
reciprocal lattice profiles of the two explored satellite peaks,
both measured at the lowest reached temperature of T =
2.9 K: at zero-field condition (black), corresponding to the
AFM ground state, and at B = 2.85 T (red), situated deeply
inside the FA-FM state region. Within the measurement reso-
lution, no significant differences can be observed between the
results obtained under these two conditions: the experiment
reveals neither any substantial broadening or weakening of
the satellite peaks’ intensity, nor peak shifting. Furthermore,
to exclude the structural changes at high fields and low tem-
peratures, two 20°w scans (rotation of the crystal about the a
axis) with two 26 positions of the detector were performed at
2 T and 2 K. Owing to the 5° x-ray window of the magnet

corresponding to more than a h = —1 — 1 range) and the
p g 2 2 g

(a) 2D detector @ . o fi =(-0.5, 5I-5, 7.5) .f) q=(-0.5,6.5, 8.5)
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FIG. 6. CDW satellite peaks across the field-induced transitions. (a) Sketch of the synchrotron diffraction experiment geometry. Regardless
of the scattering angle or detector position, the magnetic field (red arrow) is maintained along the a crystallographic axis (black arrow).
(b),(c) Reciprocal space profiles of (b) (—0.5,5.5,7.5) and (c) (—0.5, 6.5, 8.5) peaks at zero field (black) and B = 2.85 T (red), respectively. (d)—
(g) The field dependence of the intensity (white and gray points, respectively; left-hand scale) of the same peaks as in (b) and (c), normalized
by the neighboring fundamental reflections [(0, 5, 7) and (0, 6, 8), respectively]. For clarity, the field dependence of magnetization is also
plotted with a black line (right-hand scale). Labels and background colors indicate the relevant magnetic states: PM (white), AFM (blue), MM

(yellow), and FA-FM (red) (see Fig. 1 for more details).
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use of a two-dimensional (2D) detector, multiple Brillouin
zones were thus recorded. Only the expected 4 = 0 main
reflections and satellite 7 = :l:% reflections were observed.
For a broader picture, in Figs. 6(c)-6(g), we have plotted
the field dependence of the intensity of both satellites, nor-
malized by the neighboring fundamental peaks Iy /Iryna(B),
measured at various temperatures. The displayed course of
magnetization M (B) measured at the same temperature, as
well as the background color, corresponding to the relevant
regions of the diagram from Fig. 2(a), serve as a guide to
assign the B—T conditions to the underlying magnetic phases.
Within the scan resolution, I /lfng(B) for both measured
satellites shows the same flat characteristics in the entire ex-
perimental range, with no drop or even a less pronounced
downturn, regardless of the position in the magnetic phase
diagram. Conservation of both the peak shape and its initial
intensity indicates that both amplitude and spatial coherence
length of the charge density wave, respectively, are preserved.

D. Discussion

This observation stands in even greater contrast to
the response shown by the ¢g;-type CDW. Under similar
circumstances—upon a transition to a FM ground state, as
well as field-induced MM or FA-FM transitions—a ¢,-type
CDW suffers a rapid and complete obliteration [22-24]. Such
a striking dissimilarity of the responses shown by these two
CDW species suggests that the reason standing behind this
observation is rooted at their origin. The conduction band’s
splitting, reaching the values at the order of the charge density
wave gap [54] and consequent deterioration of Fermi nesting
conditions, has been suggested to be the main mechanism
causing the abrupt suppression of the g;-type CDW at the
onset of the FM ground state in SmNiC, [23]. The theoretical
calculations performed for LuNiC, predict the g,-CDW to
open a partial gap at the order of 2Acpw ~ 300 meV [52]. The
same work estimates the maximum bands splitting due to the
asymmetric spin-orbit coupling in this nonmagnetic sibling
of TmNiC, at &~ 74 meV, and a similar value of &~ 84 meV
has been calculated by Hase et al. [55] for YNiC,. Although
these models do not capture the ferromagnetic band’s splitting
amplification as expected in the FA-FM state of TmNiC,,
their results can serve as a useful guide. Even if greatly un-
derestimated, the calculated magnitude of the band splitting
remains a sizable fraction of the CDW band gap. Note that the
saturation magnetization in the FA-FM state [see Figs. 2(c)
and 6] is, in TmNiC,, as high as in GdNiC, (= 6ug/f.u.
[56]) and an order of magnitude higher than in SmNiC,
(< 0.5 ug/fu. [57]). Therefore, one expects in TmNiC, at
least the same or significantly stronger band splitting than
in these compounds in which ¢q;-CDW is suppressed in the
FA-FM and FM states, respectively. This comparison suggests
that, similarly to the case of SmNiC,, the Fermi surface ge-
ometry in TmNiC, is anticipated to be largely affected, yet,
unexpectedly, the g,-type CDW does not experience any, even
weak, destructive consequences.

In order to become immune to the deterioration of nesting
conditions and resulting CDW suppression, the g,-type CDW
must be stabilized by an additional factor. A mechanism that
complements conventional Fermi surface nesting is associated

with lattice degrees of freedom and is realized by the g-
dependent electron-phonon coupling, which, if strong enough,
can generate periodic lattice distortions. This is a way to
stabilize the charge density wave [58—60] with a less decisive
contribution from the electronic structure [49]. The important
lattice component in TmNiC; is indicated by the pronounced
transformation of the crystal structure at Tp, accompanied by
symmetry descent and a significant anomaly of the specific
heat [31]. This scenario is further supported by the large
intensity of the satellite peaks and strong lattice distortion
revealed by our high-temperature diffraction experiment.

Further arguments arise from our calculations of the
electronic and phononic structures, which point to a major
contribution of momentum-dependent electron-phonon cou-
pling to the charge density wave transition. This result is
in agreement with reports devoted to the characterization
and the origin of the CDW states in YNiC, and LuNiC,—
nonmagnetic siblings of TmNiC,. The conclusions raised by
Steiner et al. [52], based on the calculated electronic structure
of LuNiC,, cast a shadow of doubt on nesting being solely
responsible for the Peierls transition to a g>-type CDW state.
The analogous scenario is realized in YNiC,, where the ex-
ploration of the electronic and phononic structures revealed
that the decisive role in the stabilization of this state is played
by the lattice degrees of freedom [51]. Thus, as anticipated,
TmNiC,, which in the RNiC, phase diagram is situated be-
tween heavier LuNiC, and lighter YNiC, [51,52], shares the
main features of the electronic and phononic structures as well
as the common roots of the g,-type CDW state.

IV. CONCLUSIONS

In summary, we have performed a low-temperature and
high magnetic field diffraction experiment to examine the
charge density wave response through all the magnetic states
comprised in the phase diagram of TmNiC,. By follow-
ing the CDW-related satellite reflections on the path from
paramagnetic through antiferromagnetic and metamagnetic
to field-aligned ferromagnetic states, and observing no sig-
natures of even a weak erosion of their intensity, shape,
or position, we directly demonstrate the evidence for the
coexistence of a g-type CDW and all these types of long-
range magnetism. We additionally confirm the robustness of
a CDW-modulated state by reciprocal lattice scans, ruling out
the appearance of additional superstructure reflections in any
of the relevant magnetic phases. In striking contrast to the
behavior of ¢;-CDW in early lanthanide RNiC,, the g,-type
CDW in TmNiC, remains unaffected even in the presence
of aligned Ising-type magnetic moments with bulk magne-
tization as large as 7 up/f.u. By DFT calculations, we also
confirm the major contribution from momentum-dependent
electron-phonon coupling into the CDW transition. A plau-
sible explanation of the vastly divergent response to magnetic
ordering by these two CDW types in the RNiC, family—the
former being sensitive and the latter immune—to electronic
band splitting, is their distinct foundation, with dominant in-
puts from Fermi surface nesting and coupling with the crystal
lattice, respectively.
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