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ABSTRACT

This article presents a comparison of spatial sound recording techniques based on scene-based and object-based
audio. The study aimed to make different mixes from a recording which consists of a higher-order ambisonic
microphone and spot microphones. For spot microphones simple ambisonics encoding was used, which allows
panning the individual channels on an ambisonic sphere as objects. Recordings were combined in various
variants of spatial resolution, mainly varying the order of ambisonics used. In the next step, a MUSHRA-like test
was conducted on a panel of experts in auditory experiments. The experiment was done on headphones using a
binaural rendering with three degrees of freedom provided via a head tracker. The findings suggest that the
optimal immersion approach involved using individual object stimuli rendered at a Sth-order ambisonic spatial
resolution. Regarding the ability to localize sounds, the combination of 3rd-order ambisonic with Sth-order
objects yielded the highest performance. Overall, the outcomes of this experiment provide insights into recording
and mixing techniques within the field of spatial audio.

1 Introduction

1.1 Ambisonics and scene-based audio
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Figure 1. Spherical harmonics up to 4th order [26]
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Higher ambisonic orders provide more complex
directional patterns. This, in turn, makes it possible
to increase the spatial resolution of the sound and a
better rendering of the directivity of the sound
coming to the microphone. Better directivity
provides better localization of sound sources.
However, the computational complexity also
increases, which is important at the processing stage.
The number of channels per order of ambisonics can
be calculated from the formula: ( + 1)2, where
denotes the ambisonics order (in 3D ambisonics).

Ambisonics reflects the full sphere around the
listener and is more commonly used in virtual reality
applications — mainly because it is a coincidental
technique. For high-fidelity recordings,
multichannel-spaced microphone techniques (e.g.,
Fukada Tree, 2L Cube, or PCMA-3D) are more
commonly used [6]. However, ambisonics can be
decoded into  various audio  reproduction
configurations (e.g., surround, stereo, or binaural).

Scene-based Audio is a 3D audio technology that
utilizes Higher-Order Ambisonics (HOA). HOA
enables precise capturing, efficient transmission, and
immersive playback of 3D audio sound fields on
various devices, including headphones, diverse
loudspeaker setups, and soundbars [7].

1.2 Object-based audio

The main idea of object-based audio is to represent a
given sound as an object. Such an object has a
recorded audio signal and accompanying metadata.
This metadata describes various characteristics of a
given sound source, such as its location in three-
dimensional space. Using the right processing, such
an object can be placed at any point on a "virtual
sphere" that reflects the real space in which the
listener is located. Thanks to this procedure, the
listener can feel the sensation of recognizing the
direction from where the sound is coming. The
entire sound content described by the emitted sound
objects creates a virtual soundstage [8]. The big
advantage of this approach is that (unlike the
channel approach), such sound can be reproduced on
any listening system.

1.3 Binaural sound, HRTF, and head tracking
An interesting technique is binaural audio, which

differs from the typical stereo in that it considers
aspects such as the Interaural Time Difference (ITD),

i.e. head attenuation of certain frequencies, the effect
of Interaural Level Difference (ILD), i.e. different
times, that sound waves take to reach ears and other
features that affect binaural listening. ILD and ITD
cause a certain difference between the sounds
reaching each ear separately. Binaural recordings
can be done in various ways, for instance, using
special microphones that are arranged in relation to
each other as if they were to imitate human ears.
Recordings made in this way take advantage of the
natural ability of humans to precisely locate the
sound source in the space around the listener [4].

HRTF (Head Related Transfer Function) set is a set
of functions that determine how the ear perceives
sound from a given point in space. They consist of
numerous impulse responses measured at the
entrance to the ear canal. They reflect the effect of
structure, density, or head size on the perceived
sound, which includes such phenomena as the
amplification of some frequencies and attenuation of
others. More specifically, they describe how the
perceived sound (parameterized as frequency and
source location) is filtered through the various
components of the listener's body before reaching
the inner ear [S]. HRTFs are used during binaural
sound reproduction in headphones to produce the
sensation of full sound perception.

Each person can get an individually measured set of
HRTFs. To measure such an individual set, small
measurement microphones are placed at the entrance
to the ear canals of the listener. The listener is
usually surrounded by a speaker array, which can be
arranged in the plan of, for example, a sphere or a
circle. If it is on a circular plan, the listener must
rotate to collect impulse responses from each
direction [9]. There is also a way to measure overall
HRTFs. To do so, a combined setup of artificial
head and body consisting of a torso, arms, and head
that have microphones embedded in their ears to
record a given audio signal is used [9].

A well-chosen set of HRTFs can give a truly
qualitative impression of the soundstage. Moreover,
the typical HRTF dataset is measured from an
evenly distributed set of measurement points, which
allows for another functionality that even further
enables immersion in the sound scene. This feature,
combined with dynamic tracking of the listener’s
head position, allows for exploration within the
virtual sound scene. However, an additional sensor
is required to take advantage of this feature — the so-
called head tracker. This is a set of accelerometers
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and other sensors that can track the position
(typically only the rotation) of the listener’s head.
Such a head tracker can be an external device that
can be mounted on the top of the headphones. There
are also other devices that enable dynamic tracking
of head movements. These include e.g., Apple Air
Pods [10], which use multiple gyroscopes as well as
accelerometers for music listening, Oculus goggles
[11], which employ external cameras, sensors, and 6
degrees of freedom in virtual reality applications
(VR), and face-tracking cameras [12], based on
image analysis algorithms, machine learning, or
tracking of key facial points applied to facial
recognition technology, video conferencing, or
security systems.

2. The design of the experiment

The idea of the experiment was to combine the
object-based audio with the scene-based audio so
that the object signals provided localizability of
sound sources and more direct perception, and the
recorded soundstage more closely reflected the
fidelity and veracity of the real scene. To obtain this
type of material, a live recording was made. The
recorded band consisted of piano, violin, electric
bass, and alto soloist. Musicians were spaced in a
semicircle, as presented in Figure 2. This
arrangement enabled the utilization of the 360 space
given by the immersive nature of the recording. The
signals were collected with a higher-order ambisonic
microphone array (namely, Zylia ZM-1) and spot
microphones.

Figure 2. Recording setup

3. Post-production stage

One of the most important aspects was normalizing
the individual recordings collected by the support
microphones in relation to the ambisonic recording.
To do this, the beamforming functionality of the
microphone array was utilized, provided by the
microphone’s manufacturer. This solution, namely
the Zylia Studio PRO plug-in [27], works with the
native microphone’s signals — as opposed to
beamforming in the ambisonic domain. In this way,
no intermediate rendering (to and from ambisonics)
was performed. A set of narrow beams pointed to
the musicians’ positions was created and compared
against the spot microphone signals. After this
procedure, the volume of the sound from the object
track was adjusted so that the differences in LUFS-S
and LUFS-I were negligible (+ 2 LUFS).

After normalization, the object tracks were encoded
into ambisonics using the IEM MultiEncoder plug-in
[13], according to the actual setting as it was during
the recording. The ambisonic-encoded object-based
signals were rendered to the Ist, 3rd, and 5th
ambisonic orders. As to the scene-based ambisonic
recording, it was already recorded with 3 order of
ambisonics; therefore, downmixing to 1st order was
trivial. Additionally, the wupscaling to the S5th
ambisonic order was performed via the Imager by
AudioBrewers [14]. In this way, both scene-based
and object-based signals were prepared in the 1st,
3rd-, and Sth- ambisonic orders. Thus, 12 listening
samples were created: a combination of each order
of ambisonics with each order of converted objects
(9 combinations) and 3 individual variants: 3rd-
order ambisonics, Sth-order ambisonics, and 5th-
order ambisonic-encoded objects. Such order mixing
can result in various effects, such as incoherent
auditory images or problems with spatial matching
[15], but also a positive effect can occur, like the
impression of externalization [17] or a bigger
immersion sensation.

4. Auditory test stage

The auditory test was conducted using the Sapetool
software [21], which allows for a MUSHRA-like
test procedure with full trial randomization.
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Figure 3. Exemplary test session using the Sapetool
interface [21]

A total of 21 listeners participated in the test. Each
person had experience with professional audio to a
significant degree, but with different professions:
live sound realization, studio recording, audio
processing algorithms and spatial sound. Participants
were tasked with evaluating 12 samples on a scale
from 0 to 100 in two trials: in the first trial, they
were asked to rate the samples in terms of the degree
of immersion and, in the second trial, in terms of the
localizability, that is, the best ability to determine
where the sound was coming from. Participants
could listen to the samples in any order and as many
times as they wished in each trial. The order of the
samples was randomized each time (including
between each trial).

The room in which the test took place had controlled
acoustic  adaptation  conditions  with  short
reverberation time. This experiment was performed
using reference-grade open-back headphones with
electrostatic membrane drivers (namely, Stax SR007
mkIl) with a dedicated headphones amplifier (Stax
SRM-72711). In addition, the head tracking device
was used (namely, the Supperware head tracker 1
[22]), which provided dynamic, low-latency head
tracking with a 100 Hz refresh rate. To provide
dynamic sound reproduction and binaural listening,
plugins from the IEM plug-in suite were employed:
IEM SceneRotator [13], which allows
communicating with head tracker via OSC, and the
IEM BinauralRenderer [13] that uses the magnitude
least squares method [17, 30] to convert ambisonic
material into binaural signals directly. It is also
worth noting that the binaural renderer uses HRTFs
from the Neumann KU100 dummy head [18, 19,
29)). No far-field headphone equalization was used.

5. Results

The results from the immersion rating and
localizability rating tasks are presented in Figs. 4
and 5, respectively (figures on last page). The
denotations should be understood as follows: the
letter corresponds to the recording technique (A —
ambisonics, O — objects) and the number denotes the
corresponding spatial resolution defined by the
specific ambisonic order (for instance, A3 + Ol
means 3rd-order ambisonics with 1st-order-encoded
objects). The first 9 plots correspond to combined
variants and the latter 3 plots correspond to
individual variants. An omnibus Welsch’s test was
performed which showed statistical significance.
Therefore, a post hoc single-factor ANOVA analysis
(Tukey’s analysis) was performed. The statistically
significant differences are marked on charts with the
corresponding labels.

5.2 Immersion ratings

Analyzing the chart with the distribution of
immersion ratings (Figure 4), it can be concluded
that this parameter received the lowest ratings for
samples combined with 1 row of objects. In the
combined samples where it occurred (1st- and Sth-
order ambisonic), the average rating also increased
as the row of objects increased. An interesting case
is the set of combined samples for 3rd-order
ambisonic, where the A3 + O3 variant had the
highest rating. The highest rating in terms of
immersion will be given to the sample in which the
Sth-row objects alone were present.

5.3 Localizability ratings

Analyzing the chart with the distribution of
localizability ratings (Figure 5), one can quickly
notice a trend: as the order of objects increased, the
ratings also increased. The order of ambisonics had
less of an impact: while there is a slight increase in
ratings with the increase in ambisonic order where
objects in the 1st order are present, this trend did not
persist with objects of the 3rd- and Sth- orders. The
highest ratings from this set were received by A3 +
03 and A3 + OS5 (not as expected: A5 + O3 and AS
+ 05). Analyzing the non-combined samples, it is
observed that A3 was rated similarly to A1 + O1 and
AS similarly to A3 + Ol (among the lower ratings).
Meanwhile, OS5 received the second-highest average
rating. In this case, the highest rating (slightly higher
than A5) was given to the sample A3 + OS5.
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6. Conclusions

The results obtained indicate that the best immersion
variant was individual object stimulus rendered in
5th ambisonic order spatial resolution. In terms of
localizability, the 3rd-order ambisonic combined
with the Sth-order objects variant gave the best
performance.

The object-based ambisonic-encoded  signals,
recorded at close microphone distances, exhibited
low reverberation and a high level of proximity to
the listener's position, making it, to some extent,
counterintuitive that this stimulus was the most
immersive. This unexpected outcome could be
partially attributed to the so-called room divergence
effect [25], as the experiment was conducted in a
studio with a short reverberation time.

The distinct characteristics of the studio may have
enhanced the perceived immersion of the audio
despite or perhaps because of its clearer and more
direct qualities. This phenomenon suggests that our
traditional understanding of what makes audio
immersive may need adjustment based on the
specific acoustic properties of the recording
environment.

Additionally, this was likely influenced by the fact
that the headphones were open-back. Therefore, to
ensure greater reliability of the results, the test could
be repeated with the same group of people but in a
different acoustical environment with a longer
reverberation time.

Another aspect could be the fact that the spot
microphones used during the recording were of very
high quality. The combined quality of the spot
microphones could outperform the tonal balance of
the MEMS-based ambisonic microphone, which
could be an important factor in the panel of audio
engineering experts. For instance, this could have
been one of the reasons why the OS5 variant received
such high ratings. In the subsequent investigation,
using the same model of spot microphone for each
application could be considered, ensuring their
cumulative quality provides a similar level of quality
as the ambisonic microphone.
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Figure 4. Distribution of immersion ratings with statistically significant comparisons from ANOVA test
(“*” symbols represent p < 0.05). The mean value is marked with a solid line, the median with a dashed line.
Confidence intervals marked as vertical lines. The text labels on the vertical axis reflect the ratings ranges from
the Sapetool interface [21].
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Figure 5. Distribution of localizability ratings with statistically significant comparisons from ANOVA test
(“*” symbols represent p < 0.001). The mean value is marked with a solid line, the median with a dashed line.
Confidence intervals marked as vertical lines. The text labels on the vertical axis reflect the ratings ranges from
the Sapetool interface [21].
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