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A B S T R A C T   

This paper describes a method for nonintrusive compressible gas density measurement by means of automated 
analysis of interferograms using FFT (Fast Fourier Transform), and its implementation using DFT (Discrete 
Fourier Transform), that does make this measurement technique a fairly valuable and accessible experimental 
method. The presented approach makes it possible to use the finite fringe setting of the interferometer, thus 
reducing adjustment time. In the process of analysis, the errors originating from the imperfections of optical 
elements are reduced, and a digital image of a virtual infinite setting of the instrument is generated. As described 
here, the method is extremely beneficial, but not limited to, flows with shock wave – boundary layer interactions. 
A result of density measured for a flow with shock wave is presented.   

1. Introduction 

Optical interferometry used to be a widely exploited measurement 
technique for compressible fluid flow research. It is suitable for appli
cations involving flows with shock waves, and any other flow structures 
inducing strong density gradients. A popular optical setup for obtaining 
interferograms is a Mach-Zender interferometer [1]. 

Depending on the adjustment of the interferometer, it can be used in 
the infinite fringe mode or in the finite fringe mode [2]. The infinite 
fringe mode requires positioning both mirrors so that they are parallel. 
The results are easy to interpret, but the actual adjusting of the inter
ferometer is very time-consuming in this mode [3]. In specific fields like 
investigation of the topology of shock wave [4] this semi – quantitative 
result is sufficient. 

The finite fringe mode adjustment reduces the adjustment time and 
can be used with lower quality optical components. The analyzing of 
results in this mode requires two interferograms (with flow and without 
flow) to find the points of intersection of corresponding fringes, allowing 
one to calculate the density differences. 

The above approaches are very inefficient in terms of using the in
formation contained in the interferogram. They reduce the range of 
phase values to a single bit. This takes place, as the fringe distribution in 
the plane is replaced by contours and the image is reduced to a binary 

one. 
A much more efficient method is based on Fourier transform [5,6], 

described in this paper. After being first published, the method of 
decoding information from fringe pattern has been a subject to intensive 
studies to improve the performance of it [7] A review of the cutting-edge 
applications of the method are described in [8]. A method of discarding 
the constant component using two fringe patterns shifted by angle of π 
was proposed in [9]. An inevitable problem of frequency leakage and the 
performance of windowing functions in reducing it was investigated in 
[10]. 

The important part of the method is phase unwrapping. The algo
rithms for doing it can be classified into local path dependent or path- 
following ones and global (path-independent) approaches. Local algo
rithms, like Goldstein path-following method (published in 1988), D.J. 
Bone second difference method (published in 1991), Flynn’s minimum 
weighted discontinuity method (published in 1997), algorithm based on 
FFT sorting by reliability following a non-continuous path (published in 
2002) use pixel-to-pixel integration and thus rely on the local values of 
wrapped phase along a chosen path. Global or path-independent 
methods attempt to minimize the difference between the gradients of 
the wrapped and the gradients of the unwrapped solution in both × and 
y directions. A novel approach for aiding phase unwrapping in the 
presence of discontinuities called ‘multi-channel Fourier fringe analysis’ 
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is proposed in [11]. It is based on the invariance of discontiunuities 
against varying angle or frequency. An extensive review of the ‘classic; 
fringe pattern analysis can be found in [12]. A very modern approach to 
solving the problems generated by the Fourier analysis approach can be 
found in [13], where authors present their work on machine learning 
using deep neural network to increase the amount of information that 
can be obtained from a given amount of fringe pattern. 

The paper illustrates the very good applicability of the FTFA method 
for the experiments in the field of flows with shock waves. The presented 
implementation is relatively simple, as compared against holography 
method, yet still the results are proven to be in a very good agreement to 
more ‘classical’ methods. The possibility of using the method for anal
ysis of shape of shock wave and the temporal evolution of it as well as 
the ability to do the measurements in a very sensitive zone of triple 
point, that is new and a very desired in this field is described. An 
assessment of the error resulting from the real distribution of the laser 
light source is also given. 

2. Method 

The method of analysis is well suited for any phenomenon that in
volves density changes of gas like combustion, but the description will 
be illustrated by the field of interest of authors, which concerns the 
supersonic flows and SWBLI (Shock Wave – Boundary Layer Interac
tion). For flows involving the appearance of a shock wave, a nonintru
sive measurement inside the boundary layer is of great value. 

The analysis exploits two interferograms of two flow conditions: a 
no-flow condition as in Fig. 1 a) and a flow-on condition with shock 
wave as in Fig. 1 b). 

The measurements were carried out at the IMP PAN supersonic wind 
tunnel facility. The wind tunnel is an intermittent, vacuum type wind 
tunnel, a scheme of it is given in Fig. 2. 

The tunnel is, described in more detailed manner in [14]. The test 
nozzle is schematically depicted in Fig. 3. 

The interferogram depicts the flow in a convergent-divergent nozzle 
with Mach number value upstream the shock wave of 1.34. The height of 
the nozzle throat is approximately 100 mm and the width of the 
chamber is 100 mm. The measurements were conducted with inlet 
stagnation temperature of 297 K and inlet stagnation pressure of 101.5 
kPa. 

Due to some geometrical restrictions just the area indicated with red 
and yellow fringes in Fig. 3 is visible in interferograms. The shape of it is 

an intersection of the circular tunnel windows of 100 mm diameter, 
interferometer mirrors and the CCD chip. The interferometer setup is 
illustrated in Fig. 4. 

The schematic of the interferometer is given in the left-hand (a) side 
of Fig. 4 and the right-hand side of this figure depicts the instrument that 
has been used in the measurements. It is built on a stone plate of shape 
allowing to optically cover the measurement chamber. 

The camera was an 8-bit monochromatic CCD camera. 

3. Theory 

The method can be divided into four main stages: Fourier trans
formation of interferograms, extraction of region containing informa
tion, calculation of phase shift map, calculation of density map. 

3.1. Fourier transformation of signals 

The light intensity of a finite fringe setting in a constant density 
condition, in the ideal case of a uniform light source and the use of 
perfect optical components can be described as: 

i(r
→
) = m∙cos(2∙π∙ν0

→∙ r→) (1)  

where 
i( r→) is the intensity in the point r →of the observation plane, 
m is the amplitude of light, 
ν0
→ is the heterodyning frequency introduced by the tilt of one of the 

mirrors. 
The heterodyning frequency is a result of the optical path length that 

is changing linearly (for the flat mirrors that are used here) with 
changing the position in the image plane. This linear change gives rise to 
linear phase shift between the rays resulting in the sinusoidal light 
pattern in the image for the no-flow conditions. The spatial frequency is 
a function of the direction with respect to the axis of mutual tilting of the 
mirrors. 

In applying the FTFA to actual experimental interferograms it is 
crucial to use values of luminosity recorded in each pixel, and not an 
image of luminosity mapped using the gamma-correction algorithm, 
which is a default for almost every modern cameras. Using the gamma- 
corrected images would results in errorous results, as all the analysis 
described is valid for the i( r→) being linearly proportional to the lumi
nosity, not to the luminosity to the power of gamma (γ ∕= 1). 

Fig. 1. No-flow (a) and flow-on (b) interfrerogram.  
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In this very specific application the heterodyning is a result of 
attempt to use the easier setting of interferometer and make it possible to 
analyze the results in a relatively easy and computationally not expen
sive, well known way that can be automated. Adjusting the finite fringe 
setting of the interferometer is easier in terms of adjustment time and as 
a ‘side effect’ it introduces a constant frequency that corresponds to 
carrier frequency. A significant advantage from signal processing point 
of view is that introducing a sufficiently high carrier frequency and 

heterodying gives the benefit of separating zones from each other (in the 
frequency domain) and still containing all the information. This 
approach allows one to use DFT based analysis with all of the numerical 
advantages of it instead of more complicated methods based on 
morphological analysis of interferograms. The resulting separation in 
the frequency domain allows us to demodulate the data from the region 
adjacent to the carrier frequency with good S/N ratio. 

The description of data from actual experiments needs to be more 
complex than (1). The amplitude is modulated by a non-uniform light 
source, bias light and noise. The phase of the signal is modified by the 
flow, which is beneficial as provides all the useful information, and by 
imperfections of the optical system. Taking this into account, the dis
tribution of intensity can be described by equation (2): 

i( r→) = m( r→)∙ cos(2∙π∙ν0
→∙ r→+ϕ( r→) )+ h( r→)∙cos(2∙2∙π∙ν0

→∙ r→+ϕ( r→) )

+ b( r→)∙+ n( r→), (2)  

where∙ 
m( r→)∙is the low frequency modulation of a real light source, 
ϕ( r→) is the phase shift, 

Fig. 2. Wind tunnel facility.  

Fig. 3. Test section.  

Fig. 4. Interferometer schematic (a) and actual layout (b).  
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h( r→)∙is the modulation of the first overtone, 
b( r→) is the bias light, 
n( r→) is the noise. 
As described above, phase shift ϕ( r→) is a sum of two components: 
ϕ( r→) = ϕ0( r→) + ϕ1( r→), where 
ϕ0( r→) is the flow signal, 
ϕ1( r→) is the signal induced by optical imperfections of the 

instrument. 
To calculate the phase, the light intensity signal is transformed from 

space domain to frequency domain. In order to do this, a Fourier 
transform of the signal is calculated. The transform of the ideal, theo
retical signal (1) yields: 

I( v→) =
∫

ri( r→)∙ exp( − 2∙π∙j∙ v→∙ r→)∙dr, where 
I( v→) is the transform of the brightness of the recorded PIXEL signal 

(in the frequency domain). 
Calculating the intensity of the ideal signal yields: 
I( v→) = 1

2∙(δ( v→− v0
→)+δ( v→+ v0

→
) ), where (2) 

δ is the Dirac Delta. 
By calculating the Fourier transform of signal (2) one obtains: 
I( v→) = 1

2 *M*Q( v→− v0
→
)+1

2 *M*Q( − v→− v0
→
) + (3) 

1
2

*H*Q*Q( v→− 2∙v0
→)+

1
2

∙H*Q*Q( − v̅→− 2∙v0
→)+B( v→)+N( v→),where  

Q( v→− v0
→) = F{exp[j∙ϕ( r→)] }

* is the convolution operator. 

3.2. Extraction of region of interest 

From equation (3) it can be seen, that various components of the 
signal are separated in the transform plane. This decomposition is the 
main reason for conducting the Fourier transform; at this stage the 
importance of a sufficiently high heterodyning frequency (obtained by 
adjusting the interferometer in the constant density condition) is clearly 
seen. The sufficiently high frequency value prevents the regions from 
overlapping and so allows the information to be extracted. After having 
all the components separated, one can easily distinguish and select the 
desired component for further analysis. The best choice is to select one of 
the first overtone regions (in theory the same information is also con
tained in regions adjacent to higher overtones, but the higher the 
overtone, the lower the signal-to-noise ratio). The power spectra of the 
transforms are also calculated for the purposes of visualisation. 

Fig. 5 depicts a power spectrum of a flow-on interferogram from 
Fig. 1 b). In the central part, there is a peak of very low frequency 
components (including a constant component that corresponds to the 
mean intensity value of the whole image). All the subsequent images do 
not depict complex transforms but their power spectra, which have real, 
non-negative values that are convenient for visualization. 

Higher overtones can be seen on both sides of the low frequency 
peak. As mentioned earlier, the amplitude of higher overtones decreases. 
If we decide to use the information from the first region around the G( v→) 
= 1

2∙M⊗ Q( v→− v0
→
), we have to extract it from the rest of the frequency 

plane. The first step is to apply the high pass filter thus removing the 
components resulting from light source modulation and mean light in
tensity, with the resulting spectrum as depicted in Fig. 6 a). 

The next step is to remove the second overtone by applying a band 
pass filter that produces a spectrum given in Fig. 6b). Succeeding move 
is to remove the negative part of the plane that duplicates the infor
mation from the later part. This yields a result like in Fig. 6c). The final 
stage is to shift the transform in such a way that the position of first peak 
(v0
→ - component) is at the centre, thus realising the variables change 

from v→ to v→− v0
→ , as depicted in Fig. 6 d). This means that we do not 

take into account the value of frequency (with respect to the zero value), 
but the change of frequency (with respect to heterodyning frequency). 

From this filtered and shifted data, a region representing the G( v→) =
1
2∙M ⊗ Q( v→− v0

→
) can be extracted, as illustrated in Fig. 7. 

3.3. Generation of phase shift map 

To generate the phase map it is necessary to conduct an inverse 
Fourier transformation of the G( v→) component, obtaining g( r→) =
1
2∙m( r→)∙exp[j∙ϕ( r→)]). Now the phase can be calculated using the 
following formula: 

ϕ( r→) = atan
[

Im[g( r→) ]

Re[g( r→) ]

]

(4) 

In some cases this can be a final result, but in cases involving high 
density gradients the overall change of phase in the flow field is bigger 
than π. This is almost inevitable in flows with shock waves, while for
mula (4) returns the phase in the range of 〈 − π

2;
π
2〉; the real phase value is 

expressed modulo π. 
Hereafter a local method [15] is used. 
Starting at any point of a known phase the procedure examines the 

magnitude of phase change when moving to an adjacent point. If this 
change is too large (close to π), the algorithm adds or subtracts from this 
value a product of π and a suitable integer value to make the change no 
bigger than the assumed value. 

Such an approach is not sufficient for flows with shock waves and 
regions without light (bad pixels in the camera, side walls of the nozzle, 
imperfections of optical components). A shock wave can produce a 
change of density that is represented by a phase change bigger than π 
between adjacent pixels of the image. If the unwrapping algorithm 
meets such a point, it will unwrap it and cause an error (the information 
about the shock wave will be lost and this error will propagate, shifting 
all the values that undergo unwrapping afterwards). Also regions of 
underexposure or overexposure lead to low fringe contrast that can 
result in additional phase unwrapping errors. To avoid these problems, a 
masking algorithm has been applied. It is based on the value of the 
amplitude of an inverse Fourier transform, and masks the regions where 
this value is lower than a user-specified value. 

A complete mask is depicted in the left hand side (a) of Fig. 8. 
The right hand side (b) part of Fig. 8 depicts a result of merging an 

actual interferogram from Fig. 1 b) and the mask, and clearly shows that 

Fig. 5. Power spectrum of the image.  
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the masked region corresponds directly to the position of the shock 
wave. In the case of such a mask, the unwrapping algorithm must be 
capable of finding and unwrapping all the unmasked points without 
using the values from masked regions. This is done by using the flood-fill 
algorithm. Unwrapping proceeds until the point that is to be unwrapped 
is masked; this point is omitted and instead the algorithm searches for an 
adjacent unmasked point that can be successfully unwrapped [16]. 
Fig. 9 depicts a possible path of the proceeding phase-unwrapping al
gorithm. The region of boundary layer below the shock wave marked in 
red colour is a region of small density gradients (causing phase change 
smaller than π between adjacent pixels) that is always present in an 
internal flow with shock wave. The presence of it is crucial for the 
analysis as it allows the unwrapping algorithm to proceed beyond the 
shock wave. Thus knowing the density value in just any single point is 
sufficient to calculate it also in points beyond the shock wave. 

By continuing the process, a complete phase can be defined. After 
phase unwrapping, a phase shift map is generated by simply subtracting 
the phase map of the flow-on image from the map obtained after ana
lysing the flow-off image. This removes any phases shifts caused by 
optical defects present in both images. 

3.4. Generation of density map 

The density map can be calculated by taking into account the 
Gladstone-Dale equation [17]: 

ϕ(x, y) =
2∙π

λ
∙(nref − nflow(x, y) )∙d 

λ is the length of light wave used, 
n is the refractive index of the gas, 
d is the length of the optical path inside the test section, 
which is then combined with 

n = 1+K∙ρ 

K is the Gladstone-Dale constant. 
From the above formulas it is clear that density is a linear function of 

the phase shift. Nevertheless, it must be clearly stated, that the above is 
true for an assumption of two-dimensional distribution of flow param
eters. If the flow parameters change as a function of the third coordinate 
(which is always the case, due to for example boundary layers, resulting 
in velocity non-uniformity across the tunnel), the obtained result is not 
precisely density. It is a mean value of the density (the result is being 
‘integrated’ along the path of the ray). This is an inevitable disadvantage 
of all optical methods based on the travel of the light beam across the 
flow from very ‘vintage’ schlieren method [17] to relatively modern 
techniques like digital laser speckle photography DLSP [18,17]. 
Knowing the density in any point is enough to transform a phase shift 
map into a density map (simply by multiplying it by a proper constant 
value). This point can be conveniently chosen, it only has to be visible in 
the interferograms. For the experimental easiness, one may choose a 

Fig. 6. Filtering in frequency domain.  
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point sufficiently distant from the details of interest. Doing so allows one 
to simply place pressure and temperature probes in the flow and mea
sure the parametres in this point, not introducing any disturbances in the 
region of interest. Once this is completed, other parameters of the flow 
can be calculated, depending on the experiment. Combining the 
interferometer-obtained density with the equation of state, authors of 
[19] resolve a temperature field in the gas flow. As it is visible from 
equation (5), the result is not a function of time. It means that the 
possible measurement frequency is limited only by camera and light 
source, exactly like in schlieren visualisation. Therefore in any research 
concerning time evolution of flow parameters like shock wave in
stabilities [20,21], where schlieren technique is applied it can be 
replaced with FTFA, giving a quantitative dimension to the qualitative 

schlieren results. The FTFA method can be also very successfully applied 
in any test stand that has been prepared to use modern LDA method, as it 
ensures optical access to the test volume, including subsonic flow 
structure research [22], or complex turbine leakage flows [23]. 

3.5. Uncertainty analysis 

For estimation of uncertainty, it is more convenient to take into ac
count the form of equation used by the authors of [24], following the 
approach of the authors of [25]: 

ρflow − ρref =
ρs

2∙π∙d∙
δ.λ.

(
ϕref − ϕflow

)
(5) 

Fig. 7. Phase data in transform plane.  

Fig. 8. Complete mask (a) and its position in the flow field (b).  

Fig. 9. Possible path of phase unwrapping.  
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where 
Authors of [20] calculate the error of normalized density as: 

δn ≈ λ∙ps∙Tref

d∙Ts∙pref ∙δflow.
δϕ
ϕ  

that is valid if ideal light source monochromaticity is assumed. We 
decided to research the applicability of this assumption for our case (The 
laser is a ClassIIIA, Transverse Industries Co., Ltd device.). 

In order to calculate the error introduced by λ, the spectrum of laser 
source has been measured using an SR-303i monochromator and ICCD 
iSTAR DH740 spectroscopic camera. The actual spectrum of the laser is 
depicted in Fig. 10. 

To compare the significance of the two abovementioned sources of 
error, we transform equation (5) into a form clearly indicating variables 
and (constant) parameters: 

γ = A∙ϕ.λ  

where: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

A =
ρs

2.π.d.δ = const

ϕ = ϕref − ϕflow

γ = ρref − ϕρflow 

The resultant uncertainty is influenced by uncertainties of two 
values: ϕ and λ. Calculating the relative uncertainty of γ we obtain: 

dγ
γ
=

dϕ
ϕ

+
dλ
λ

(6) 

The relative error resulting from ϕ can be estimated as in [26] and 
[24] it is justified, that 

dϕ
ϕ

≈ 0.02. (7) 

The relative error of λ can be estimated, for our measured spectrum 
of laser light source, to be: 

dλ
λ

≈
0.29
646

= 0.04% (8) 

The value of (8) is of two orders of magnitude smaller than the one 
from formula (7). Taking this together with Eq. (6) into account, it can 
be stated than the only significant error is caused by the uncertainty the 
calculation of φ. This proves the validity of assumption of [24] also for 
our case, with the conclusion of relative error of density not bigger than 
0.5%. 

4. Results 

Using two input interferograms (Fig. 1) as the input data for the 
programme, the resultant phase shift is depicted in Fig. 11. 

The phase result can be easily converted to density field using a 
measured value in any single point of the region of investigation. At least 
a single measured value is necessary, as equation (5) defines a relation 
between the phase shift and the density change that it is accompanied 
by. There is no relation to the absolute value of density. The result is 
expressed in terms of difference between the reference density (corre
sponding to the no-flow image that we arbitrarily chose as reference 
conditions) and the flow of interest (the flow-on condition that we select 
as the one of interest). We have measured this reference value with a 
pressure scanner in the pressure taps in the nozzle (Fig. 3). This value 
substituted to Eq. (5) yields an absolute value of density, an ‘origin 
value’ for the phase shift map. Starting from that point, the value of 
density is unambigously related to an absolute value of density. This is 
called ‘calibration’ and it is valid for any flow that holds the value of 
pressure at the selected point. For our experiments, it is very often that 
in a point upstream of the shock wave (in the supersonic flow region) 
this value is constant and not influenced by the phenomena taking place 
in the shock wave region for a wide class of experiments. The ambient 
conditions were measured with barometer and thermometer outside of 
the nozzle (Fig. 2). In the cross sections of the obtained map the char
acteristic elements of the flow, including boundary layer and shock 
wave, are clearly visible (an exemplary calculated density map cross 
section is shown in Fig. 12). 

The density distribution is marked with the solid black line. It was 
calculated along the line marked with dashed white line in Fig. 11. The 
dashed green and blue lines correspond to the position of the shock wave 
and they are also indicated in Fig. 11. 

The magnitude of the density change (calculated with FTFA method) 
across the shockwave is marked in Fig. 12 with a thick blue, vertical 
arrow. As a coarse validation, this value has been also calculated using 
normal shock wave relations for the measured case of M = 1.34. The two 
values agree with precision of 2%. This proves, that using a more fine- 
tuned mask, a precise values of shock wave angle, and not an isen
tropic approximation one would obtain a fairly good precision of this 

Fig. 10. Distribution of emission intensity of diode laser light source.  
Fig. 11. Resultant phase shift map.  
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measurement method. The position of cross section can be selected 
freely, including regions of complex phenomena. For example, the re
sults cover the region of triple point [27], which is still extremely 
difficult in terms of measurement. 

5. Discussion and conclusions 

The main aim of the FTFA is to use all the phase information that is 
contained in the interferogram. Using this method, the radiometric 
resolution of the final results increases significantly because they orig
inate from at least 8-bit values instead of a single bit. The resolution in 
terms of gas parameters and space can be easily and significantly 
improved simply by the use of a better recording technique. 

Moreover, in the past the only method that could use less good optics 
was holographic interferometry [6]. The reason for that is that it allows 
for the creation of interference patterns from images without flow and 
with flow thus showing fringes caused by changes between the two and 
ignoring fringes due to optical defects. We describe a method to achieve 
the same without the complexity of a holographic system. It is based on 
calculating the phase shift that is introduced to the interferogram by the 
flow. Once this shift is calculated by the means of FFT, it can be trans
formed into density using a simple algebraic transformation taking into 
account the parametres of the experiment. 

The presented approach allows one to obtain a very good quality 
maps of parameters in planar nozzle without the complexity of holo
graphic technique. Such results are still valuable and very demanded. 
The required numerical steps are easy to follow nowadays even with a 
desktop computer. The very high applicability for complex SWBLI flows 
has been emphasized in this paper due to the field of interest of the 
authors, but the method is not restricted to this field. 
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Fig. 12. Density distribution across a shock wave.  
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