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Featured Application: It is shown that quality of experience (QoE) techniques, such as eye-
tracking, might be applicable to measure the ease of performing in a remote-like simulated en-
vironment setting. This is backed up by the results of the eye-tracker-based examination with
choristers, which reveal that regardless of the virtual location of the recording, almost all persons
generally focus on the conductor, similarly as in regular performance situations. The fixation
point remained on the conductor’s face, but less on his hands, which were used to convey expres-
siveness inscribed within the music notation. In such a setting, participants’ familiarity with the
sung piece and their ability to read music notes fluently may be accounted for.

Abstract: The aim of this paper is three-fold. First, the basics of binaural and ambisonic techniques
are briefly presented. Then, details related to audio-visual recordings of a remote performance of the
Academic Choir of the Gdansk University of Technology are shown. Due to the COVID-19 pandemic,
artists had a choice, namely, to stay at home and not perform or stay at home and perform. In fact,
staying at home brought in the possibility of creating and developing art at home while working
online. During the first months of lock-down, the audience was satisfied with music performances that
were fairly far from the typical experience of a real concert hall. Then, more advanced technology was
brought to facilitate joint rehearsal and performance of better quality, including multichannel sound
and spatialization. At the same time, spatial music productions benefited from the disadvantage of
remote rehearsal by creating immersive experiences for the audience based on ambisonic and binaural
techniques. Finally, subjective tests were prepared and performed to observe performers’ attention
behavior divided between the conductor and music notation in the network-like environment. To
this end, eye-tracking technology was employed. This aspect is related to the quality of experience
(QoE), which in the performance area–and especially in remote mode–is essential.

Keywords: ambisonics; virtual concert; remote music performance; eye-tracking; quality of experience;
networked music performance

1. Introduction

In recent years, advances in technology have resulted in the increasing use of real-time
remote working devices. Nevertheless, remote creative and artistic work, particularly musi-
cal performance, remains a challenge. One-way connections, through which artistic events
are transmitted in real-time, have become available using networks capable of supporting
high bandwidth, low-latency packet routing, and guaranteed quality of service (QoS) [1–3].
These can be described as unidirectional, allowing artists to remotely connect only between
the performance venue and the audience, not each other. It is much more difficult when
performers in two or more remote locations attempt to perform an established composition
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or improvisation together in real-time. Weinberg [4] calls this way of performing music the
“bridge approach”. In such cases, the inevitable delay caused by the physical transit time
of network packets is known to affect performance [5–10]. Therefore, attempts have been
made to account for these delays by design or composition [11–13].

This paper briefly provides an overview of distance concert performance and the
difficulties involved. It also refers to the theoretical basis of ambisonics, which is one of the
sound reproduction formats that focuses on listener immersion in the sound scene. The
process of making the recording of the Academic Choir of Gdansk University of Technology
concert is shown in detail, starting from the preparation stage, through recording the
musicians, to postproduction. It includes a description of the sound and video engineer’s
workshop and discusses problems related to sound synchronization. Finally, the eye-tracker
is employed to observe performers’ attention behavior divided between the conductor and
music notation in the network-like environment. This aspect is related to the quality of
experience (QoE), which in the performing domain is essential.

The summary presents overall conclusions concerning the design of subjective tests to
evaluate the realized recordings and further plans related to the Academic Choir of Gdansk
University of Technology concerts.

2. Performing Remote Concerts

It is worth mentioning that the first implementations of remote concerts were applied
to academic networks, and an experimental concert with artists (AMFC Vocal Consort,
Schola Cantorum Gedanensis, and Capella Cracoviensis) from different cities in Poland
took place in 2001 [14]. On the occasion of the 10th anniversary of the Internet in Poland,
the Research and Academic Computer Network (NASK) and the Interdisciplinary Centre
for Mathematical and Computational Modelling at the University of Warsaw (ICM), in
collaboration with the Fryderyk Chopin Academy of Music, organized an experimental
Internet concert performed in three cities (Warsaw, Gdansk, and Cracow) using Internet
connectivity on 14 September 2001. The concert included the world premiere of Stanisław
Moryto’s piece Ad Laudes, written especially for the 10th anniversary of the Internet, but at
the same time to commemorate the victims of the terrorist attacks of 11 September 2001. The
sound and image were transmitted via the Internet via the POL-34 network. The musicians
saw each other on monitors while the audience gathered in the three cities watched the
concert on plasma screens. Simultaneously, the broadcast was carried out by all public
Polish Television regional channels. The artistic direction was assumed by the conductor
R. Zimak [14]. The technical layer of the network connection is also worth mentioning. The
channel bitrate was set to 15 Mbps. The video signal was encoded in the MJPEG standard,
which ensured minimal delay in transmission—the most critical factor for the success of
the experiment. Realistically, delays of about 180 ms were obtained between the cities in
one direction, of which about 70 ms were consumed by encoding and decoding the signal.

In streaming, however, the spatial layer of sound sources has only recently become
technically available. Binaural and ambisonic techniques as tools for localizing remote
audio sources have settled fastest in teleconferencing applications [15–20]. We should
mention the AltSpaceVR platform [21], in which teleconference meetings, demonstrations,
presentations, classes, or social gatherings can be conducted; the audio of all objects in the
platform is subject to auralization and binauralization.

In the case of the so-called Networked/Remote Music Performance (NMP) [22], suc-
cessful attempts have already been made to transmit multichannel audio [23–26]. Trans-
missions using ambisonics have also been performed [27]. Ambisonics can be thought of
as a transmission format for creating 3D spatial audio. It is based on the representation of
the sound field by decomposing it into orthonormal basis functions—called “spherical har-
monics”. This representation enables a flexible production process that is independent of
the target playback system (speaker system or headphones). The concert, “PURE Ambison-
ics Concert & the Night of Ambisonics”, organized in the framework of an international
conference (3rd International Conference on Spatial Audio) in Graz in September 2015, was
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undoubtedly one of the pioneering events of its kind [28–30]. During the concert evening,
an ambisonic format was used to distribute the concert to different venues and broadcast
it in real-time (including the following radio transmissions: nationwide terrestrial and
satellite radio broadcasts). The concert hall was prepared for recording and transmission
using a 23-channel speaker system, a 5.1 mix, and a binaural mix for headphone listening.
The concert from the ICSA 2015 conference encouraged the authors of this idea to conduct
a live 3D concert with Al Di Meola in July 2016, including real-time spatial effects and
transmission to another interior [28].

However, all of these presentations were experimental. To become a standard for
recording or broadcasting, they must be implemented on commonly used platforms. For
example, on the YouTube platform, only live streaming with 360◦ video alone is possible
(sound must be in stereo). First-order ambisonic audio can only be used when uploading a
finished recording [31]. Another platform, Facebook, supports live streaming with 360◦

images and first-order ambisonics [32], while the uploaded finished recording can contain
second-order ambisonic sound [32,33]. There is also a completely new platform focused
on the presentation of content with spherical video and audio mixed in higher-order
ambisonics called “HOAST” [34]. It is worth noting, however, that all of these technologies
are not strictly about connecting musicians located in separate locations but rather about
virtually mapping the stage with musicians for audiences located in distant concert halls.
The stumbling block to full NMP continues to be latency on the order of 25 ms, particularly
when using popular consumer connections such as ADSL. Only 5G technology offers hope
to overcome these difficulties [35].

Therefore, remote musical performances are present in the form of recordings created
in postproduction based on recordings of individual parts of songs sent by their performers.
The best known are the achievements of composer E. Whitacre, who has been organizing
concerts of the so-called virtual choir since 2009 [36]. Six editions of these sessions have
been created, and thousands of people from all over the world have participated in each of
them. Especially the last one, the 6th edition, received significantly more interest, which
was due to the fact that it took place in the spring of 2020, when COVID-19 was considered
a global pandemic. At that time, musicians, in particular, began to investigate alternative,
remote performance methods; the demand for such solutions can be confirmed by the
fact that Eric Whitacre’s Virtual Chorus, sixth edition, attracted over 40,000 choristers
from 145 countries. Nevertheless, no remotely performed recording has been spatialized
using ambisonics. It was not until the COVID-19 pandemic that the first such productions
were made [37–41]. One of them is Giovanni Pierluigi da Palestrina’s piece, Sicut Cervus,
performed by the Academic Choir of the Gdansk University of Technology in a pioneering
recording, called “Virtual Cathedral” [42]. A discussion of the production of this recording
will be presented in the following sections.

It should be pointed out that investigations concerning performing remotely in the
context of quality of experience (QoE) [43] are rare or non-existent in the literature. They ap-
pear mainly in identifying problems in the learning environment [44,45], where a student’s
attention or collaboration is essential. In contrast, such remote strategies are well-adapted to
medical applications, where they are especially used for surgical planning with simulation
instruments, including VR (Virtual Reality) and AR (Augmented Reality), are used on a
daily basis [46]. Moreover, checking audio-visual quality often employs QoE methodol-
ogy [47–51]. When discussing QoE, one should consider at least several factors that quality
encompasses. These are overall perception, acceptability, presence, immersion, to name a
few [52]. Meghanathan et al. measured some of these aspects by employing a VR headset
with an eye tracker [50].

It is known that one of the parameters evaluating artists’ performances, whether a choir
or an orchestra, is called ‘ensemble’. Moreover, the conductor guides all the performers and
strengthens the bond between the artists and the audience. When artists perform remotely
and separately, such an ambiance may not be present. So, a question arises about how
to measure QoE in such a case. In many studies, head-/gaze-/eye-tracking technology,
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a video-based eye-tracking relying on locating pupil center to measure gaze, is a highly
exploited technology in the context of QoE and objectivization of audio-visual experiments
and subjective tests [44,49,51,53–57], so we decided to apply an eye-tracker to observe the
choristers’ performance.

3. Basics of Ambisonics

Ambisonics was proposed by M. Gerzon, P. Felgett, and G. Barton in the early 1970s at
the Universities of Oxford and Surrey [58]. Ambisonics refers to “periphony”, a technique
for reproducing sound both vertically and horizontally around the listener. As defined
as follows: Ambisonics is a full-sphere surround sound format referring to a soundstage
represented by a set of so-called spherical harmonics. In contrast to conventional stereo
and surround formats (which rely on the principle of sending sound signals to specific
speakers), ambisonics captures full directionality information for each sound wave that
is captured by the microphone—including in the vertical plane [59]. In ambisonics, it is
important to distinguish between the so-called A-Format and the B-Format. The A-Format
is a microphone-specific recording of the signal—it is a direct recording of the signal coming
from each microphone capsule. In this form, it is not yet usable, but each manufacturer
provides methods for converting their microphone to the ambisonic domain, i.e., to B-
Format. In B-Format, the following two methods of channel numbering are distinguished:
FuMa (Furse-Malham) and ACN (Ambisonic Channel Number). FuMa numbering uses
letter designations, and ACN numbering uses numerical designations; in addition, these
channels are given in a different order. For example, the first row of ambisonics has four
channels written in FuMa notation WXYZ (W—omni-directional, the so-called omni, X—
forward-backward, Y—left-right, Z—up-down). In ACN notation, these channels will be
0, 3, 1, 2, respectively. The number of channels in 2D ambisonics is equal to 2N + 1, while
in 3D ambisonics—respectively, as follows: (N + 1)2.

Figure 1 shows an illustration of sixteen (i.e., up to 3rd order) spherical harmonics
together with the FuMa and ACN ambisonic channel numbers.

Figure 1. Illustration of spherical harmonics with the FuMa and ACN numbering corresponding to
channels in ambisonics [60].

Moreover, worth mentioning are the recording formats, ranging from historical UHK
to the following current ones: AMB—Microsoft Wave Format Extensible (WAVE-EX), a
B-Format recording with the FuMa weighting factors. The main drawback of this file
format based on the WAV container developed by Microsoft is the file size limitation of
4 GB. Ambisonic Exchange (AmbiX), on the other hand, uses Apple’s (Core Audio Format)
as a container.
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The channels are normalized according to the format in which the following signals
are recorded:

1. MaxN—normalizes each individual component not to exceed a gain of 1.0 for a
panned mono source—used in FuMa;

2. N3D—similar to SN3D—orthonormal basis for 3D decomposition. Provides equal
power to the encoded components for a perfectly scattered 3D field;

3. SN3D—(in ACN channel order) is widely used. Unlike N3D, no component will
ever exceed the peak value of the 0th order component for single point sources. This
scheme has been adopted in the AmbiX coding format and is widely used.

However, decoding includes algorithms and tools such as AllRAD [61]/AllRAD2 [62],
Harpex [63], and DirAC [64,65]. AllRAP (All-Round Ambisonic Panning) is an algorithm
for arbitrary speaker arrangements aimed at creating apparent sources with stable loudness
and adjustable width. The AllRAD (All-Round Ambisonic Decoding) method fits the
ambisonic format concept. Conventional ambisonic decoding is straightforward only with
optimal speaker settings, for which direction-independent energy and energy dissipation,
estimated loudness, and width of the apparent source are obtained. The AllRAP/AllRAD
algorithm is still simple but more versatile and uses a combination of virtual optimal
loudspeaker settings with VBAP (Vector-Base Amplitude Panning). The Harpex (High
Angular Resolution Planewave Expansion) decoder, on the other hand, is a tool that
combines the spatial sharpness of parametric methods with the physical correctness of
linear decoding without introducing audible artifacts. The Directional Audio Coding
(DirAC) algorithm uses the Spatial Impulse Response Rendering (SIRR) method. SIRR
analyzes room impulse responses in frequency bands, their dispersion, and time-dependent
direction of arrival. Based on the analytical data, a multichannel response suitable for
reproduction with any chosen surround speaker configuration is synthesized. It should
also be added that a particular example of ambisonic decoding is the use of the HRTF
function to decode an ambisonic signal into a binaural format [66].

4. Realization of Remote Music Recording

There are several important references to audio realization in the context of both
concert streaming and the possibility of immersive audio reproduction, i.e., inducing
the viewer/listener to be “immersed in sound” [67–69]. Among them is a chapter by
S. Meltzer, A. Murtaz, and G. Pietrzyk, entitled “The MPEG-H 3D Audio standard and
its applications in digital television” [70]. The authors point out that the immersive audio
transmission uses the MPEG-H Audio standard based on Higher-Order Ambisonics (HOA)
as the optimal input to the 3D audio codec. The ambisonic technique is designed to record
and later reproduce the whole sound field using sound objects. This requires transmitting
information about the object’s position in space and time in the form of a meta-description.
The meta-description enables the correct rendering of objects on the playback side [70].

In this Section, the implementation stage of a concert recording is to be presented,
from the preparation stage to the postproduction of the recording.

4.1. Preparing a Remote Audio-Visual Recording

The first step in an audio-visual recording is to discuss the following musical material
with the performers: to present the conductor’s or ensemble leader’s musical interpretation
of the material, to indicate the places in the score (possibly marking them) that require
special attention, etc. In addition, it is important to discuss the recording technique, the
aesthetics of the frame, the location of the recording device, and all the details related to it.
On the side of the sound engineer, it is crucial to provide a repository for sending files with
recordings by project participants. This is crucial for the sake of work organization—in this
way, the performers will not have to find a way to send recordings on their own, which
will significantly improve communication in the recording project.

The next step is to create a “model recording”—this is what the performers of the
piece will use as a basis. The “model recording” is actually a way to conduct the choir or
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ensemble remotely or to provide the musicians with a remote rehearsal. This way, it is easier
for singers to reproduce what they hear. Moreover, this is an artistic interpretation of the
music by the conductor, specific to this very time and place and not from some other past
recording. Very good guidance can be a visual recording, in which the conductor conducts
the piece and performs a given piece on the piano from the piano transcription (or another
instrument, although the classical piano usually accompanies choral rehearsals—the sound
layer can also be performed by the accompanist). Then, with the material constructed
in this way—sound + vision = conductor + accompaniment—the musicians presenting their
parts create their own audio-visual recordings. For example, for a choir, these are soprano,
alto, tenor, and bass; for a string quintet, the following: first violin, second violin, viola,
cello, and double bass. It is vital that these recordings should be a bit more expressive than
usual; to do so, the players of such a “template” will obtain an extra layer of information
from which they can reconstruct a common interpretation of the piece. Moreover, it can
be beneficial to arrange with the performers to tap out 1–2 bars of tempo (e.g., 1–2 bars
before the piece begins) before performing their part in an agreed-upon manner. This
will enable the players joining the “pattern” to enter into the rhythm and prepare for
the recording. Moreover, in postproduction, it is a good reference for synchronizing the
tracks—what is more, it will give a proper space before the start of the performance to edit
in postproduction, so the sound engineer will avoid the situation where the recording is
too short because someone was not ready to perform their part yet, for example. It is also
possible to use a metronome; however, in the authors’ experience, this is an unnecessary
distraction for the performer due to the handling of an additional device. Additionally, in
the recordings presented here, the metronome would probably be implemented using a
telephone, which is typically used in the recording in other ways (e.g., as a device to play
the pattern or to conduct the recording). Figure 2 illustrates the idea of this approach.

Figure 2. Pre-sync tracks to four claps from the beginning of the recording [60].

4.2. Technical Considerations

It is of importance to consider in such a recording hardware specifications. Ideally,
each musician should be recorded in a controlled recording environment with hi-fidelity
studio equipment. Even more welcome for an Ambisonic realization would be creating
such a recording with a spherical microphone grid, thus creating a holographic sound
image [71–73]. This would allow reproducing the directivity patterns of the recorded
instruments with the highest realism.

The other solution would require mono recordings, preferably anechoic; this would
allow for simulating the virtual acoustics as well as directivity of audio objects in the
Ambisonic domain. The latter approach was employed in the aforementioned “Virtual
Cathedral” recording [42]. However, due to at-home COVID-19 pandemic conditions, the
individual tracks are far from perfect. Only a few choir members on this recording had a

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Appl. Sci. 2022, 12, 3316 7 of 16

semi-professional condenser microphone at home (i.e., Behringer C-1U, Genesis Radium
200, Zoom H2n, Samson C01U Pro, Maono AU-A03); the vast majority could only use smart-
phones (iPhone 11, iPhone 7, Xiaomi, and other mobile devices with their internal micro-
phones (i.e., iPad 5, Dell Inspiron 15, Samsung Galaxy A5/Samsung Galaxy S7, Samsung
Galaxy Note 8, Samsung A40, Nikon D3300, Canon PowerShot G7X mk1, Huawei P20 Pro).
These devices have different microphone characteristics, as well as each recording was
realized in different acoustic conditions, including background noises such as household
appliances working in the distance and passing vehicles. However, because of the more
directional characteristics of the microphone, fewer background noises were picked up in
the signal. Overall, due to the large variability of sound material quality, each recording re-
quired de-noising and pitch, timing, and level corrections (as described in further chapters).
A remark may, however, be included here, the literature sources indicate that smartphones
are used in music learning and recording, and that there exist records produced entirely
with a smartphone, iPad, carrying recording software, etc. [74,75].

4.3. Recording of Musicians

The prepared model recording should be the base to which the other members of the
ensemble will add their parts. It is very convenient to put the examples on the YouTube
platform as non-public recordings so that during the performance of their part, the musician
will be able to plug in small headphones and keep the phone in sight (e.g., close to the
music notation) and continuously control the hand movements of the conductor and
the person’s ‘exemplary performance’ for their musical part. The illustration in Figure 3
presents a recording situation under the described conditions. The recordings submitted by
the musicians should be verified by the conductor and/or the producer of the project in
terms of both artistic and technical aspects especially with regard to the aesthetics of the
frame and the fidelity of the reproduction of the pattern, especially on the rhythmic side.
The more faithful the performance, the fewer corrections need to be applied later in the
recording release process.

Figure 3. An example of setting up a recording in a home environment; the screen shows the score,
the model recording, and a separate device (e.g., laptop) recording the sound [60].

4.4. Postproduction of Soundtrack

It is necessary to correct each of the submitted soundtracks manually in the postpro-
duction phase to achieve the best effect. Unfortunately, as already mentioned, most of the
musicians in the academic choir did not have the possibility at home to make a professional
recording. Most participants produced their recordings with a smartphone, therefore, most
often, they required noise removal. This was performed with noise gates and FIR filters.

Another issue is corrections to the melodic-rhythmic layer itself. While intonation irreg-
ularities in large performance groups can be obscured by other more correct performances,
rhythmic irregularities are much more noticeable and detract from a good impression of
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the production reception. To rectify these problems, available VST plug-ins were used,
including the ReaTune plug-in built into the Reaper digital audio workstation (DAW) [76]
for correcting melodic lines. Moreover, the Melodyne Studio plug-in [77] appears to be a
potent tool that allows improving not only the pitch or duration of a sound but also has
algorithms for editing formants, attack time of individual sounds, or transitions between
sounds. An illustration of working in this environment is shown in Figure 4.

Figure 4. Before and after the recording correction in Melodyne Studio (the alto part) [60].

Large performance groups are most often recorded in large concert halls rather than
individually, each with their own individual voices. A recording realized this way enables
the tracks to be treated objectively and spatialized in ambisonics. It is important to ensure
that the acoustics of both the virtual room and the rendered “objects,” i.e., the choir
members, are as faithful as possible. To this end, a directivity pattern can be given to each
object source. In addition, the virtual acoustics can be modeled using apparent reflections
and also by adding diffuse reverberation. In the considered recording, it was decided to
use the VST plug-ins from the IEM Plug-in Suite [78], in particular, DirectivityShaper [79],
RoomEncoder [80], and FDNReverb [81]. Figure 5 shows an example setup of these three
VST plug-ins.

Figure 5. VST from IEM Plug-in Suite: DirectivityShaper, RoomEncoder, FDNReverb [60].
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4.5. Postproduction of the Visual Layer

When producing a video of a classical virtual choir, much attention needs to be paid
to planning all the shots and transitions between them. For this recording, it was decided
to use a static 360◦ image, on which the recordings of the choristers would be “suspended”.
The same people are visible throughout the recording, as transitions between them would be
unsightly. Moreover, in a 360◦ recording, the creator has no control over where the viewer is
looking at any given moment. Therefore, the image in the entire sphere was left unchanged.
Instead, a refined model was used to generate the background. For that purpose, the 3D
model of the cathedral was created, and then Blender was used to render the interior of the
cathedral from a given point—a specific camera setting was employed. The camera was set
to spherical mode, or more precisely, to cylindrical equirectangular projection. In this way,
the resulting visual background could be used as a background for the video timeline in
the nonlinear editing software—DaVinci Resolve [82]. Figure 6 presents an arrangement of
choristers arranged on the background of the developed graphics.

Figure 6. Arrangement of the choir on the background of the rendered view of the cathedral interior
model [60].

The model created in this way can then be combined with the audio in B-format.
In the case of first-order ambisonics, this is a 4-channel audio track. The FB360Encoder
program [83] provided by the Facebook platform can be used for this purpose, as it also
supports audio-video encoding for the YouTube platform. After uploading to this platform,
the resulting file is automatically recognized as a 360◦ video with ambisonic sound based on
the metadata contained in the file. Once processed by the platform, it is ready for playback.

5. Eye-Tracker-Based Examination

The aim of the designed examination was to check whether eye-tracker technology
may be employed in observing performers’ divided behavioral attention in the context of
looking at the conductor and music notation, both visible on the screen in the network-
based environment. This is related directly to the guidance role of a conductor. Secondly, it
was to evaluate the aspect of quality of experience (QoE).

The examination setup was designed to replicate the at-home recording situation. As
shown in Figure 3, a typical home-recording setup consists of a screen displaying the con-
ductor’s model recording and, at the same time, showing a sheet of music notes. Moreover,
participants used headphones to provide auditory input from the model recording. There-
fore, the eye-tracked environment attempted to replicate these conditions as accurately
as possible.
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The testing environment comprised a Tobii EyeX eye-tracker, a PC running Windows 10
along with the eye-tracking software, and a pair of consumer-grade closed-back head-
phones (namely, Sennheiser HD380 Pro). Moreover, an Apogee ONE USB audio interface
was mounted on a tripod, used for convenience, as it has an easily accessible volume knob,
so the participants could comfortably adjust the loudness of the audio played back. The
environment is presented in Figure 7. In Figure 8, the visual input is shown.

Figure 7. The setup of the eye-tracking environment.

Figure 8. Visual input.

The examination started with a calibration of the eye-tracker. Then, the audio-visual
recording was displayed on the screen, and the participant was performing their vocal
part. The recording for the examination consisted of the first page of G. P. da Palestrina’s
Sicut Cervus and took 57 s in total. The calibration, the video playback, and collecting the
eye-tracker data were automated via scripts written in Python 3.

Figure 9 shows the heat map obtained based on averaging all individual performers’
heat maps. The bar on the right indicated the intensity of fixation. It is evident that in the
case of the averaged results, the primary focus was on the conductor. The ROI (Region
of Interest) is on the conductor’s face but less on his hands, which are used to convey
expressiveness inscribed within the music notation. This may be related to the properties
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of human vision. By analyzing the placement of the test stand in terms of the chorister’s
field of view (Figure 10), it can be estimated that with a typical distance of the chorister
from the screen (d) of about 60–70 cm and a space between the conductor’s hands (2w) of
20 cm, the chorister’s vision focus lies within +/− 8–10 degrees. For the calculation of the
viewing angle (α), we used the following Equation (1):

∝= arc tan
w
d

, (1)

Figure 9. Average ROI for 20 choristers.

Figure 10. Spatial relationships between the chorister and the conductor.

Moreover, these angles are similar to the real situation, where the conductor is about
5 m away from the chorister and the distance between the conductor’s hands is about
1.5 m.

Such values of visual field angles suggest that the conductor’s hands are on the
edge between central and peripheral vision [84,85]. Thus, by focusing their gaze on
the conductor’s face, choristers can easily see the conductor’s hand movements clearly.
Focusing the gaze on one of the hands would definitely make it challenging to observe
the other hand (especially while both hands are in motion). Furthermore, following the
conductor’s facial expressions makes singing easier for choristers [86].
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In contrast, Figure 11 shows the individual results of a chorister unfamiliar with the
sung piece; hence, this person focuses much more on the right side, where the sheet of
music notes was presented. It should be, however, noted that this person has a relatively
fluent ability to read music notes a vista.

Figure 11. Region of interest and all fixation points for a participant with lesser familiarity with the
sung piece but a relatively fluent ability to read music notes a vista.

6. Summary

This paper presents and briefly discusses what has been achieved in the field of
remote audio-visual recording. The difficulties related to remote music performance are
presented. The examples of spatial transmission and remote production are also discussed.
The production process of a remote choral recording performed by the Academic Choir of
Gdansk University of Technology is presented in detail. Despite the fact that the existing
platforms for remote communication do not provide the full possibility of music recording,
which is offered by immersive technologies, this recording presents a high artistic level—it
received a number of positive opinions and comments not only from the conductor, choir
members, and listeners of the Academic Choir of the Gdansk University of Technology
but also from the jury of the following virtual choir festival: Bandung Choral Society
World Virtual Choir Festival 2021 in Indonesia, where the recording won a gold award for
the following: “[ . . . ] outstanding classical performance”. Additionally, this means that
providing the listeners with new artistic experiences resulting from immersion in virtual
reality may emphasize the virtues of virtual choirs, especially their innovative character
and new creative opportunities that may become an added value in 21st-century culture.
Undoubtedly, the outlined aspect requires ensuring a careful process of postproduction of
the prepared recording.

Initial examination of the eye-tracker data leads to interesting conclusions. Regardless
of the virtual setting of the recording, the participants were still generally focused on the
conductor, similarly as in regular singing situations. The fixation point remained on the
conductor’s face, which allowed observation of the conductor’s hand movements simulta-
neously. However, one of the factors unaccounted for was the participants’ familiarity with
the sung piece and their ability to read music notes fluently. This is especially important as
most members of the academic choir are not trained musicians, but students of engineering
degrees, and their ability in this regard varies significantly.

The next stage of this artistic project will be performing subjective tests, especially
in evaluating various aspects of the ambisonic recording by the audience. The context of
familiarity with the piece and fluency in reading notes will also be examined.
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