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H I G H L I G H T S

• XGBoost and LighGBM were employed to model-predict the banana chips drying process.
• Prediction results reveal that XGBoost with R2 = 0.9971 was superior to LightGBM.
• Game theory-based Shapley functions were employed for feature analysis.
• XAI revealed that temperature and product types are the most influential features.
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A B S T R A C T

In this study, eXtreme Gradient Boosting (XGBoost) and Light Gradient Boosting (LightGBM) al-
gorithms were used to model-predict the drying characteristics of banana slices with an indirect
solar drier. The relationships between independent variables (temperature, moisture, product
type, water flow rate, and mass of product) and dependent variables (energy consumption and
size reduction) were established. For energy consumption, XGBoost demonstrates superior per-
formance with an R2 of 0.9957 during training and 0.9971 during testing, alongside minimal MSE
of 0.0034 during training and 0.0008 during the testing phase indicating high predictive accu-
racy and low error rates. Conversely, LGBM shows lower R2 values (0.9061 training, 0.8809 test-
ing) and higher MSE of 0.0747 during training and 0.0337 during testing, reflecting poorer per-
formance. Similarly, for shrinkage prediction, XGBoost outperforms LGBM, evidenced by higher
R2 (0.9887 training, 0.9975 testing) and lower MSE (0.2527 training, 0.4878 testing). The com-
parative statistics showed that XGBoost regularly outperformed LightGBM. The game theory-
based Shapley functions revealed that temperature and product types were the most influential
features of the energy consumption model. These findings illustrate the practical applicability of
the XGBoost and LightGBM models in food drying operations towards optimizing drying condi-
tions, improving product quality, and reducing energy consumption.
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1. Introduction
Climate change is one of the major problems for humankind at present [1], thus achieving the targets set in the sustainable devel-

opment goals (SDGs) is a major challenge [2]. It is observed that climate change may lead to a reduction in agricultural yields by 2030
to a certain extent [3], resulting in unpredictable consequences for food safety [4]. Climate change caused by greenhouse gases
(GHGs) is already negatively affecting food production systems [5], in which the effects on food systems are predicted to be vast, com-
plicated, and geographically and temporally diverse [6,7]. Due to this reason, the use of green and clean energy [8] and zero-carbon
fuels [9] is considered as one of the leading solutions to address climate change-related global problems and mitigate GHG. Among
the green and clean energy sources, solar energy is considered as a promising and potential renewable source [10] because the solar
energy is the most abundant energy on earth [11]. Solar energy could be utilized to produce heat [12], electricity [13], and hydrogen
[14]. In addition, it could be used for transportation [15], food processing [16], and water distillation applications [17]. For preserv-
ing the process of fruits and vegetables, the power of the sun has been employed to preserve grain and other farming items [18]. Crops
are traditionally dried under the open sky using sunlight. This method of food preservation is popular and cost-effective as opposed to
thermal drying [19], it is thus still widely employed in many developing countries [20]. If the drying is not completed properly, the
quantity and quality of the dry products will be poor [21]. It is worth mentioning here, that the drying process consumes a major
chunk of energy in the food processing industry [22]. According to Simal et al. [23], vegetables and fruits are more perishable in com-
parison with grains, since they comprise a considerable amount of moisture. The drying process helps to avoid undesirable changes,
such as microbial spoilage and enzymatic reactions, to remove the moisture. Goyal et al. [24], reported that drying leads to a reduc-
tion of weight and volume of food products. It also helps in the reduction of the costs associated with packaging, storing, and trans-
portation [25].

Heat and mass transport processes in a system are respectively controlled by the Fourier law and Fick's second law of diffusion.
Hussain et al. [26], reported that these laws offer simplified mathematical representations of the physical reality of heat and mass
transfer. It is very helpful in the field of food engineering to use mathematical modeling as a tool for the design and control of drying
operations [27]. The distribution of moisture content and temperature may cause several unwelcome changes to take place in meals
either during the drying process or after the drying process has been completed [28]. For this reason, it is possible that modeling and
forecasting the temperature and moisture concentrations in meals as an indicator of drying time might assist us in avoiding unwel-
come changes in foods while they are being dried or preserved [29].

Bananas that are still fresh are renowned for having a high moisture content. Drying the fruit after harvesting eliminates moisture
from the fruit, decreases water activity, limits the formation of microbes, and minimizes physicochemical deterioration [30]. Drying
bananas is one strategy that may be used to reduce the amount of microbial activity and degradation that occurs while also extending
the amount of time that bananas can be stored [31]. To prevent the development of microorganisms, render enzymes inactive, and re-
duce unwelcome alterations in the color, taste, and texture of dried objects, the drying time and temperature are important factors to
consider [32]. Furthermore, the overall quality of dried banana slices is affected by the pretreatment processes that are employed
[33]. The traditional numerical techniques used to estimate banana slice drying have various limitations that restrict their usefulness
in tackling the complex difficulties presented by climate change and the requirement for sustainable food preservation measures
[34,35]. For starters, classic numerical modeling techniques often depend on simplified mathematical illustrations of heat and mass
transport processes, such as Fourier's equation and Fick's second rule of diffusion. While these equations give important information,
they may oversimplify the complex dynamics of heat and moisture transport throughout the food matrix, resulting in incorrect predic-
tions of drying kinetics and the quality of the product [36].

The traditional numerical techniques often fail to account for the wide range of elements that influence drying processes, such as
differences in ambient conditions, food qualities, and equipment design [37]. As a consequence, these models may fail to represent all
of the interactions and events that occur throughout banana slice drying, restricting their prediction power and practical value [38].
Furthermore, the growing focus on ecological and environmental stewardship in food processing mandates the development of cre-
ative techniques to reduce energy consumption and waste creation while preserving product quality [39]. Conventional drying proce-
dures often depend on high temperatures [40], which may result in unwanted changes in taste, appearance, and nutritional value, as
well as the creation of potentially toxic chemicals [41]. These shortcomings highlight the need for alternative drying technologies
that provide more sustainable and ecologically friendly alternatives. Machine learning offers a viable solution for overcoming the
constraints of traditional numerical approaches in simulating banana slice drying. In the literature, machine learning based-
prediction and optimization models are being implemented successfully in several domains of engineering applications like energy
(such as modelling thermal performance [42], harnessing renewable energy [43], optimizing energy system [44]), fuels (optimizing
parameters of dual-fuel engine using biogas [45], evaluating characteristics of engine fueled with biodiesel [46], optimizing biofuel
production [47]), environment (classification of waste [48] and sorption capacity prediction of hazardous elements [49]), industrial
applications (physically-based cloth simulation [50], optimizing the manufacturing products [51,52]), nano-based technologies (pre-
dicting the thermophysical properties of nanofluid [53] and optimizing the heat transfer of nanofluid [54]), society and health (pre-
diction of in-hospital risk [55], improving learning environment [56], managing health systems [57]), agriculture (managing land-
use change [58], evaluating the rice seeds quality [59]), and transport (event-triggered adaptive control for ships [60], managing
maritime and logistics [61], modelling ship main engine [62]). Machine learning systems, which use advanced algorithms and com-
putational methods, may analyze large amounts of information, find underlying patterns, and generate accurate predictions in a vari-
ety of situations [63,64]. Furthermore, machine learning models may adapt and improve over time via continual learning and opti-
mization [65], resulting in more accurate and trustworthy forecasts of drying kinetics and product quality [66]. Machine learning al-
gorithms may combine several sources of data, such as sensor readings, process parameters, and ambient variables, to capture the
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complex character of banana slice drying and improve predicted accuracy [67]. By bringing machine learning into the modeling
process, researchers may create more complete and sophisticated models that better represent the intricate interaction of variables
that influence drying [68,69]. A summary of recent studies using machine learning for solar-based drying of food items is listed in
Table 1.

The research introduces a novel method for predicting the drying characteristics of banana slices using state-of-the-art machine
learning algorithms integrated into an indirect solar dryer system. The work creates a prognostic model that incorporates advanced
machine learning methods for ML-based model prediction of the drying process. A more flexible and resilient modeling strategy, able
to handle the intricacies of drying processes, is guaranteed by this departure from traditional numerical approaches. This makes the
article's emphasis on efficient and environmentally friendly drying methods all the more relevant.

2. Materials and methods
2.1. Test setup and methodology

In the experimental part, the test samples of fresh bananas were purchased from a banana plantation in Thoothukudi, Tamil Nadu,
India. The test samples were prepared in two different sizes employing an automated cutting machine. To guarantee that the product
volume remained constant, each experiment included cutting the banana into two geometries. The oven technique was used to calcu-
late the initial moisture content of banana slices at 105 °C for 24 h [79,80]. An indirect solar dryer featuring a control device to con-
trol the flow of water and temperature was used for the research. Measurements were taken using portable instruments like a weight
scale, and an infrared temperature gun. Using a fresh food product as a pre-treatment was not necessary. Different drying cabin tem-
peratures, flow of water rates, and banana slice sizes were tested. To ensure a consistent product volume, the bananas were divided
into two shapes for every experiment: square and circular. Periodically, the digital scale was utilized to evaluate the amount of weight
lost. Uneven dehydration persisted until the product achieved the desired equilibrium moisture content (EMC). To calculate EMC, the
Guggenheim-Anderson-de Boer model was used. At dehydration temperatures between 72 and 90 °C, its dry basis (db) value was ap-
proximately 0.01 gm water/gram dry matter. A series of experiments were carried out using different product masses and water flow
rates. The length of drying is calculated employing to calculate the amount of energy used to dry banana slices in a drier at different
input temperatures and velocity levels as Eq. (1) [81].

Table 1
A summary of recent works in the domain of solar-based food items drying.

Food article and Type of solar drying ML used Main outcome References

Sweet potatoes (Convective type tray
dryer)

Neuro-fuzzy, Random Forest (RF), and Support Vector
Machine (SVM)

1. Drying time was the most influential
factor.

2. Neuro-fuzzy was the best ML
technique in this case.

[70]

Potato slice (Hot air dryer) Artificial Neural Network (ANN), Response Surface
Methodology (RSM), and Adaptive Neuro-Fuzzy Inference
System (ANFIS)

1. Temperature and drying time were the
most significant factors.

2. ANFIS was best best-performing ML
technique

[71]

Peanut Novel drying chamber) SVM, Decision Tree (DT), Random Tree (RT) and Multiple
Linear Regression (MLR)

1. The novel design was more effective in
drying.

2. RF-based model provided the best
predictions.

[72]

Watermelon rind (Convective dryer) ANN optimized with genetic algorithm (GA) 1. The peak temperature achieved in the
dryer was 45 °C.

2. ANN results were superior to the fitted
empirical approach.

[73]

Mushroom slice (Hot air impingement
drying)

Extreme Learning Machine Integrated Bayesian Methods
(ELMIBM), Back Propagation Neural Network (BPNN), and
Basic Extreme Learning Machine

1. ELMIBM was superior in this case.
2. Relative prediction errors were less

than 8.5 %.

[74]

Mint (Greenhouse solar dryer) Gaussian process regression (GPR), Multilayer Perceptron
Neural Network, Radial Basis Function (RBF)

1. Models could be developed for mass
and temperature.

2. The RDF model offered higher
accuracy compared to other ML
techniques in this case.

[75]

Tomato (Solar dryer with controllable
temperature system)

Feed Forward Neural Network (FFNN) optimized with GA 1. A drying model was developed.
2. A correlation coefficient higher than

0.99 was achieved.

[76]

Pomelo fruit (Microwave drying,
Freeze drying, and Forced
convection drying)

ANN 1. Mass and drying time prediction
models with ANN were developed.

2. R-value above 0.993 could be
achieved for all cases.

[77]

Apple cubes (Convective dryer) ANN, GA 1. The optimized setting was 1 m/s air
velocity and 65 °C drying temperature.

2. The prediction was less than 3.24 %.

[78]
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q = 𝜌. A. V . Cp.ΔT .t (1)

The variables q denotes energy consumption (kJ), A represents the inlet area of the dryer (m2), V denotes the velocity of air (m/s),
ρ represents the density of air (kg/m3), t denotes time consumed in each drying cycle (s), ΔT difference of temperature between ba-
nana slice and air (°C), and Cp represents specific heat of air (kJ/kg C).

The oven method evaluates the sample moisture content. The samples were dehydrated in the oven until the moisture content re-
mained constant. The masses of the slices were calculated before and after surgery using electronic weighing equipment. The sample's
moisture content was determined using the expression in Eq. (2) [82]:

Zt =
(
Mt − Md

)
∕ (Md) (2)

Herein, Zt represents the moisture content in the test sample at a specified time ‘t’ of the process. Mt represents the weight of the test
sample at time ‘t’ and Md represents the hydrated weight of the banana slice. A total of 30 experiments were conducted. The schemat-
ics of the test setup are depicted in Fig. 1a.

Fig. 1. (a) Schematics of test setup; (b) Testing and ML framework used in this study.
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2.2. Machine learning
The process of modeling, simulating, and making predictions regarding the complicated and non-linear behavior of solar-based

drying of perishable food products is a work that is both difficult and time consuming, as was mentioned before. Modern machine
learning approaches, on the other hand, present a one-of-a-kind potential to provide the resolution in this respect. As a result, the cur-
rent investigation makes use of two contemporary machine learning-based algorithms for prognostic purposes: extreme gradient
boosting and lightGBM. The data analysis process was started by importing Python libraries for various projects. Pandas were intro-
duced as pd to handle data manipulation and organization, numpy as np for numerical calculations, and matplotlib.pyplot as plt to vi-
sualize data graphically. In addition, train_test_split was introduced from sklearn.model_selection to split the data set into training test
subsets, an important step in model development to use this library for gradient boosting algorithms. The Lightgbm process was im-
plemented by importing lgb library while XGBRegressor was used for XGBoost implementation. In the Jupyter Notebook environ-
ment, using default hyperparameters, regression-based model estimation was performed. This advanced approach by seamlessly inte-
grating these libraries simplified intensive regression analysis within the Python ecosystem, making the search effort more efficient
and accurate. The ML process adopted in this study is depicted in Fig. 1b.

2.2.1. XGBoost
Extreme Gradient Boosting (XGBoost) belongs to the ensemble learning technique family and works by iteratively creating an en-

semble of weak learners, most notably decision trees, to generate a strong prediction model [83]. XGBoost is effective in both classifi-
cation and regression because it employs regularization to decrease overfitting and minimizes a specified loss function [84]. Two of
its main features are gradient boosting, which successively corrects prediction errors created by earlier models, and approximation
tree learning, which accelerates training by creating trees level-wise, these are two of its most important aspects. XGBoost's success
may be attributed to its ability to provide extremely accurate predictions as well as its adaptability to a wide range of applications
[85,86]. The method went as follows:

Suppose the test data set employed in the problem is specified as [87,88]:

D =

{(
xi, yi

)}n

i=1
; (3)

In this case, the vector feature is denoted as xi and the label for ith sample is represented by yi. XGBoost ML is designed to train an ad-
ditive ensemble of weak learners:

F (x) = ∑k=1
K fk (x) ; herein, fk(x) denotes regression tree.

The following expression can be used as the objective function in this case [87,88]:

Obj =
∑n

i=1
L
(
yi,yi

)
+

∑K

k=1
Ω
(
fk
) (4)

Herein, L (yi, yi) is used for loss function yi represents the estimated value and yi is used for model predicted value.
The model is trained iteratively by introducing weak learners within the ensemble. In every cycle, a new regression tree undergoes

training to minimize the ensuing objective function [87,88]:

Objk =

∑n

i=1
L
(
yi,yi

t)
+

∑t

i=1
Ω
(
fi
)
+ 𝛾.T +

1

2
𝜆
∑T

j=1
𝜔2

j
(5)

The complexity of the tree is defined by the regularization factor λ, and the total number of leaves γ is represented by T in Eq. (5).
When all of the regression trees in an ensemble have finished training, their predictions are combined to get the most accurate predic-
tion for a fresh sample x.

F (x) = ∑k=1
K fk (x); herein, the fk(x) is the prediction of kth tree.

2.2.2. LightGBM
Light Gradient Boosting Machine (LightGBM) is an ML framework that is renowned for its scalability and efficiency when it comes

to the management of big datasets. Efficiency and efficacy are two aspects of gradient boosting that stand out when compared to other
implementations of the technique [89]. One of the unique properties of LightGBM is that it natively supports categorical characteris-
tics, and it does so without the need for one-hot information encoding. The training pace is increased, but the consumption of memory
for training is minimized [90,91].

A gradient-based tree-boosting approach is utilized by LightGBM. This algorithm was developed with the particular purpose of op-
timizing both efficiency and scalability. First, let's have a look at the mathematical foundations that support LightGBM. Typically, an
objective function is specified as the sum of a loss function (yi, yi), and LightGBM is able to minimize this function. It uses a regulariza-
tion term Ω( f). The objective function in the case of LightGBM can be defined as [92,93]:

Obj =
∑n

i=1
L
(
yi,yi

)
+

∑K

k=1
Ω
(
fk
) (6)

In contrast to depth-wise tree development, which involves growing the tree level by level, LightGBM uses a tree growth approach
that develops the tree leaf by leaf. This results in fewer levels, which in turn helps to reduce the amount of memory that is used and
speeds up the training process. For the sake of this discussion, let T(x) stand for the decision tree model, wherein x is the input feature.
To minimize the objective function, LightGBM constructs a succession of decision trees iteratively. In the case of each iteration m, it
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fits a new tree to the negative gradient of the loss function, represented as gm (x). The forecast yim for a given case xi, at m iteration is
updated as [92,94]:

yi
(m)

= yi
(m−1)

+ learning rate × T
(
xi

) (7)

Herein, yi(m−1) is a prediction from the preceding iteration.

2.3. Statistical evaluation of models
Statistical methodologies like coefficient of determination (R2) were used for model evaluation and comparison. R2 quantifies the

variation in the dependent variable (the variable being predicted) and is explained by variations between the independent variables
(predictors) in the regression model. It ranges from 0 to 1, with '1′ properly explaining the model and '0′ not explaining anything. The
optimal number should fall anywhere between 0 and 1, preferably close to 1 [95,96]. The expression of R2 is given as:

R
2
= 1 −

SSres

SStot

(8)

Herein, SStot represents the total sum of squares while SSres denotes residual's sum of squares.
The average absolute difference between the data that was seen and the data that was projected is the mean absolute error (MAE).

MAE offers a measurement of the mean quantity of errors, but it penalizes huge errors with less severity. The MAE is determined by
the following formula [97]:

MAE =

1

n

∑n

i−1

||yi − yi
|| (9)

Mean Squared Error (MSE) estimates the mean of squared difference between predicted and measured data values. It estimates the
mean size of the model's errors, with greater MSE representing bigger errors. The following expression was employed using the fol-
lowing expression [98]:

MSE =

1

n

∑n

i−1

(
yi − yi

)2 (10)

In this case, n is the total number of observations, yi represents the measured value of ith observation, yi denotes the forecasted value
of ith observation.

3. Results and discussion
3.1. Data analysis and preprocessing

Preprocessing and analyzing the data is known as an essential step in enhancing the performance of ML-based prediction models
[99]. In this process, the correlation matrix offered depicts the correlations between different variables in a system. Each column in
the matrix represents the correlation coefficient between two variables, which can vary from −1 to 1. A score of 1 implies perfect posi-
tive correlation, −1 shows perfect negative correlation, and 0 indicates no connection. As shown in Fig. 2, the correlation coefficient

Fig. 2. Correlation heatmap.
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(R) value between temperature and flow rate of water is negligible, indicating that these two variables have no linear connection.
Similarly, the relationship between temperature and product type, as well as temperature and mass, is minimal.

The value of R is negative (−1.11E-16) between flow and temperature, close to zero between flow and productivity, indicating no
significant relationship between these variables. The correlation between volume and moisture is high (0.975), and it shows a posi-
tive relationship. This indicates an increase in moisture content with concentration. Similarly, the correlation between mass and en-
ergy consumption is slightly negative (−0.0227), indicating that more mass leads to less energy consumption. The correlation be-
tween water and energy consumption is −0.015, indicating a slightly negative relationship between these two variables. Finally, the
correlation between size reduction and energy consumption is positive (0.165), indicating that as the percentage of significant reduc-
tion increases, energy consumption also increases there was a slightly positive correlation (0.09) between size decrease and moisture
content. This indicates that a larger size decrease corresponds to an increase in moisture content.

Descriptive statistics provide information on the central tendency, dispersion, and shape of the distribution for each variable in the
dataset. As depicted in Table 2, beginning with temperature (Temp., C), the average temperature is 80 °C with a standard variation of
7.88 °C. The temperatures vary from 70 °C to 90 °C, with 80 °C being the median (50th percentile). The distribution looks to be sym-
metrical, with a minor negative skewness (−1.35) and zero kurtosis, indicating a generally normal distribution. The average flow rate
of water (FRW, l/h) is 20 l/h, with the same standard variation as temperature (7.88 l/h). The readings vary from 10 l/h to 30 l/h,
with a median of 20 l/h. Similar to temperature, the distribution of flow rates appears to be reasonably symmetrical, with the same
skewness and kurtosis. The product type variable has a mean of 0, suggesting a balanced distribution centered on zero. The standard
deviation is 0.788, indicating moderate variability in the data. The numbers range from −1 to 1 and represent the various categories
of goods. The distribution appears to be generally symmetrical, with kurtosis and skewness that match those of temperature and flow
rate. Moving on to mass (kg), the average mass is 0.62 kg, with a standard deviation of 0.299 kg. The mass values vary from 0.24 kg
to 1 kg, and the distribution appears to be generally symmetrical based on skewness and kurtosis.

The moisture content variable has an average of 29.98 % and a standard deviation of 21.38 %. The moisture content varies from
5.52 % to 61.65 %, with a median of 27.05 %. The distribution looks to be strongly skewed (skewness = 0.36), with a little larger
kurtosis (−1.37), indicating a distribution with heavier tails and a more prominent peak than a normal distribution. The average en-
ergy usage (kWh) is 6.26 kWh, with a standard deviation of 0.849. The values vary between 4.92 kWh and 7.82 kWh, with a median
of 6.035 kWh. The skewness and kurtosis readings suggest that the distribution is substantially symmetrical. Finally, the average size
reduction percentage is 69.5 %, with a standard deviation of 4.887 %. The percentages vary from 60.21 % to 76.24 %, with a median
of 71.23 %. The distribution looks to be negatively skewed (−0.79) and has considerable kurtosis (−0.56), indicating a distribution
with lighter tails and a flatter peak than a normal distribution.

3.2. Energy consumption model
Post data analysis and correlation evaluation, the prediction models for energy consumption during the drying process were devel-

oped using two modern ML techniques namely XGBoost and LightGBM. The data was divided into two parts, training as well as test-
ing in a 70:30 ratio. The open libraries in Python were used.

Once the models were ready these were employed for prediction of data both during the training and testing process. Fig. 3 depicts
the model performance for XGBoost and LightGBM-based models during model training as well as testing, respectively. It can be ob-
served that both during training and testing, the XGBoost-based model performs superior to the LightGBM-based model since most of
the results in the form of data points are close to the best-fit line. To make things more clear, the models were compared based on sta-
tistical metrics as marked on the plots.

These indicators are critical for assessing the efficacy and generalizability of the models. Starting with XGBoost, in the training
phase, it gets a very high coefficient of determination (R2) of 0.9957, meaning that the model can explain 99.57 % of the data vari-
ance. The mean squared error (MSE) is astonishingly low at 0.0034, suggesting that the actual and projected values are quite similar.
Furthermore, the mean absolute error (MAE) is minimal, at 0.0137, indicating high prediction accuracy. Moving on to the testing step
for XGBoost, the model retains its impressive performance. The R2 score rises slightly to 0.9971, indicating high generalization abil-
ity. The MSE falls further to 0.0008, showing that the model continues to perform well on unknown data. However, MAE has in-
creased slightly to 0.0212, indicating a somewhat larger average error than in the training phase, although it is still within acceptable
bounds. Moving on to LightGBM, in the training phase, it obtains an R2 value of 0.9061, which is lower than XGBoost, suggesting that
it explains 90.61 % of the variance in the data. The MSE is greater (0.0747), indicating a bigger mistake than XGBoost. Similarly, the
MAE is greater, at 0.2111, suggesting lower prediction accuracy than XGBoost. LightGBM's performance metrics fall somewhat during
the testing phase as compared to the training phase. The R2 value falls to 0.8809, suggesting a decline in explanatory power for un-

Table 2
Descriptive statistics.

Mean Std Min 25 % 50 % 75 % Max Kurtosis Skewness

Temp., C 80 7.88 70 70 80 90 90 −1.35 0
FRW, l/h 20 7.88 10 10 20 30 30 −1.35 0
Product Type 0 0.788 −1 −1 0 1 1 −1.35 0
Mass, kg 0.62 0.299 0.24 0.24 0.62 1 1 −1.35 0
Moist., % 29.98 21.38 5.52 6.77475 27.05 56.57 61.65 −1.37 0.36
Energy cons., kWh 6.26 0.849 4.92 5.8525 6.035 6.93 7.82 −0.98 0.22
Size reduction, % 69.5 4.887 60.21 68.285 71.23 72.67 76.24 −0.56 −0.79
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Fig. 3. Energy consumption model measured vs predicted values during; (a) Training, (b) Testing.

known data. The MSE drops to 0.0337, an improvement over training but still higher than XGBoost. The MAE also drops to 0.1616,
suggesting that the average error has decreased relative to the training phase but remains greater than XGBoost. In summary, XG-
Boost outperforms LightGBM in both the training and testing phases, with higher R2 values and lower error metrics, indicating im-
proved prediction accuracy and generalization ability, these results are agreed by other researchers in the literature [100].

3.3. Size reduction (shrinkage) model
Following data collection and correlation evaluation, prediction models for shrinkage of chip size during the drying process were

constructed utilizing two recent machine learning techniques: XGBoost and LightGBM. The data was separated into two parts: train-
ing and testing in a 70:30 ratio. Open libraries in Python were utilized. Once the models were completed, they were used to predict
data during both the training and testing phases. Fig. 4 shows the model performance of XGBoost and LightGBM-based models during
training and testing, respectively. Both during training and testing, the XGBoost-based model outperforms the LightGBM-based model
because the majority of the data points are near the best-fit line. To make things clearer, the models were compared using statistical
measures as shown in the graphs.

These measures are often used to assess the performance of regression models. Starting with XGBoost, during the training phase,
the model acquired a high R2 value of 0.9887, suggesting that it explains about 98.87 % of the variation in the target variable. The
MSE for the training data is 0.2527, indicating that the model's predictions are generally accurate. Furthermore, the MAE for the
training data is 0.1819, which is the average absolute difference between the predicted and observed values. Moving on to the testing
step for XGBoost, the R2 score stays high at 0.9775, showing that the model generalizes well to new data. However, both MSE and
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Fig. 4. Size reduction (Shrinkage) model measured vs predicted values during: (a) - Training, (b) - Testing.

MAE have somewhat increased from the training phase, with values of 0.4875 and 0.4962, respectively. This rise indicates that the
model's performance on unknown data is somewhat poorer than on training data, but it still has a high predictive potential.

In the case of LightGBM in the training phase, the R2 value is lower than XGBoost, at 0.8605, suggesting that the model explains
roughly 86.05 % of the variation in the target variable. The MSE for training data is greater, at 3.1306, indicating a bigger average
squared difference between predicted and actual values than XGBoost. Similarly, the MAE for training data is 1.3721, showing a
larger average absolute difference than XGBoost. However, throughout the testing phase, LightGBM shows a significant improvement
in performance. The R2 score rises significantly to 0.9419, showing that the model generalizes better to unknown data than it did in
the training phase. Furthermore, both MSE and MAE fall dramatically to 1.2633 and 0.8724, respectively, showing that the model's
predictions on unexplored data are more accurate and closer to the true values than its performance on training data. Overall, al-
though both XGBoost and LightGBM perform well in predicting the target variable, LightGBM outperforms in the testing phase, with
higher generalization and smaller prediction errors on unknown data [101].

3.4. Model comparison using Taylor's and violin diagrams
Taylor diagrams and violin plots are two examples of approaches that may be utilized to give valuable information on the perfor-

mance of various machine learning models when comparing between them, this is also agreed by other works [102,103]. It is possible
to simultaneously evaluate models based on a number of metrics, including correlation, root-mean-square error (RMSE), and standard
deviation, with the help of Taylor diagrams, which are a complete visualization tool [104]. On the diagram, each model is repre-
sented as a point, and its distance from a reference point is used to show correlation, while its placement along the x-axis is used to
communicate standard deviation. The degree of correlation that exists between the model and the reference may be determined by
the angle that is formed between the model point and the reference point. Comparisons and model selection are both made possible
through the use of Taylor diagrams, which offer a concise method for evaluating a large number of models using a variety of metrics.
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Taylor's diagrams in the case of the energy consumption model during training and testing are depicted in Fig. 5a and b, respectively.
Taylor's diagrams in the case of size reduction during training and testing are depicted in Fig. 6a and b, respectively. These plots also
reveal the XGBoost-based model's superiority in predictions.

Comparing models may also be done using violin plots, which are an additional method in addition to Taylor diagrams. The distri-
bution of prediction errors and other critical metrics among models may be efficiently displayed using violin charts, which are highly
successful in this regard, this result is also similar to previous work [105]. Each model is shown in the form of a "violin," which illus-
trates the distribution of the metric, and which typically includes a kernel density plot superimposed on top of it. The spread and
shape of distributions among models may be easily compared with the help of these graphs, which also provide insights into the con-
sistency of model predictions and demonstrate differences in performance variability.

Before attempting to make an accurate comparison between several machine learning models employing Taylor diagrams and vio-
lin plots, it is necessary to first analyze the performance of each model by employing pertinent metrics. The computation of correla-
tion coefficients, root mean square error (RMSE), standard deviation, and prediction errors might fall under this category. Following
the acquisition of these measurements, Taylor diagrams may be utilized to illustrate the overall performance of each model in con-
trast to a reference model or observations. During this time, it is possible to generate violin charts in order to examine the distribution
of prediction errors across the various models. Fig. 7 exhibits the violin plots for the sizer reduction model throughout training and
testing. Fig. 8 shows violin plots for size decrease during training and assessment. These charts further demonstrate the XGBoost-

Fig. 5. Taylor's diagram for energy consumption model during: (a) Training, (b) Testing.

Fig. 6. Taylor's diagram for size reduction model during: (a) Training, (b) Testing.
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Fig. 7. Violin plots for energy consumption model during: (a) Training, (b) Testing.

based model's advantage in prediction. It can be observed that violin plots of XGBoost-based models almost resemble the measured
data.

By analyzing the Taylor diagrams, one may locate models that have a high correlation and a low root mean square error (RMSE) in
comparison to the reference. On the other hand, by analyzing the violin plots, one can evaluate the variety and shape of prediction er-
ror distributions among the models. Through the integration of data from both representations, stakeholders have the potential to
make decisions that are more well-informed on the selection of models, additional optimization, and areas for development. All
things considered, the combination of Taylor diagrams and violin plots offers a comprehensive approach to the evaluation of machine
learning models. This approach enables a more comprehensive comprehension of the performance characteristics of these models
over a wide range of metrics and datasets.

3.5. eXplainable ML methods
In the present study, two modern and highly precise ML techniques XGBoost and LightGBM were employed. However, both ML

techniques are regarded as black-box methods. So, to improve on this aspect, the employment of eXplainable methods was consid-
ered, in which explainable artificial intelligence was an attractive option to address the issue of poor interoperability in black-box
methods [106,107]. Using eXplainable methods could improve the interpretability, trustworthiness, and comprehension of black-box
models [108]. Since XGBoost was superior in providing predictions in this case [109], it was selected for this purpose, and two differ-
ent methods of eXplainable ML were selected. The use of Shapley plots, in conjunction with XGBoost predictions for energy consump-
tion and size reduction, offers valuable insights and validation in the area of banana chip drying optimization. A better understanding
of the relative significance of input features may be achieved via the use of the Shapley plot. This plot reveals which components have
a significant influence on the amount of energy consumed and the decrease in size throughout the drying process [110]. When re-
searchers look at the values of Shapley, they have the opportunity to identify important factors and focus their efforts to increase both
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Fig. 8. Violin plots for size reduction model during: (a) Training, (b) Testing.

efficiency and product quality [111]. Through the process of comparing the projected value distribution to the observed values, re-
searchers have the opportunity to evaluate the performance of the model and identify any potential disparities or biases that may ex-
ist. This validation step ensures that the XGBoost model generates accurate predictions, hence generating trust in the model's utility as
a tool for making decisions in the context of banana chip drying operations. In a nutshell, the combination of Shapley plots with XG-
Boost predictions enables researchers to not only comprehend the fundamental dynamics of the drying process but also to assess and
update predictive models [112], which ultimately leads to optimal drying conditions and improved product quality [113].

3.5.1. Shapley plots for energy consumption model
The mean Shapley demonstrates the effect on the prediction output of the model is depicted in Fig. 9a and the Bee swarm cum vio-

lin plot is depicted in Fig. 9b. SHapley Additive exPlanations (SHAP) values compute the average influence of each feature on the
model's output (in this case, estimated energy consumption) [114,115]. It can be observed that temperature is the most influential
feature that affects the model of energy consumption followed by the product type (its shape and size). The moisture content too has a
substantial effect on the model but not as large as the previous two. The length of the bars and the size of the data point for each SHAP
value indicate the relative relevance of each attribute. Longer bars as in the case of temperature and product type indicate a greater
influence on energy use. The bee swarm cum violin plot showing kernel density of the plot helps in the identification of the nature of
effects on the prediction. It can be observed from Fig. 9b that temperature and moisture have more negative effects, but product type
has a positive effect on the model prediction of energy consumption.

3.5.2. Shapely plots for size reduction model
Fig. 10a depicts the mean Shapley displays the influence on the prediction output of the model, and Fig. 10b depicts the Bee

swarm cum violin plot. In this particular instance, the SHAP values calculate the average effect that each feature has on the output of
the model, which is the projected amount of energy consumption. It is possible to observe that product type and moisture are the
most significant factors that affect the model of energy consumption, followed by temperature. The flow rate of water also has a sig-
nificant impact on the model, but it is not quite as significant as the two things that came before it. Both the length of the bars and the
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Fig. 9. Energy consumption model: (a) Mean Shapley values of each feature; (b) Bee swarm cum violin plots of each feature.

size of the data point for each SHAP value indicate the relative importance of each feature. When it comes to temperature and prod-
uct kind, when the bars are longer, it indicates that there is a bigger effect on energy use. To assist in the identification of the nature
of the impacts on the forecast, the bee swarm cum violin plot, which displays the kernel density of the plot, is used. As can be seen in
Fig. 10b, the model's ability to forecast energy consumption is positively influenced by product type, and moisture content in the
product has a greater impact on the model's ability to predict size reduction model.

4. Conclusion
Some important implications regarding the application of machine learning algorithms, particularly XGBoost and LightGBM, in

modeling and forecasting the drying process of banana slices produced by an indirect sun drier may be drawn from the study's find-
ings.
o In both the training and testing phases, XGBoost routinely outperforms LightGBM in terms of R2 values, Mean Squared Error

(MSE), and Mean Absolute Error (MAE). In the training and testing phases, the R2 values for XGBoost are 0.9957 and 0.9971,
respectively; for LightGBM, they are 0.9061 and 0.8809.

o Compared to LightGBM, XGBoost yields much higher R2 values, indicating better model performance and a higher percentage
of variance explained by the independent variables. MSE results show that XGBoost had fewer errors in both the training and

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Case Studies in Thermal Engineering 60 (2024) 104743

14

V.G. Nguyen et al.

Fig. 10. Size reduction model: (a) Mean Shapley values of each feature; (b) Bee swarm plots of each feature.

testing phases than LightGBM, with XGBoost scoring 0.0034 (training) and 0.0008 (testing) compared to 0.0747 (training) and
0.0337 (testing) for LightGBM.

o Comparatively, LightGBM has a Mean Absolute Error (MAE) of 0.1616 (testing) and 0.0137 (training), whereas XGBoost has
0.0137 and 0.0212, indicating that XGBoost produces predictions that are more accurate and less erroneous. LightGBM
nevertheless provides respectable predictive capabilities, with R2 values more than 0.88 in both the training and testing phases,
even if it performs less well overall than XGBoost.

o When it comes to accurately predicting the drying process for banana slices in an indirect solar drier, both XGBoost and
LightGBM show promising results. The results show how machine learning models, namely XGBoost, may be used practically to
optimize drying conditions, enhance product quality, and use fewer resources while drying food.

o An explainable AI approach using Shapley values helped in the identification of temperature and product type as a major
influential feature on the model prediction in the case of the energy consumption model.
To sum up, the results of this investigation show that machine learning algorithms - specifically, XGBoost—are effective in ad-

dressing the problems associated with drying banana chips. These models provide accurate projections for enhancing product quality
and resource efficiency in addition to providing important insights into the relationships between the various components that affect
the drying process. To increase the effectiveness and efficiency of banana chip drying processes, more research and testing may inves-
tigate novel machine learning techniques and modify model parameters.
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