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Abstract

Currently, a great progress in the areas of molecular and hybrid electronics and photovolta-
ics is observed. The devices based on organic materials can be flexible and their cost of pro-
duction is very low which make them suitable for application in solar cells. However, their
efficiency and stability are much lower than for inorganic materials which causes that they
are still less popular. Recently, the hybrid organic–inorganic materials have attracted a lot of
attention. Their cost of production is also low due to a solution processing which, similarly
to organic devices, make them flexible. Perovskite solar cells are one of most popular hybrid
photovoltaic devices and drew the attention due to a tremendous increase of efficiency in a
short period of time. However, before commercialization there have to be solved few prob-
lems related to ionic conductivity, long–time stability and toxicity. Therefore, a detailed un-
derstanding of the device physics is fundamental for organic and perovskite solar cells. The
goal of this thesis is to understand which processes influence the electrical properties of both
types of solar cells. Here, numerical and experimental techniques are used to accurately de-
termine and understand electrical phenomena taking place in both organic and perovskite
photovoltaic cells.

The role of excitons is greater for organic structures as the photogeneration of charge car-
riers occurs as a result of excitons dissociation into separated electrons and holes. Therefore,
the excitonic processes are dominant for operation of organic solar cells and give a visible con-
tribution to photoelectric properties of such devices. Thus, here we discuss the influence of
excitons interaction with electrons and holes on photovoltaic parameters and dynamics of
the operation. Also, the influence of the nonuniform generation profile and interfaces are
shown to give a better understanding of the exciton annihilation mechanism. It has been
found that physics of the process is crucial for understanding of the organic solar cells oper-
ation. The exciton annihilation has been shown to observably influence all the photovoltaic
parameters, especially when simulated with interfaces.

Here, we present studies of the excitons impact in the perovskite solar cell operating in
two crystallographic phases associated with different temperatures (80 K and 295 K). They
are done based on the Saha relation and numerical simulations, which clearly distinguish a
domination of free charge carriers or excitons. It has been confirmed that excitons prevail in
the orthorombic phase and that excitons formation ismostly observable for a case of anopen–
circuit. We have also investigated the contribution of iodide ions to a total conductivity of
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the perovskite material with a use of the modified DC Hebb–Wagner polarization method.
It has been identified that an ionic conductivity dominates in tetragonal phase which is asso-
ciated with a room temperature. We have found the activation energy of ions in perovskite
material equal to 0.87±0.02 eV, which is in a good agreement with previous literature re-
ports. The high contribution of ionic conductivity at a room temperature might be a reason
of the observed hysteresis in halide perovskite solar cells which is still very important problem
in the perovskite photovoltaics.

In order to achieve the highest performance of organometal trihalide perovskite solar cells,
the dominant mechanisms which play a key role in a perovskite material are required to be
recognized. Therefore, we have focused on the interfacial recombination between the hole
transporting layer (HTL) and the perovskite material in solar cell devices with p–i–n archi-
tecture. It has been experimentally shown that Cu:NiOx used as a HTL drastically decreases
a short–circuit photocurrent and an open–circuit voltage. However, we have found that an
addition of PTAA thin layer improves cells quality and, as a consequence, the efficiency of
such solar cells increases by 2%. Here, based on experimental results and numerical simula-
tions, we have explained that both losses are related to a ”dead layer”, where a very high surface
recombination occurs. The studies have been demonstrated by the means of series detailed
analyses to get in–depth understanding of the physical processes. The following results could
be useful for improving the quality of perovskite solar cells.

The recent research for improvement in stability has led to the conclusion that perovskite
solar cells with a mixed dual A–cation have much better structural stability without loss of
efficiency. Simultaneously, the electrical properties are not reduced. However, using a dual
cation in the perovskite raises a questionwhich salt should be used to introduce bromide ions.
Here, we have investigated the three sources of bromide in the perovskite absorption layer,
using lead bromide (PbBr2), formamidinium bromide (FABr) and cesium bromide (CsBr).
The experimental results have shown a better performance for FABr and CsBr sources of
bromide in comparison to regularly used PbBr2. This effect has been explained with the
properties of colloidal dispersion present in the perovskite solutions which changes the de-
fect states during the crystallization of the absorber layer. It has been found with numerical
simulations that observed phenomena directly impacts the rates of the trap–assisted recom-
bination. The following results are step forward in understanding the physics behind the
crystallization process which is crucial in further improvement of the perovskite solar cells.
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Streszczenie

Wobecnych czasach obserwowany jest znaczący postęp w dziedzinie molekularnej i hybrydo-
wej elektroniki, a zwłaszcza fotowoltaiki. Jedną z głównychprzyczyn sprawiającą, że struktury
oparte na materiałach organicznych są stosowane w ogniwach słonecznych są ich właściwo-
ści elastyczne, a także bardzo niski koszt produkcji. Jednakże ich wydajność i stabilność są
znacznie gorsze niż w przypadku materiałów nieorganicznych, co sprawia, że nadal są mniej
popularne. Dlatego też materiały hybrydowe składające się z części organicznej i nieorganicz-
nej przyciągają ostatnimi czasywiele uwagi. Podobnie domateriałów organicznychmogą być
one elastyczne, jak również ich koszt produkcji jest niski. Jedną z najpopularniejszych struk-
tur hybrydowych są perowskitowe ogniwa słoneczne, które zwróciły uwagę ze względu na
znaczący wzrost wydajności w krótkim okresie czasu. Jednak zanim nastąpi ich komercjali-
zacja należy rozwiązać problemy związane z przewodnością jonową, długotrwałą stabilności,
a także z toksycznością. Dlatego też szczegółowe zbadanie fizyki ogniw słonecznych bazują-
cych na materiałach organicznych i perowskitowych ma fundamentalne znaczenie. Celem
tej pracy jest zrozumienie, które mechanizmy wpływają na właściwości elektryczne obu ty-
pów ogniw słonecznych. W tym przypadku techniki numeryczne i eksperymentalne zostały
wykorzystane do dokładnego określenia i zrozumienia zjawisk elektrycznych zachodzących
zarówno w organicznych, jak i perowskitowych ogniwach fotowoltaicznych.

Rola ekscytonów jest większa dla struktur organicznych, ponieważ fotogeneracja nośni-
ków ładunku zachodzi wwyniku dysocjacji ekscytonówna swobodne elektrony i dziury. Dla-
tego też procesy ekscytonowe są dominujące podczas działania organicznych ogniw słonecz-
nych i wyraźnie wpływają na właściwości fotoelektryczne takich urządzeń. Z tego powodu,
w poniższej pracy omawiany jest wpływ oddziaływania ekscytonów z elektronami i dziurami
na parametry fotowoltaiczne, a także na dynamikę funkcjonowania ogniwa. Pokazano rów-
nież rolę niejednorodnego profilu generacji i zjawisk międzyfazowych, aby lepiej zrozumieć
mechanizm anihilacji ekscytonów. W pracy pokazano, że ten proces ekscytonowy ma klu-
czowe znaczenie dla działania organicznych ogniw słonecznych. Udowodniono również, że
anihilacja ekscytonów w widoczny sposób wpływa na wszystkie parametry fotowoltaiczne,
zwłaszcza gdy jest symulowana z uwzględnieniem interfejsów.

Przedstawionowyniki badańwpływuekscytonówwperowskitowymogniwie słonecznym
znajdującym się w dwóch fazach krystalograficznych związanych z różnymi temperaturami
(80 K i 295 K). Procesy ekscytonowe zostały przebadane za pomocą równania Saha i symu-
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lacji numerycznych, które pozwoliły na wyodrębnienie dominacji swobodnych nośników ła-
dunku lub ekscytonów. Dzięki temu, potwierdzono dominacje ekscytonów w fazie rombo-
wej, zaś proces tworzenia się ekscytonówmożna zaobserwować głównie w przypadku ogniwa
działającego w obwodzie otwartym. Zbadany został również udział jonóww całkowitej prze-
wodności materiału perowskitowego z użyciem zmodyfikowanej techniki polaryzacji stało-
napięciowej Hebb–Wagner’a. Wyniki badań pokazały, że przewodnictwo jonowe dominuje
w fazie tetragonalnej występującej w temperaturze pokojowej. Wyznaczona energia aktywa-
cji jonów w materiale perowskitowym równa jest 0.87±0.02 eV, co jest w dużej zgodności
z wcześniejszymi doniesieniami literaturowymi. Wysoki udział przewodnictwa jonowego w
temperaturze pokojowej może być przyczyną zaobserwowanego efektu histerezy w perow-
skitowych ogniwach słonecznych, która jest nadal bardzo ważnym problemem w badanych
materiałach.

Aby uzyskać najwyższą wydajność ogniw słonecznych bazujących na halogenkowym ma-
teriale perowskitowym, kluczowe jest rozpoznanie dominujących mechanizmów ogranicza-
jących działanie tych ogniw. Dlatego też, dalsze badania skupiły się na rekombinacji mię-
dzyfazowej zachodzącej pomiędzy warstwą transportującą dziury (HTL), a materiałem pe-
rowskitowymw ogniwach ze strukturą p–i–n. Wyniki eksperymentu pokazały, że użyty ma-
teriał Cu:NiOx jako HTL drastycznie zmniejsza wartość prądu zwarcia i napięcie obwodu
otwartego. Stwierdzono jednak, że dodanie cienkiej warstwy PTAA poprawia jakość bada-
nych ogniw słonecznych, a w konsekwencji wydajność wzrasta o 2%. W poniższej pracy wy-
jaśniono, że obserwowane straty są związane z tzw. ”martwą warstwą”, w której zachodzi
bardzo wysoka rekombinacja powierzchniowa. Wykonano serię szczegółowych analiz wy-
korzystujących symulacje numeryczne, które pozwoliły odtworzyć wyniki eksperymentalne.
Otrzymane wyniki mogą być przydatne do dalszej poprawy jakości perowskitowych ogniw
słonecznych.

Ostatnie badania nad poprawą stabilności wykazały, że perowskitowe ogniwa słoneczne z
mieszanympodwójnymkationemmają znacznie lepszą stabilność strukturalną. Jednocześnie
właściwości elektryczne nie są zmniejszone, a więc zachowana jest wysoka wydajność. Jed-
nak zastosowanie podwójnego kationu w perowskicie rodzi pytanie jaki związek powinien
być użyty do wprowadzenia jonów bromkowych. W poniższej pracy zbadano trzy źródła
bromku w warstwie absorpcyjnej perowskitu, używając bromku ołowiu (PbBr2), bromku
formamidyny (FABr) i bromku cezu (CsBr). Wyniki eksperymentalnewykazały lepsząwydaj-
ność dla ogniw z użyciem FABr i CsBr w porównaniu z regularnie stosowanym PbBr2. Efekt
ten wyjaśniono właściwościami koloidów występującej w dyspersyjnych roztworach perow-
skitu, które wpływają na ilość defektóww czasie krystalizacji warstwy absorbującej. Dzięki sy-
mulacjom numerycznym stwierdzono, że obserwowane zjawiska bezpośrednio wpływają na
szybkość rekombinacji przez stany pułapkowe. Uzyskane wyniki pozwalają lepiej zrozumieć
fizykę procesu krystalizacji, która ma kluczowe znaczenie dla dalszego ulepszania perowskito-
wych ogniw słonecznych.
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Chapter1
Introduction

Nowadays, the generation of electricity is mostly made with fossil fuels which also make the
basis of the modern economy. However the resources are limited and leads to warming of
the global climate. Therefore, the cleaner technologies are sought and the renewable energy
production starts to play an important role. The solar energy is unlimited and could easily
covered all the human needs for electricity. Therefore, there has been observed a constant
progress in the development of photovoltaic materials. The most popular material is still
siliconwhich gives the highest efficiency and stability so far. However, the cost of production
ofmonocrystalline silicon solar cells is highmostly due to a process of production. Therefore,
the organic solar cells have been proposed as alternative due to a low cost of production but
the efficiency and stability are still lower than for regular solar cells. Thus it needs further
progress before commercialization. The other group ofmaterials applied in photovoltaics are
perovskite materials which progressed in efficiency very quickly. The organic and perovskite
materials are getting attention as future semiconductors in photovoltaics. To overcome the
limiations related with these solar cells, the deeper studies are needed. The goal of the thesis
is to understand physical phenomena taking place in organic and perovskite solar cells.

In the first part of the chapter, the economical and ecological aspects of photovoltaics are
given to motivate the following studies. Further, the general description of organic and per-
ovskite solar cells is given with their basic principles of operation. Subsequently, the widely
applied current–voltage characterization method for solar cells is described. At last, the over-
view of the following thesis is presented.

1.1 Energy economy

The industrial technologies and living standards are mainly dependent on the stored energy
resources, therefore the industrial evolution drives the energy consumption observably. Fig-
ure 1.1(a) shows the trend of primary energy (rather than final energy) consumption globally.
In the 20th century, the energy consumption has raised drastically and about 87% of total en-
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Figure 1.1: Sta s cal data of a) global primary energy consump on measured in terawa –hours (TWh) per year with
different source, and b) average global temperature anomaly and CO2 concentra on. The inset of (a) shows global
energy consump on by different sources from 2017. The experimental data is extracted from literature [3–5].

ergy is mainly built upon fossil fuels (crude oil, coal and natural gas). However, there are two
main problems with the use of fossil fuels, meaning their limit resources and contribution to
environmental warming process [1, 2].

First, the fossil fuels are organicmaterials developedmillions of years agowhichmake them
non–reusable. Thus, their resources are limited and depleting rapidly as new reserves are be-
coming harder to find. There are different models predicting how much time should left
before total depletion of fossil fuels. The results show scarce of energy supply in the next
two decades, especially in the transportation before 2020. The electricity generation from
fosil fuels should not fulfill the demands already in 2025–2040 [6]. The other problem is
the global warming effect. Their organic structure is based mainly on hydrogen, carbon and
nitrogen elements. Therefore, fossil fuels combustion leads to a production of greenhouse
gases which emission has been related with a long–term global temperature change [7]. This
relation comes as a result of the dominant production of CO2 which is about three quarters
of total annual anthropogenic greenhouse gases and it has a long atmospheric lifetime [8, 9].
Figure 1.1(b) shows the global average temperature anomaly and CO2 concentration. It is
observed that with increase of carbon oxide concentration, the annual temperature is rising
almost linearly from 1960s. It is has been agreed that the rise over 2◦C of global temperat-
ure anomaly may lead to irreversible changes in the climate. The critical warming of 2◦C
would lead to heat waves, reduction in annual water availability, global sea level rise, changes
in local crop yields, etc. [10]. Therefore, the international climate policy under the United
Nations Framework Convention on Climate Change has taken the goal to keep the global
mean temperature below 1.5◦C [11].
The different mitigation scenarios are proposed to decrease the production of greenhouse

gases, and therefore not to allow to increase the global temperature. This mostly includes
changes in policy to reduceCO2 emission by changing fuel emission standards and increasing
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Figure 1.2: Spectral irradiance as a func on of wavelength for AM0, AM1.5G and AM1.5D. Data is adopted from [13].

the requirement for renewable energy resources [12]. Today, only approximately 4%of global
energy production is coming from renewable energy resources and 9% from green energy
including nuclear power and biofuels, see Figure 1.1(a-inset). The solar installations have
already demonstrated an economical and expansion potential with the use of organic and
perovskite materials. Therefore, the further development of these solar cells are crucial for
future of energy sector.

1.2 Solar energy supply

The solar energy reaching the earth is in the form of photons which possess an energy that
further could be transformed to any form of electricity or heat. The amount of energy pro-
duced by sun which reaches the earth is enourmously high and could easily cover all the hu-
man needs. Figure 1.2 shows the spectrum of light reaching top regions of the earth, mean-
ing there is no absorption through the atmosphere. Therefore, it is called the air mass zero
(AM0), as there is no air between the sun and themeasuring point. This is practical for usage
of solar cell out of space and corresponds to energy of 1353 W m−2. However, the most of
solar cells are measured under solar spectrum with irradiation through the atmosphere. A
typical spectrum for a moderate climate is AM1.5 which assumes an angle of incidence of
solar irradiation equal to 47◦ in respect to the surface. The integral of AM1.5 spectrum gives
a total irradiation energy equal to 1000 W m−2. The differences in total energy are coming
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from the absorption of photons by molecules present in the atmosphere. Further AM1.5 is
divided into a global spectrum (AM1.5G) and a direct beam from the sun (AM1.5d). Fig-
ure 1.2 shows both as a function of wavelength. The AM1.5G includes a total direct and
diffuse light, while the AM1.5D only the irradiation from 2.5◦ circumsolar component [14].
The latter is useful for solar concentrated light which is not a part of the thesis. Therefore,
only AM1.5G will be further used and called AM1.5 for simplicity. To harvest solar energy,
the sun transforming energy devices are needed. In a case of conversion to electricity, the
photovoltaic solar cells are used.

1.3 The basics of semiconductor physics

The operation of p-i-n junction applied in the perovskite solar cell is given in a brief version.
The more detailed description can be found in the literature [14–16]. Next, a short informa-
tion about the operation of organic solar cell will be presented. Also for this case, the deeper
description of organic solar cell is widely available in the literature [17].

1.3.1 The perovskite solar cell

Hybrid organic-inorganic perovskites attracted a lot of attention in the last ten years since
these materials started to be used as an absorber layer in solar cells. Their general structure
is ABX3, where A is a small organic cation, B represents a divalent metallic cation, and X
denotes a halogen anion. The most frequently used compound with a perovskite crystallo-
graphic structure is methylammonium lead halide CH3NH3PbI3. However, recently, the
perovskite materials with a mixed dual A–cation (2C) has brought a much atention as they
have better structural stability without loss of efficiency [18]. With a continuous progress in
the field, current state-of-the-art power conversion efficiency of perovskite solar cells (PSCs)
reached the record value of 23.7% [19]. The outstanding performance of this material is due
to a direct band–gap [20], a high charge carrier mobility [21], a small exciton binding energy
[22] and a high absorption coefficient in a wide spectrum of light [23]. However, the elec-
trical and transport properties of trihalide perovskites may drastically change with a phase
transition. Three phases of the organo–lead halide perovskite material are observed in differ-
ent temperature regimes [24–26]. The orthorhombic phase is present at a low temperature
and converts into tetragonal phase at about 160 K. The transition between tetragonal and
cubic phases takes place above 330 K [27–29].

The performance of PSCs are still far from the final goal. The analysis of current–voltage
characteristics demonstrates the effect of rate–dependent hysteresis in numbers of such struc-
tures [30–32]. Therefore, the understanding of themajormechanism influencing the hyster-
esis effect is crucial for a future development of the perovskite solar cells. According to Snaith
et al. [30], there are three possible explanations of the hysteresis: (1) the large density of de-
fect states at the interface, (2) ferroelectric properties and slow polarization of the material,
and (3) the polarization–dependent moveable ions which can screen a space charge built–up
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that influences the charge collection at the contacts. The previous studies suggest that the
time of interfacial trapping and ferroelectric domain are not the source of hysteresis solely
[32–34]. However, it seems that ions accumulate at the interface of electrodes and screen
the built–in electric field independently of illumination [35]. Therefore, the conclusion is
that the ionic flow with a timescale of seconds to minutes could create the J–V hysteresis de-
pendently of voltage sweep rate. Also, the ion diffusion has been connected with a stability
of perovskite solar cells [36]. Thus, the further studies of perovskite physics are needed to un-
derstand their mechanism of operation to increase their stability and efficiency which would
lead to commercialization of PSCs in the future.

Figure 1.3 shows a simple model to explain basics of solar cell operation. Perovskite solar
cells could be constructed in regular n-p and n-i-p structures or inverted p-n or p-i-n stacks,
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where p and n stands for a hole transporting layer (HTL) and an electron transporting layer
(ETL), respectively. The intrinsic (i) layer is a perovskite semiconductor. In this thesis, only p-
i-n structurewill be considered. TheHTLandETLhave the ability to transport onlyone sign
charge carriers in the used structure due to different energy affinities in the solar cell. When
these types of semiconductingmaterials create a junctionwith a perovskite, it results in a total
diffusion of charge carriers to the other side. Also, due to the built–in voltage (defined as the
difference of the top to the bottom level of a conduction band of the ETL and HTL), the
perovskite layer possess a built–in electric field, see Figure 1.3(a). The difference between p-i-
n and p-n junctions is that in the the depletion region, the electron field extents over a wider
region in intrinsic layer. The flow of electrons and holes lasts until the thermodynamical
equilibrium state is reached and the Fermi level is equal across all three materials. At this
condition, there is noflowof current through thePSC.Theoccupancydistributionof charge
carriers at the corresponding bands can be well described with the Fermi–Dirac statistics.

The equilibriumstate changeswhen the solar cell is irradiated andphotonsof energyhigher
than a band–gap (an energy difference between a conduction and a valence bands in the first
Brillouin zone) are absorbed, as shown in Figure 1.3(b). Then both oppositely sign charge
carriers can be separated by the built–in electric field. Further, the charges are transported
and collected at the electrodes. This results in the flow of current which could be related to
the transport of charge carriers by the electric field (drift) or a gradient of concentration (dif-
fusion). The drift and diffusion currents constitute to the total current collected from the
operating solar cell. Other scenarios gives the possibility of charge carriers to recombine. It
should be noted that a light can create also the electron–hole pairs bound with a Coulomb
force which keeps both charge carriers together. Such a pair is called the exciton. However,
its creation is less possible in room temperatures for inorganic materials.

The non–equilibrium condition leads to creation of quasi–Fermi levels for electrons and
holes. Under the biased condition, the applied voltage changes the built–in voltage depend-
ing on the direction of polarization. Thus, if an external voltage is positive, the Fermi levels
raises on one side in respect to the other and charge carriers are injected from electrodes.
When negative voltage is applied, the charge carriers are attracted to the electrodes. There-
fore, the p-i-n junction acts as an rectifier with a nonlinear current to voltage characteristics.

1.3.2 The organic solar cell

Organic semiconductors are materials that possess a few features which make them suitable
to construct electronic devices, like solar cells, light-emitting diodes, and transistors. Most
importantly, their cost of production is relatively low. Therefore currently, a great progress in
the areas ofmolecular electronics andorganic photovoltaics is observed. Nevertheless, devices
based on inorganic materials are still more popular due to their better stability and efficiency.
In order to obtain more efficient organic solar cells, it is important to solve a problem which
physical processes significantly influence their photovoltaic parameters.

The operation of organic solar cell is straightly different and requires other consideration.
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Figure 1.3(c) shows an organic junction created from donor and acceptor materials. The dif-
ference lies down in the electron affinity levels for these two materials. The junction can be
treated in a sandwich structure or bymixing in the bulk of twomaterials. The Lowest Unoc-
cupiedMolecular Orbital (LUMO) and theHighest OccupiedMolecular Orbital (HOMO)
can be created as analogs to valence and conduction bands in inorganic semiconductor. The
electrical properties of organic semiconductor are much different, and their permittivity is
much lower. This results in a much higher exciton binding energy which is higher than the
thermal energy. Therefore, the absorption of photon causes the creation of an electron–hole
pair (exciton) which is relatively strongly bonded. In such materials, excitons may dissoci-
ate into free charge carriers and then transported to electrodes driven by electric forces or
the gradient of concentration. Both constitute to electric current flowing from the solar cell.
However, in organic solar cell, the mechanisms concerning excitons are of main importance
as the electric field resulting from a built–in potential is usually not sufficient for the dis-
sociation of excitons. As a result, excitons may recombine before giving any contribution
to the photocurrent. Therefore any process, which influences a concentration of excitons,
is relevant for final efficiency of such devices [37, 38]. Also, this is one of the reasons, the
blended bulk heterojunction solar cells have much higher efficiency, as the distance between
distributed interface ismuch shorter than an exciton diffusion lengthwhich allows for higher
dissociation rate at donor–acceptor interface.

1.3.3 The device characterization

In order to characterize the solar cell, the current–voltage (J–V) characteristics are measured.
Figure 1.3(d) shows the regular characteristics obtained underAM1.5 condition by changing
the applied voltage and measuring the output photocurrent. The plot exhibits a few charac-
teristic points which are used for description of the solar cell. Under a zero applied voltage,
the short–circuit current (Jsc) can be found. At the open–circuit voltage (Voc) the current is
zero and it is themaximum voltage that can be obtained during the operation of the solar cell.
At the maximum power point (MPP) proportional to the voltage and photocurrent of the
cell, the fill–factor (FF) can be calculated

FF =
JMPPVMPP

JscVoc
. (1.1)

Figure 1.3(d) shows the illustrativeway todescribeFF.Thepower conversion efficiency (PCE)
is proportional to the output power of the cell and inversely proportional to the input power

PCE =
JscVocFF

I
, (1.2)

where I represent the incident light intensity.
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1.4 Objectives and a scope of the thesis

The aimof this thesis is to investigate the phenomenawhich influences electrical properties of
organic and perovskite solar cells. A special attention is paid on an impact of different effects
(excitonic processes, interface phenomena or recombination) on the photovoltaic parameters
(Jsc, Voc, FF and PCE). In addition, a role of different crystallographic phases is taken into
account for perovskite systems.
In Chapter 2 all the details for the used numerical model are given which includes the

drift–diffusion model description. The numerical model is the main tool used throughout
the thesis to simulate the operation of solar cell. From the numerical simulation of the charge
carrier mechanisms, the theory can be confirmed if properly used with the experiment.

Chapter 3 focuses on the annihilation of excitons on charge carriers. The steady–state and
transient simulation results are provided to understand the operation of the solar cell. Fur-
ther, the roles of generation profile and interfaces are shown for the same exciton annihilation
rates.
Chapter 4 is focused on studies on perovskite solar cells to understand the exciton and

ion properties. The numerical studies on excitonic processes are focused on answering the
question if excitons prevails in room and low temperature. Also, the experimental studies
of ionic conductivity in perovskite material based on the DC Hebb–Wagner polarization
method arepresented. Bothparts of thisChapter describe theperovskite behavior indifferent
crystallographic phases.

In Chapter 5, the role of the interfaces surface recombination between HTL and per-
ovskite material is discussed. The experimental results of two types of PSCs with one hav-
ing modified interface layer and one without modification are presented. The verification
of the theory of a ”dead layer” has been made with a numerical drift–diffusion model. The
Chapter has been extended with numerical simulation with different dead layer thicknesses
which helped in explanation of the role of surface recombination.

Chapter 6 focuses on themore complex double cation perovskite solar cells. Experimental
studies of different source of salts in the perovskite layer to introduce bromide ions are shown.
The influence of a crystallization process on photovoltaic parameters and recombination via
trap states are also investigated by numerical simulations.
It should be noted that this work presents experimental and theoretical results obtained

by author in Gdańsk University of Technology (Chapters 3 and 4) and in TNO Solliance in
Eindhoven (Chapters 5 and 6). The synthesis of all perovskites were prepared by author of
this thesis.
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Chapter2
Drift–diffusion modeling

Numerical modeling are highly desirable when discussing physical mechanisms, interpreting
experimental results or searching theway to optimize the solar cell device. There are variety of
simulationmodels which represent different scale and physical details. However, usually it is
with the cost of calculation speed. Therefore, there has to be a compromise between a compu-
tation time and howdetail themodel is. It is also necessary to know the limitation of the used
model to interpret the simulation results correctly by improper application of the numerical
tool. The useful tool formacroscopic description is an equivalent circuit model. However, it
does not give any detailed information about the dominant mechanism but rather gives mac-
roscopic parameters which describe the device. Its computation time seems to be very short,
therefore it still finds applications in variety of organic [39] and perovskite [40] solar cells.
From the other hand, the quantummechanical models are microscopic and give muchmore
physical details but increase the computation time. They are used for simulation of processes
takingplace inmolecular [41] or crystalmaterials [42]. The compromisebetween thephysical
details and the computation time is a drift–diffusionmodelwhich has been already applied in
organic [43–46] and perovskite [47–50] solar cells. The numerical modeling applies physical
parameters which are mostly acquired from the experiment. Most of the mechanisms can be
used in the computational model to see their influence on the operation of solar cells. The
limitation of the tool can be related to the conditions to simulate only free charge carriers
which obey continuity equation. Considering all the advantages, the drift–diffusion model
has been chosen as the main tool for the presented theoretical studies.

This chapter presents a brief description of theoretical models and mechanisms used in
simulations reported in this thesis. However, we should note that this part cannot be treated
as a full review of all theoretical formalisms which can be implemented in the drift-diffusion
model [2]. First, we present the general concept of the drift–diffusion model quantitatively
describing transport equations for charge carriers (electrons, holes, ions) and excitons. Next,
the generation and recombination mechanisms which take place in solar cells are explained.
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Further, we describe the details of boundary and interface conditions which completes the
general numerical model. However, for simulation of the semiconducting devices, the nu-
merical model has to be discretized and implemented with a specific algorithm that gives the
iteration procedure used in the code. Finally in this chapter, the numerical results are con-
fronted with a simple analytical model for validation purposes.

2.1 Governing equations and models

2.1.1 Poisson equation

According to one of theMaxwell equation (theGauss’s law), the density of charge carriers (ρ),
which accumulate locally, causes the spatial change of electric field (F). This change creates
the variations of an electric potential which is described by the Poisson equation

∂2φ
∂x2

= − q
ε0εr

ρ(x), (2.1)

where φ is a local electric potential that depends on the dielectric constant (εr) of the ma-
terial and also on a total density of charge carriers (ρ). The equation presented here is one–
dimensional (x) across the solar cell. The parameter ε0 is a vacuum permittivity and q repres-
ents an elementary charge constant. The electric field distribution can be calculated from the
following relation

F = −∂φ
∂x

. (2.2)

2.1.2 Electronic charge transport

Basedon theBoltzmannequation, the continuity equations are given in theone–dimensional
forms for electrons

∂n
∂t

= G(x)− R(x) +
1
q
∂Jn(x)
∂x

, (2.3)

and holes

∂p
∂t

= G(x)− R(x)− 1
q
∂Jp(x)
∂x

, (2.4)

where G(x) is a sum of generation rates of charge carriers, while R(x) represents sum of all
recombination processes. Parameters Jn and Jp represent electron and hole current densities,
respectively. Both are described by the sum of drift (associated with an electric field) and
diffusion (associated with a gradient of charge carriers concentration) currents for electrons

Jn(x) = −qn(x)μn
∂φ
∂x

+ qDn
∂n
∂x

, (2.5)
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and holes

Jp(x) = −qp(x)μp
∂φ
∂x

− qDp
∂p
∂x

, (2.6)

where μn(p) represents the mobility of electrons (holes) and Dn(p) is a diffusion coefficient
for electrons (holes). The diffusion coefficient can be related to charge carrier mobility with
the Einstein relation which can be obtained directly from Equations 2.5 or 2.6. Using the
current equation in the equilibrium condition with no current flow and the concept of elec-
trochemical potential, the following (Einstein) relation can be acquired

Dn(p)

μn(p)
=

kBT
q

, (2.7)

where T represents an absolute temperature and kB is the Boltzmann constant. Therefore,
the drift–diffusion current equations can be written for electrons

Jn(x) = −qn(x)μn
∂φ
∂x

+ μnkBT
∂n
∂x

, (2.8)

and for holes

Jp(x) = −qp(x)μp
∂φ
∂x

− μpkBT
∂p
∂x

(2.9)

within the entire scope of this work. Due to the fact that the model is calculated in time (t)
domain, the equation for displacement current density should be also included

Jdisp = εrε0
∂F
∂t

. (2.10)

2.1.3 Ionic charge transport

The equations which describe behavior of ions can be written in the same form as for elec-
trons and holes [51]. Therefore, the continuous equation for anions looks as follows

∂a
∂t

=
1
q
∂

∂x

(
−qaμa

∂φ
∂x

+ μakBT
∂a
∂x

)
(2.11)

while for cations

∂c
∂t

= − 1
q
∂

∂x

(
−qcμc

∂φ
∂x

− μckBT
∂c
∂x

)
, (2.12)

where a and c are densities of anions and cations, respectively. The diffusion coefficients
for ionic charge carriers are also correlated with mobilities with the use of Einstein relation.
Therefore, above equations are already given with μa and μc which represent mobilities of
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these ions. The currents of anions (Ja) and cations (Jc) are symmetrical as in the case of elec-
trons and holes. There is no generation and recombination processes for ions, therefore the
drift–diffusion currents are included in the continuous equations for clarity.

2.1.4 Excitonic transport

The excitons are Coulombically bound electron–hole pairs with a binding energy defining
the type of the exciton. The continuity equation for the excitons can be written as

∂S
∂t

= GS(x)− RS(x)−
1
q
∂Js
∂x

, (2.13)

where GS(x) and RS(x) are the sums of generation or recombination rates, respectively. Js is
a current density of excitons given by

Js = −qDS
∂S
∂x

, (2.14)

where S is an exciton concentration and DS represents a diffusion coefficient of excitons.
Here, we could also assume validity of the Einstein relation, however as exciton does not
possess any charge, the diffusion coefficient is used instead (a mobility of excitons μS might
be sometimes taken as an useful parameter). For the same reason, there is only a diffusion
part in the current equation with no drift.

2.1.5 Generation profile

In inorganic materials, the generation of charge carriers takes place when a photon of energy
higher than a band–gap (hν ≥ Eg) is absorbed by the material. In the simplest scheme, the
electron located in a valence band is excited to a conduction band, while a hole appears in
the valence band. In molecular materials, the creation of charge carriers can be treated as a
two step process. First, a photon excites a molecule to a higher energy level. This molecular
exciton can dissociate into seperated electron and hole (see Section 2.1.6).

It is assumed within this work that the generation of charge carriers occurs only in the
active (absorber) layer. The different models might be used for defining generation profile
and the simplest uses an uniform generation rate within the absorber (G is constant). The
uniform generation model is very useful in simulating solar cells [46]. However, in any semi-
conductor, the absorption of light is the highest at the illuminating side and decreases with
a device depth. Therefore, an exponential generation profile, which could be described with
the Beer–Lambert model, seems to be a better assumption. However, it lacks of the inter-
face and interference effects which can occur in multilayer device. Therefore, a more precise
method of calculating generation profile is the transfer–matrix optical model which takes
into account the reflection and transmission effects at each interface which lead to a con-
structive or destructive interference [52, 56]. In order to calculate a generation profile, two
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Figure 2.1: The parameters η and κ versus wavelength presented for a) ITO [52], b) PTAA, c) PEDOT:PSS [52], d) NiOx
[53], e) PTB7/PCBM bulk [54], f) Cs0.18FA0.82Pb(I0.94Br0.06)3 prepared with gas quenching (GQ), g) CH3NH3PbI3 pre-
pared with gas quenching, h) PCBM, i) BCP [55], j) C60 [55], k) Al electrode [52], and l) Au electrode [52] materials. If the
reference is not given, the sample has been measured in the experiment
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optical parameters [an extinction coefficient (”κ) and a refraction index (”η)] are required.
Both parameters can be obtained in the experiment and they are widely available in the liter-
ature. In theFigure 2.1, there are shownvalues of bothoptical parameters versus awavelength
of light used within this work.

2.1.6 Exciton dissociation

The electron and hole which are part of an exciton (or were born from the same exciton)may
recombine with each other which is called a geminate recombination. This process can be
simply characterized by the rate RS = S(x)/τS, where τS is the lifetime of exciton. How-
ever, the electron–hole pair may also dissociate, meaning separate to free charge carriers that
can freely move within the semiconductor. In organic solar cells, there is much higher prob-
ability of exciton formation due to a lower permittivity which leads to an exciton binding
energy of approximately 500 meV. This value is much higher than a thermal energy in room
temperature [57]. Therefore, it is usually assumed that the generation of free charge carri-
ers in organic solar cells is an effect of a Frenkel–type exciton dissociation process [58]. In
general, this mechanism depends on the electric field and temperature. For inorganic ma-
terials, the probability of exciton creation is much lower than in organic materials due to a
higher dielectric constant which leads to lower exciton binding than the thermal energy in
room temperature. Therefore, the generation of charge carriers is assumed to occur directly
via band-to-band transition, however the Wannier(–Mott)–type exciton mechanisms may
still play an important role in the operation of solar cells, especially in low temperatures [59].
There are many mechanisms of exciton dissociation, but here we focus only on these ones
which are applied within this work.

2.1.6.1 Electric field dependent dissociation

A dissociation of Frenkel–type excitons in molecular materials strongly depends on electric
field. However, it is also a temperature dependent process. The most popular model used to
describe organic solar cells is theOnsager-Braun formalism [60, 61]. Here, the overall exciton
dissociation probability can be expressed as [43, 62]

D (F) =
∫ ∞

0
P (F, a) FD (a) da, (2.15)

where the probability of dissociation P for an exciton separation distance a is given by

P (F, a) =
kdiss (F)

kdiss (F) + kf
(2.16)

and FD represents a normalized distribution function which is defined as [43, 62]

FD (a) =
4√
π a30

a2 exp
(
−a2

a20

)
. (2.17)
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In the above equations kf is a decay rate of excitons (kf = 1/τs) and a0 is an initial exciton
separation distance. Further, the exciton dissociation rate can be expressed as

kdiss (F) =
3q

4πε0εra3
(
μn + μp

)
exp

(
− Eb

kBT

)
J1
(
2
√
−2b

)
√
−2b

, (2.18)

where J1 is thefirst–orderBessel function,Eb is theCoulombicbinding energyof the electron–
hole pair defined as

Eb =
q2

4πε0εra
(2.19)

and b is the electric field parameter given by

b =
q3F

8πε0εrk2BT2 . (2.20)

2.1.6.2 Temperature dependent dissociation

The dissociation of Wannier excitons in inorganic materials depends only on temperature.
Due to the fact that a binding energy is smaller than the thermal energy, even an energy equal
to kBT should be enough for the dissociation process. Therefore, the rate of exciton dissoci-
ation into separated charge carriers can be based on the thermal model [63, 64]

kdiss =
Eb

h
exp

(
− EB

kBT

)
, (2.21)

where h represents the Planck’s constant.

2.1.7 Recombination

2.1.7.1 Monomolecular recombination

Figure 2.2(a) presents a scheme of the trap–assisted recombination. The electron (hole) from
the conduction (valence) band could be trappedby the impurity or defect states (traps)which
are distributed within the band–gap. In general, there are two types of traps based on their
positions in the energy scale. The shallow trap is located just below the conduction (above
the valence) band within the Urbach tail, however such a trap does not act as a recombina-
tion center. The deeper trap state means the location closer to the middle of band–gap, thus
it can be treated as a recombination center. The recombination rate for a monomolecular
recombination rate is proportional to a concentration of charge carriers (Rm ∝ n). This rate
could be defined using a time dependent occupancy of traps

∂nt
∂t

= Rm,n(x)− Rm,p(x), (2.22)
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Figure 2.2: Schema c illustra on of recombina on processes in semiconductor with arrows poin ng the direc on of
electron (hole) transi on. Mechanism of (a) trap–assisted monomolecular recombina on in the bulk, (b) trap–assisted
monomolecular recombina on at the surface, (c) bimolecular recombina on, and (d) trimolecular recombina on

with the recombination rates for electrons

Rm,n(x) =
1

τnNt
[n(x)Nt − nt(x) (n(x) + n1)] , (2.23)

and holes

Rm,p(x) =
1

τpNt
[nt(x) (p(x) + p1)−Ntp1] , (2.24)

where nt is a trap density distribution and Nt represents a trap states density. However, as
most of the studies are related with a steady–state condition, and also to increase a compu-
tation speed, it is convenient to assume that ∂nt/∂t = 0, which gives Rm,n = Rm,p. Then
Equations 2.23 and 2.24 convert both into the well–known Shockley-Read-Hall (SRH) re-
combination rate for electrons and holes [65]
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RSRH,n(p)(x) =
CnCpNt

Cn [n(x) + n1(E)] + Cp [p(x) + p1(E)]
[
n(x)p(x)− n2int

]
, (2.25)

where Cn and Cp are charge carrier capture rates for electrons and holes, respectively, defined
as Cn(p) = 1/

(
Ntτn(p)

)
with τn(p) as an electron (a hole) lifetime. The energy (E) dependent

parameters n1 and p1 are given by

n1(E) = Nc exp
(
−Ec − Et

kBT

)
, (2.26)

p1(E) = Nν exp
(
−Et − Eν

kBT

)
, (2.27)

nint = (NcNν)
1/2 exp

(
−

Eg

2kBT

)
, (2.28)

whereNc andNν are effective densities of states, Ec and Eν represent edges (energies) of con-
duction and valence bands, respectively,Et is a trap energy level which is located in themiddle
of band–gap (Eg/2). The SRHmodel assumes the trap location in the mid–gap because in
this scenario they are themost efficient recombination centers [66]. However, it is not always
possible to use a simple model with only one recombination center. In closer to reality scen-
ario, the traps are distributed with different traps energies. Therefore the density of states
(DOS) is commonly applied to explain the traps distribution [67, 68]. However, the trap–
assisted recombination model needs to sum all the trapped electrons from the conduction
band (CBT)

Rm,CBT(x) =
∫ Ec

Eν
ρT(E)RSRH,n(E, x)dE (2.29)

and holes from the valence band (VBT)

Rm,VBT(x) =
∫ Ec

Eν
ρT(E)RSRH,p(E, x)dE, (2.30)

where ρT is the DOS for traps, andRSRH,n(p) are recombination rates for electrons

RSRH,n(E, x) =
CncCpcNtn

Cnc [n(x) + n1(E)] + Cpc [p(x) + p1(E)]
[
n(x)p(x)− n2int

]
(2.31)

and holes

RSRH,p(E, x) =
CnνCpνNtp

Cnν [n(x) + n1(E)] + Cpν [p(x) + p1(E)]
[
n(x)p(x)− n2int

]
, (2.32)
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where,Cnc andCpc are trapping and detrapping rates for electrons from the conduction band,
respectively, and Cpν and Cnν represent trapping and detrapping rates for holes from the
valence band, respectively. The detrapping processes associated with Cpc and Cnν are related
with capturing of opposite charge carriers. ParametersNtn andNtp represent trap states dens-
ities for electrons and holes, respectively. The total recombination can be defined as the sum
of both rates Rm(x) = Rm,CBT(x) + Rm,VBT(x). The DOS function is usually characterized
by an exponential density function for shallow traps close to the energy band [69, 70] and
a Gaussian density function for deep traps [71]. However, it has been shown that the expo-
nential trap distribution can be also simulated with the Gaussian function [68]. Therefore
in this work, ρT is only defined with a Gaussian distribution

ρT(E) =
Nt√
2πσt

exp
[
− [E− (Ec − Et)

2]

2σ2t

]
, (2.33)

where σt is the width of the distribution.

2.1.7.2 Surface recombination

The trap–assisted monomolecular recombination can occur at the interface (surface) of two
layers, as shown in Figure 2.2(b). Then, it is called the surface recombination and its ratemay
be described by the equation:

Rs(x) =
Ntσs

ν−1
s,p [n(x) + n1(E)] + ν−1

s,n [p(x) + p1(E)]
[
n(x)p(x)− n2int

]
, (2.34)

where νs,n and νs,p are the surface recombination velocities for electrons and holes, respect-
ively. Nt, n1, p1 and nint are the same as for the SRH recombination, while La represents
the absorber thickness as all charge carriers migrate to the interface for extraction, so the sur-
face recombination must be related to the bulk thickness as well. Therefore, the thickness is
involved in the equation for the capture cross section.

σs = 1/
(
Ntn(p)La

)
. (2.35)

2.1.7.3 Bimolecular recombination

The other possible scenario for the charge carrier recombination is a bimolecular recombin-
ation, see Figure 2.2(c), where Rb ∝ n2. This mechanism can be easily explained with
an electron transition process from the conduction band to the valence band, where this
electron recombines with a hole. In molecular materials, such a recombination process oc-
curs when an electron and a hole gets close to each other, within the Coloumbic radius
Rc = q2/ (4πε0εrkBT). As a result, the photon with an energy of band–gap can be emit-
ted, therefore this recombination is usually called a radiative recombination. However, the
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bimolecular recombination might be sometimes nonradiative. The recombination rate is
well described with the Langevin model

Rb(x) = ξγL
[
n(x)p(x)− n2int

]
. (2.36)

Here, a recombination reduction factor (ξ < 1) has been introduced because it is often
needed to fit experimental results [72, 73]. The theoretical explanation of the reduction coef-
ficient is still under debate and many scenarios have been created to explain it [72, 74–76].
The parameter γL, which represents a Langevin recombination coefficient can be written as

γL =
q

ε0εr

(
μn + μp

)
, (2.37)

2.1.7.4 Trimolecular recombination

The trimolecular recombination of charge carriers can be treated as an Auger process [77].
The Auger mechanism is a non–radiative recombination with the rate proportional to the
cube of charge carrier density (Rt ∝ n3). Therefore it is mostly dominant only for high
charge carrier concentration which occurs for very high illumination of semiconductor. As
shown in Figure 2.2(d), this mechanism can be explained with an electron transition from
the conduction band to the valence band. However, the excess of the energy is not emitted
by photon but instead transferred to other electron (or hole). Further, the third interacting
particle may loose an energy in the form of thermal vibrations. Therefore, the mechanism
is also called a non–radiative recombination process and it is well explained with the Auger
model

Rt =
(
Γnn+ Γpp

) (
np− n2int

)
, (2.38)

where Γn and Γp are trimolecular recombination constants for electrons and holes, respect-
ively.

2.2 Boundary conditions

The solar cell device is a sandwich structure with metal electrode contacts at the bottom and
top of the cell. These contacts are responsible for the injection and/or extractionmechanisms
of charge carriers. Thus, their mathematical description is important to define boundary
conditions for the numerical model. We may use the following terminology (if not stated
otherwise) to define cathode (x = 0) and anode at (x = L) electrodes. The contacts are
the source of a built–in potential (Vbuilt) which in great extent influences the simulation of
operating solar cell. Therefore, the boundary conditions for the electric potential are given
by

φ(0) = Vbuilt − Va, φ(L) = 0, (2.39)
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where Va represents the applied voltage and on the anode it is numerically set to zero. For
charge carrier concentrations, we assume the Schottky contacts at both sides. Therefore, for
the cathode

n(0) = Nc exp
(−φn
kBT

)
, p(0) = Nv exp

(
φn − Eg

kBT

)
, (2.40)

and for the anode

n(L) = Nc exp
(φp − Eg

kBT

)
, p(L) = Nv exp

(−φp

kBT

)
, (2.41)

where φn and φp are work functions for both electrodes. In the absence of excitonic injec-
tion from contacts, it is convenient to assume a total annihilation of excitons at the contacts.
Therefore, the concentrations of excitons at both electrodes are

S(0) = 0, S(L) = 0. (2.42)

If injection currents are neglected, then boundary conditions for the electron and hole cur-
rent densities can be written as

Jn(0) = 0, Jn(L) = 0, Jp(0) = 0, Jp(L) = 0. (2.43)

The time boundary conditions (t = 0) for concentrations of electrons and holes are as-
sumed to be zero. However, for the case of ion densities, we should note that ions cannot
migrate outside the active layer of the material. Thus, initial densities of anions and cations
are

a (t = 0) = N0, c (t = 0) = N0. (2.44)

In addition, the change of ions concentrations at both electrodes can be defined as

∂a
∂x

∣∣∣∣∣
x=0,L

= 0,
∂c
∂x

∣∣∣∣∣
x=0,L

= 0, (2.45)

which is consistent with an assumption of isolating layers for ions diffusion outside the active
layer.

2.3 Interface effects

The injection barrier influences the charge carrier concentration at the interfaces of the sand-
wich solar cell strucutre. Therefore, to account for energy variations, the generalized poten-
tial method is used [78–80]. This method assumes calculation of a potential in every discrete
position of the solar cell for electrons and holes
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φ̂n(p) (x) = φ (x)− θn(p) (x) /q, (2.46)

where φ(x) is the Poisson potential calculated from Equation 2.1. The terms θn and θp are
band parameters related to a spatial energetic alignment of all layers in solar cell for electrons

θn (⃗x) = Ec (⃗x)− Ec,act − kBT ln
(
Nc (⃗x)
Nc,act

)
(2.47)

and holes

θp (⃗x) = Eν (⃗x)− Eν,act + kBT ln
(
Nν (⃗x)
Nν,act

)
. (2.48)

The band parameters are different for each material, therefore they have been described with
(⃗x) notation [79]. The energies of band edges Ec,act, Eν,act and the effective densities of states
Nc,act, Nν,act denote quantities for the active layer. The generalized potential is used in the
drift–diffusion system of equations, and also for the electric field calculations

Fn(p) (x) = −
∂φ̂n(p) (x)

∂x
. (2.49)

The energy levels change in space due to variations of charge carrier concentrations, therefore
they are calculated as follows for the conduction band

Ec (x) = Ec (⃗x)− qφ (x) (2.50)

and for the valence band

Eν (x) = Eν (⃗x)− qφ (x) . (2.51)

The quasi–Fermi levels are given for electrons

Efn (x) = Ec (x) + kBT ln
(

n
Nc

)
(2.52)

and holes

Efp (x) = Eν (x)− kBT ln
(

p
Nν

)
. (2.53)

2.4 Implementation of the model

The drift–diffusion model is discretized with the Scharfetter–Gummel [81] method and
solved with a C++ language self–written program. The detailed codes are available in the
repository, see the website https://github.com/dglowienka/drift-diffusion. The code for the
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transfer–matrix model has been adopted from https://web.stanford.edu/group/mcgehee/.
In the following section, first the discretized equations are given with the scaling procedure
for them. Subsequently, the algorithm used for the numerical model is described with its im-
plementation. Finally, the confrontation of the numerical and analytical results is presented.

2.4.1 Discretization procedure

The discreatization is performedwith the finite differencemethod. Therefore, the discretized
form of the Poisson equation for the electric potential distribution looks as follows

1
hi+hi−1

2

[
εi + εi+1

2
φt+1
i+1 −

(
εi + εi+1

2hi
+

εi−1 + εi
2hi−1

)
φt+1
i +

εi−1 + εi
2hi−1

φt+1
i−1

]
=

= − q
ε0
ρti

(2.54)

while an electric field distribution is given by

Fti = −
φt
i+1 − φt

i

hi
. (2.55)

The general potentials are also calculated but as they do not need discretization, they are not
mentioned here. Also, the variation of permittivity and mobility at the interface led to dis-
cretization of these two variables as well [82]. Moreover, the equation is calculated for the
non–uniform grid to enhance the speed of calculation by reducing the number of points.
Using an irregular grid, we are able to increase number of points at the interface where the
most abrupt changes of charge carrier concentrations are observed. To acquire such a spatial
grid for the simulated cell, it is defined with a Chebyshev polynomial. First, we calculate a
parameter

xk = cos
(
2k− 1
2N

π
)
, (2.56)

where k is a number of each iteration point, xk ∈ [−1, 1] andN represents number of pointes.
Second, it is necessary to scale xk to xi by recalculation it from the interval [−1, 1] to [0,L]

xi = −L (xk − 1)
2

. (2.57)

Finally, the difference in grid points is defined as

hi = xi+1 − xi. (2.58)

The continuous equations for electrons, holes and excitons are
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nt+1
i − nti
Δt

= Gi − Ri +
1
q

kBT
hi+hi−1

2

{
μn,i + μn,i+1

2hi
B
[

q
kBT

(
φt+1
i+1 − φt+1

i

) ]
nt+1
i+1 +

−

[
μn,i + μn,i+1

2hi
B
[

q
kBT

(
φt+1
i − φt+1

i+1

) ]
+

μn,i−1 + μn,i
2hi−1

B
[

q
kBT

(
φt+1
i − φt+1

i−1

) ]]
nt+1
i +

μn,i−1 + μn,i
2hi−1

B
[

q
kBT

(
φt+1
i−1 − φt+1

i

) ]
nt+1
i−1

}
,

(2.59)

pt+1
i − pti
Δt

= Gi − Ri +
1
q

kBT
hi+hi−1

2

{
μp,i + μp,i+1

2hi
B
[

q
kBT

(
φt+1
i − φt+1

i+1

) ]
pt+1
i+1 +

−

[
μp,i + μp,i+1

2hi
B
[

q
kBT

(
φt+1
i+1 − φt+1

i

) ]
+

μp,i−1 + μp,i
2hi−1

B
[

q
kBT

(
φt+1
i−1 − φt+1

i

) ]]
pt+1
i +

μp,i−1 + μp,i
2hi−1

B
[

q
kBT

(
φt+1
i − φt+1

i−1

) ]
pt+1
i−1

}
,

(2.60)
and

St+1
i − Sti
Δt

= GS,i−RS,i+
1
q

kBT
hi+hi−1

2

[μS,i + μS,i+1

2hi
(
St+1
i+1 − St+1

i
)
−

μS,i−1 + μS,i
2hi−1

(
St+1
i + St+1

i−1
)]

,

(2.61)
respectively. The continuity equations for anions and cations can be written as

at+1
i − ati
Δt

=
1
q
μakBT
hi+hi−1

2

{
1
hi
B
[

q
kBT

(
φt+1
i+1 − φt+1

i

) ]
at+1
i+1 −[

1
hi
B
[

q
kBT

(
φt+1
i − φt+1

i+1

) ]
+

1
hi−1

B
[

q
kBT

(
φt+1
i − φt+1

i−1

) ]]
at+1
i +

1
hi−1

B
[

q
kBT

(
φt+1
i−1 − φt+1

i

) ]
at+1
i−1

} (2.62)

and
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ct+1
i − cti
Δt

=
1
q
μckBT
hi+hi−1

2

{
1
hi
B
[

q
kBT

(
φt+1
i − φt+1

i+1

) ]
ct+1
i+1 −[

1
hi
B
[

q
kBT

(
φt+1
i+1 − φt+1

i

) ]
+

1
hi−1

B
[

q
kBT

(
φt+1
i−1 − φt+1

i

) ]]
ct+1
i +

1
hi−1

B
[

q
kBT

(
φt+1
i − φt+1

i−1

) ]
ct+1
i−1

}
,

(2.63)

where B (z) is a Bernoulli function, which is defined as follows

B (z) =
z

ez − 1
. (2.64)

2.4.2 Scaling

Table 2.1: Scaling factors for the dri –diffusion model

Description Scaling quantity Scaling factor Unit
Space position xc 10−9 m
Time tc x2c q

μmaxkBT
s

Carrier concentration Ncar
ε0εmaxkBT

q2x2c
m−3

Relative permittivity εmax 100 −
Mobility μmax 10−2 m2 V−1 s−1

Potential φc
kBT
q V

Electric field Fc kBT
qxx Vm−1

Current density Jc
NcarμmaxkBT

xc Am−2

Recombination/generation Bc
Ncar
tc m−3 s−1

Energy Ec kBT J

Scaling procedure is an extremely useful technique in numerical modeling to reduce the
number of constants, tomake all variables dimensionless, and therefore to decrease numerical
error and increase the computational speed. Therefore, we have decided to scale all equations
within the numerical program. The scaling system needs scaling factors [83]. All of them are
given in theTable 2.1. For clarity, only few scaled equations are shown. ThePoisson equation
is now in the following form

1
hi+hi−1

2

[
εi + εi+1

2
φt+1
i+1 −

(
εi + εi+1

2hi
+

εi−1 + εi

2hi−1

)
φt+1
i +

εi−1 + εi

2hi−1
φt+1
i−1

]
= −ρti.

(2.65)
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The continuous equations for electrons, holes and excitons are now given as

nt+1
i − nti
Δt

= Gi − Ri +
1

hi+hi−1
2

{
μn,i + μn,i+1

2hi
B
(
φt+1
i+1 − φt+1

i

)
nt+1
i+1 +

−

[
μn,i + μn,i+1

2hi
B
(
φt+1
i − φt+1

i+1

)
+

μn,i−1 + μn,i
2hi−1

B
(
φt+1
i − φt+1

i−1

) ]
nt+1
i +

μn,i−1 + μn,i
2hi−1

B
(
φt+1
i−1 − φt+1

i

)
nt+1
i−1

} ,

(2.66)

pt+1
i − pti
Δt

= Gi − Ri +
1

hi+hi−1
2

{
μp,i + μp,i+1

2hi
B
(
φt+1
i − φt+1

i+1

)
pt+1
i+1 +

−

[
μp,i + μp,i+1

2hi
B
(
φt+1
i+1 − φt+1

i

)
+

μp,i−1 + μp,i
2hi−1

B
(
φt+1
i−1 − φt+1

i

) ]
pt+1
i +

μp,i−1 + μp,i
2hi−1

B
(
φt+1
i − φt+1

i−1

)
pt+1
i−1

} ,

(2.67)
and

St+1
i − Sti
Δt

= GS,i−RS,i+
1

hi+hi−1
2

[μS,i + μS,i+1

2hi

(
St+1
i+1 − St+1

i

)
−

μS,i−1 + μS,i
2hi−1

(
St+1
i + St+1

i−1

)]
,

(2.68)
The same scaling form are used for anions and cations. Also, the mechanisms of generation,
recombination and dissociation for charge carriers and excitons are scaled. However, there is
only a slight difference in the form of these equations, therefore they are not presented here.

2.4.3 Algorithm

Even if we are mainly interested in the steady–state condition, the following algorithm for
numerical drift–diffusion model is given also for the transient condition. The reason is that
the transient simulations can be applied for deeper analysis. Also, such simulations could be
sometimes used after a steady–state condition is reached. One of the example is an illumina-
tion of a solar cell with pulses of light which is one of the protocol used for our simulations.
Here, the generation rate is first set to zero (G = 0) and the simulations last until the steady–
state is achieved. At this moment, charge carriers are at thermodynamical equilibrium. Af-
terwards, the sunlight is turned on (G ̸= 0) and each iteration is recorded [84]. The other
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Initiate the numerical simulation 
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give values of boundary conditions 

Calculate electric potential (𝝋), 

electric field (𝑭) and 

generalized potential (𝝋 ) 

distributions 

Calculate charge carriers (𝒏, 𝒑, 𝒂, 𝒄) 

and excitons (𝑺) density distributions 

Output electron (𝑱𝒏), hole (𝑱𝒑), 

anion (𝑱𝒂) and cation (𝑱𝒄) 
currents.  

Get total currents (𝑱𝒕𝒐𝒕) 

Calculate energy levels of 

conduction (𝑬𝒄), valence (𝑬𝝊), 

quasi-Fermi for electrons (𝑬𝒇𝒏) 

and holes (𝑬𝒇𝒑) 

Loop 

No Yes 

Figure 2.3: The implemen on algorithm for the dri –diffusion numerical model.

procedure is simulating until the steady–state condition is reached for a given applied voltage.
As a result, the current–voltage (J–V) characteristics are obtained.

The basic algorithm used for a single steady–state condition is shown in Figure 2.3. At
first, the initial variables are given, including loading the physical parameters and setting the
boundary conditions for space and time. Forward in time in the loop, there are calculated
unknown variables for the next time iteration (t + 1) with the knowledge of values from
current time (t). Then, the potential, the generalized potential and electric field distributions
are calculated. Using these parameters, the charge carrier and exciton densities can be found,
and also the related energy levels. At last, the partial currents are calculated and summed up
to get the total current

J(x, t) =qE
(
nμn + pμp + aμa + cμc

)
+

+ kBT
(
μn
∂n
∂x

− μp
∂p
∂x

+ μa
∂a
∂x

− μc
∂c
∂x

)
+

+ ε0εr
∂E
∂t

(2.69)

in every space position. To obtain the total current for simulated solar cell, the current dens-
ity is averaged throughout the device. At this point, all the calculations are done for this
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time iteration, therefore the steady–state condition can be found. The convergence condi-
tion for numerical calculations can be expressed with different numerical methods. One is
related with the rate of change for each variable. It shows how the given value has changed
in comparison to the previous time iteration. In other method, the total current variation is
calculated or checked if the displacement current is closer to zero in time. In this work, only
the total current method is used as it includes all the variations by themselves. Therefore, the
steady–state condition can be calculated as follows∣∣∣∣ Jt+1

total − Jttotal
Jttotal

∣∣∣∣ ⩽ C, (2.70)

where C represents a given threshold, here typically used 10−6.

2.5 Verificationwith analytical solution

The numerical solution of the drift–diffusion is not an exact solution but gives much more
flexibility in analysis of different scenarios. However, the complexity of the differential equa-
tions may lead to errors in discretization procedure or simply in the code itself. Therefore, it
is always good to compare the numericalmodel with an analytical solution. But finding exact
solution for the drift–diffusion system of equations is only possible for a specific situation.
One of the useful analyticalmodel is the space charge limited current (SCLC)model, where a
flow of charge carriers is not limited by injection processes but only with conductivity of the
semiconductor. The drift–diffusion current equation for holes has no direct solution due
to its nonlinear form, see Equation 2.9. However, when solving for high electric fields, the
diffusion part has a negligible influence, and therefore this equation could be rewritten to

Jp = qp(x)μpF(x), (2.71)

with an electric field (F) distribution instead of a potential. The Poisson equation is now in
the following form

∂F
∂x

=
q

ε0εr
p(x). (2.72)

Equations 2.71 and 2.72 gives together

Jp = ε0εrμpF(x)
∂F
∂x

, (2.73)

Next, wewill integrate the above equation to calculate the average currents. The electric field
distribution, when integrated, gives ∫ L

0
F(x)dx = V, (2.74)
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Figure 2.4: The simula on results for SCLC analy cal model (square symbols) and dri –diffusion model (black solid line).
The parameters used are μp = 10−8 m2 V−1 s−1, εr = 3, L = 100 nm.

withV as a voltage across the semiconductor. The hole density at the electrode is assumed to
be very high, which can be written in the form

p(x) → ∞, F(0) = 0. (2.75)

All together gives the SCLC current

Jp =
9
8
εrε0μp

V2

L3 . (2.76)

Figure 2.4 shows the results obtained from the SCLC model and from the drift–diffusion
numerical calculation. It is observed that at low voltage, there is a discrepancy between two
models. However, at higher applied potential, both models are comparable. Here, there are
two regions which can be explained with SCLC and ohmic behaviors. In the model, it is
assumed no injection barrier, thus at the ohmic region, the slope is with order of 1 (J ∝ V).
However, at higher voltage, the SCLC starts to dominate and the order of slope increases
to 2 (J ∝ V2). This agrees well with the assumption that the SCLC model works only in
specific conditions, whereas the drift–diffusion model resemble semiconductor operation
much more accurately. What is more, the numerical model is validated and can be further
used as a tool for the thesis.
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Chapter3
Influence of excitons interaction with charge carriers
in organic solar cells

Excitonic processes are of great importance for organic solar cells [37, 38]. In contrast to inor-
ganic materials, the mechanismwhich leads to photogeneration of charge carriers occurs as a
consequence of excitons dissociation into separated electrons and holes. Recently, the anni-
hilation of excitons on charge carriers has been intensively studied in organic light–emitting
diodes [85–91], organic solar cells [75, 92–99] and organic light–emitting transistors [100].
It is believed that this process should give a significant contribution to the loss of efficiency
of these organic optoelectronic devices, especially for a high excitation densities [95, 101].
Therefore, this chapter contains studies on the annihilation of excitons on charge carriers
which may occur in organic solar cells [102]. Considering a simple explanation of this phe-
nomenon, a hole (an electron), which is a part of an exciton interacts with a free electron
(hole). As a consequence, both opposite sign charge carriers annihilate and an electron (a
hole) from the exciton turns into a free carrier. If we take into account a quantum mech-
anical description of this process, an energy of the quenched exciton is fully transferred to
the interacting carrier via the Förster resonance energy transfer. As a result, the exciton is
fully quenched. For both scenarios of this effect, a concentration of excitons decreases but
concentrations of free electrons and holes are still the same.

In the first section, we investigate steady–state simulations to understand an influence of
the annihilation rate constants on the operation of organic solar cells. Next, we demonstrate
the role of annihilation on the photovoltaic parameters with spatial simulations. Further, we
will focus on the transient photocurrents which allow to investigate the dynamics of charge
carriers generationmechanisms. In the next part, we discuss an influence of nonuniform gen-
eration profile obtained from the opticalmodel. Finally, the role of interfaces in themodeling
of organic solar cells will be presented.
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This chapter is partially based on [D. Głowienka, J. Szmytkowski Influence of Excitons
Interaction with Charge Carriers on Photovoltaic Parameters in Organic Solar Cells, Chem.
Phys. 503 (2018) 31–38] and [D. Głowienka, J. Szmytkowski Modeling of Transient Pho-
tocurrent in Organic Semiconductors Incorporating the Annihilation of Excitons on Charge
Carriers, Acta Phys. Pol. A 132 (2017) 397–400].

3.1 Theoretical model and parameters for the investigated device

First, it should be mentioned about assumptions used in the presented model. Similarly to
earlier numerical studies [43–46, 103–105], the recombination of charge carriers is treated
only as a bimolecular process. For simplicity, thermionic and excitonic injection currents
fromelectrodes are not taken into account. According to theLambert–Beer law, the intensity
of light decreases exponentially due to absorption. This effect causes that most of light is
absorbed near illuminated surface. Thus, it is convenient to assume that an illumination is
uniform in thewhole volumeof a very thin samplewhat leads to a constant value of an exciton
generation rate (GS). However, in further part of this chapter the numerical model will be
extended to implement a nonuniform generation profile.

Excitons can interact with trapped and free (predominantly slow) charge carriers or ex-

Table 3.1: The parameters used in simula ons, if not specified otherwise.

Parameter Symbol Numerical value
Temperature T 293 K
Length of a photoactive material [106] L 100 nm
Relative permittivity [105] εr 3.9
Mobility of electrons μn 2.8× 10−7 m2 V−1 s−1

Mobility of holes μp 5.2× 10−8 m2 V−1 s−1

Recombination reduction factor ξ 10−2

Diffusion of excitons DS 2.53×10−9 m2 s−1

Exciton binding energy [105] Eb 105.5 meV
Exciton lifetime [107] τs 1× 10−5 s
Energy band–gap Eg 1.22 eV
Schottky barrier height for cathode φn 0.15 eV
Schottky barrier height for anode φp 0.15 eV
Exciton generation rate [106] GS 9.79× 1027 m−3 s−1

Effective density of states in conduction band [43, 105] Nc 2.5× 1025 m−3

Effective density of states in valence band [43, 105] Nv 2.5× 1025 m−3

Built–in voltage Vbuilt 0.8 V
Spatial grid Δx 2 nm
Temporal grid Δt 0.5 ns
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Figure 3.1: (a) Schema c illustra on of energy level diagram for organic solar cell with PTB7–Th:PC71BM as absorber, (b)
numerical (solid line) and experimental (squares) results of current density as a func on of voltage for PTB7–Th:PC71BM.
The experimental points for J–V characteris cs are extracted from literature [106]. Parameters used in calcula ons: ξ =
5×10−2, μs = 1.2×10

−8 m2 V−1 s−1. The process of annihila on is not considered in this fit.

citons themself. All the mechanisms are characterized by different rate constants. However,
we have decided to neglect the exciton–exciton interaction. It has been also demonstrated
experimentally that an annihilation rate constant for the exciton–trapped charge carrier in-
teraction can be even three orders of magnitudes lower than an annihilation rate constant
which describes the exciton–free carrier interaction in the same material (anthracene) [108].
Therefore we decided to ignore trapping and detrapping effects in our calculations.
Continuity equations for excitons, electrons and holes are given by relations

∂S
∂t

= GS +
1
4
RB −

S
τs
− kdiss (F) S− γnsnS− γpspS−

1
q
∂Js
∂x

, (3.1)

∂n
∂t

= kdiss (F) S− RB +
1
q
∂Jn
∂x

(3.2)

and

∂p
∂t

= kdiss (F) S− RB −
1
q
∂Jp
∂x

, (3.3)

which are based on Equations 2.13, 2.3 and 2.4, respectively. The parameters γns and γps are
the secondorder rate constants for the annihilationof excitons on electrons andholes, respect-
ively. In this work, the results obtained for symmetric γns = γps will be presented, therefore
γn(p)s is used instead.
The electric field dependent exciton dissociation rate kdiss (F) has been chosen from the

Onsager–Brown model, see Equation 2.18. The only recombination mechanism of charge
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Figure 3.2: Numerical results of current density as a func on of voltage. Circles, triangles and squares denote the anni-
hila on rate constants γn(p)s equal to 10

−15, 10−14 and 5× 10−14 m3 s−1, respec vely.

carriers is bimolecular (see Section 2.1.7.3), where a termwith a factor 1/4 in Equation 3.1 is
a consequence of an assumption that 25% of recombining electrons and holes form excitons
[44]. It should be noted that terms with the rate constants γns and γps are not included in
Equations 3.2 and 3.3 because the concentrations of free charge carriers do not change dir-
ectly in the process of excitons annihilation. The electron, hole and exciton currents are given
in Equations 2.8, 2.9 and 2.14, respectively.
A local electric potential is found from the Poisson equation (see Section 2.1.1)

∂2φ
∂x2

= − q
ε0εr

(p− n) . (3.4)

A detailed implemention procedure is presented in Chapter 2. All parameters used in the
simulation are listed in Table 3.1. If a reference is given in Table 3.1, it means that the para-
meter is fixed. The Schottky barrier heights, an energy band–gap and a built–in voltage have
been taken from an energy level diagram which is presented in Fig. 3.1. The mobilities of
charge carriers were treated as free parameters in the fitting procedure. However, their final
values are close to the magnitudes reported in literature [43, 105, 106, 109]. A validity of the
model and electrical parameters has been proved by fitting of an experimental J–V character-
istics (AM 1.5G illumination, room temperature) extracted from the literature [106]. This
fit is presented in Fig. 3.1. It should be noted that the exciton annihilation on charge carriers
has not been considered here (γn(p)s = 0) because such a process was not taken into account in
the interpretation of these experimental results [106]. However, we were also able to achieve
a satisfactory fit when these annihilation parameters were not equal to zero (not shown here).
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Figure 3.3: Numerical results calculated for short–circuit current (Jsc) with different annihila on rate constants. a) spa-
al distribu ons of electrons and holes b) electric field distribu on, c) current densi es for electrons and holes versus
distance from cathode, and d) a spa al distribu on of excitons. Results of simula ons are plo ed as lines with symbols.
Circles, triangles and squares denote the γn(p)s equal to 10

−15, 10−14 and 5× 10−14 m3 s−1, respec vely. Closed and
open symbols in parts (a) and (c) are used for electrons and holes, respec vely.

3.2 Spatial simulation results

The magnitudes of the rates γn(p)s are in very wide ranges, usually between 10−18–10−15 m3

s−1. Recently, it has been reported that the parameter γps can achieve a value of 3× 10−14 m3

s−1 for the material which is often used in organic photovoltaics (P3HT) [92]. Therefore, a
similar maximal values of the annihilation are used in our simulations. Also, we have decided
not to plot the results obtained for the annihilation rate constants lower than 10−15 m3 s−1

because this annihilation does not impact the operation of organic solar cell. Figure 3.2 illus-
trates the total current density versus voltage calculated for different rates of annihilation. It
is clearly seen that the shapes of J–V characteristics significantly change. Therefore, this ef-
fect influences other photovoltaic parameters as well, which will be demonstrated in further
part of this chapter. The three characteristic points are analyzed, a short–circuit current (Jsc),
an open–circuit voltage (Voc) and a maximum power point (MPP).
We observe that the current density reaches larger values of the short–circuit current Jsc
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Figure 3.4: Numerical results calculated for maximum power point (MPP) with different annihila on rate constants.
a) spa al distribu ons of electrons and holes, b) electric field distribu on, c) current densi es for electrons and holes
versus distance from cathode, and d) a spa al distribu on of excitons. Results of simula ons are plo ed as lines with
symbols. Circles, triangles and squares denote the γn(p)s equal to 10

−15, 10−14 and 5× 10−14 m3 s−1, respec vely.
Closed and open symbols in parts (a) and (c) are used for electrons and holes, respec vely.

for lower magnitudes of the rate constants. Therefore, an influence of the annihilation rate
constant at the short–circuit (SC) conditions is presented in Figure 3.3. Figure 3.3(a) demon-
strates spatial distributions of charge carriers. Due to differences between the mobilities of
electrons and holes, we observe that the hole density is around one order of magnitude larger
than the density of electrons. The increasing of annihilation rate constant causes a slight drop
of the concentrationsn and p. The small change in charge carrier concentration leads to negli-
gible variation of electric field for different annihilation rates, see Figure 3.3(b). Figure 3.3(c)
presents spatial distributions of current components for electrons (Jn) and holes (Jp). Both
distributions exhibit linear dependencies in the bulk of organicmaterial. This result has been
explained as a consequence of large internal electric field at SC conditions [43, 105]. Our sim-
ulations indicate that higher values of annihilation cause a monotonic decreasing of |Jn| and
|Jp|. Figure 3.3(d) illustrates that the density of excitons S also decreases for larger annihil-
ation rate due to higher probability of the exciton annihilation process. It causes that less
excitons can dissociate into separated charge carriers. Consequently, lower concentrations
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Figure 3.5: Numerical results calculated for open–circuit voltageVoc with different annihila on rate constants. a) spa al
distribu ons of electrons and holes, b) electric field distribu on, c) current densi es for electrons and holes versus
distance from cathode, and d) a spa al distribu on of excitons. Results of simula ons are plo ed as lines with symbols.
Circles, triangles and squares denote the γn(p)s equal to 10

−15, 10−14 and 5× 10−14 m3 s−1, respec vely. Closed and
open symbols in parts (a) and (c) are used for electrons and holes, respec vely.

of electrons and holes are observed. We can see that different charge carrier mobilities lead to
an asymmetrical shape of S(x) curve. In our calculations μn > μp, therefore the probability
of the excitons annihilation on charge carriers increases for slower holes. We should note that
other calculations carried out for μn = μp led to symmetrical tendency of the S(x) function
(not shown here).

The next characteristic point to be analyzed is a maximum power point (MPP), where the
solar cell usually operates under normal conditions. The impact of excitons annihilation is
much more visible here. Figure 3.4(a) shows that a total charge carrier density is decreasing
for higher annihilation rate constant. The assymetry of electron and hole concentrations ori-
ginates from differences in mobilities, however this effect is much less visible than in short–
circuit current. The obtained profile of electric field is a result of differences in charge carrier
concentration, see Equation 3.4. Therefore, it has the highest magnitude at the contacts,
where the most abrupt changes are observed, see Figure 3.4(b). Variations of the charge car-
rier concentration and the electric field impacts the diffusion and drift currents, respectively.
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Figure 3.6: Numerical results for a) short–circuit current, b) open–circuit voltage, c) fill factor, and d) power conversion
efficiency as a func on of annihila on rate constant (γns = γps). Do ed lines are plo ed as guides for the eye.

In Figure 3.4(c), the electron and hole current distributions are presented. We can see that
the total photocurrent is getting lower for higher annihilation rate. The same effect is ob-
served for partial currents which decrease monotonically. The exciton concentration follows
the same tendency as observed previously. Figure 3.4 demonstrates that the exciton density
increases proportionally with γn(p)S. The small asymmetry of the exciton concentration is
due to higher mobility of electrons which leads to a shift toward the cathode.

Figure 3.5 shows an influence of the annihilation on an open–circuit (OC) and is organ-
ized in the same manner as Figures 3.3 and 3.4 with the same annihilation rate constants.
Figure 3.5(a) illustrates the electron and hole densities as a function of a distance from elec-
trodes. In contrast to the case of SC and MPP, we observe symmetrical curves with respect
to the middle of a sample. Such a behavior has been reported in previous steady–state drift–
diffusion studies [43]. As a result, we observe the symmetrical electric field distribution, see
Figure 3.5(b). The increase of annihilation rate causes a visible drop of both concentrations
in the bulk of sample. A total current density is equal to zero for an open–circuit voltage
Voc. Therefore, the currents Jn and Jp have opposite signs and they are symmetrical about the
zero axis, as shown in Figure 3.5(c). Figure 3.5(d) demonstrates a distribution of excitons
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Figure 3.7: Transient photocurrent (a) and concentra on of electrons versus me (b) both calculated with different
injec on barrier heights in the absence of annihila on process. Excitons mobility is equal to 10−7 m2 V−1 s−1 for both
cases. The ver cal axes in insets show values of normalized photocurrent (a) and normalized concentra on (b).

in space. We observe a symmetrical distribution of the S(x) curve which is a consequence
of symmetrical behavior of charge carriers concentrations. The calculations clearly illustrate
that the density S decreases for higher rate of annihilation due to more efficient interaction
of excitons with electrons and holes in the bulk of sample.

Figure 3.6 shows a short–circuit current (Jsc), anopen–circuit voltage (Voc), a fill factor (FF)
and a power conversion efficiency (PCE) plotted as a function of annihilation rate. We can
see that these parameters are constant for exciton annihilation rate lower than 10−16 m3 s−1.
If the annihilation rate constant reaches the range 10−16–10−15 m3 s−1, then all photovoltaic
parameters start to decrease monotonically. For an open–circuit voltageVoc, an almost linear
decreasing (in semi–log plot) is observed. Figure 3.6(d) presents that a magnitude of PCE
has dropped about a several percent. Whenwe take into account that annihilation is equal to
3× 10−14 m3 s−1 for P3HT, commonly used in polymer photovoltaics, then the conclusion
is that the process of excitons annihilation on charge carriers is not a beneficial phenomenon
for polymer solar cells.

3.3 Transient simulation results

The parameters used for the transient simulations are shown in Table 3.2. For simplicity, we
consider the same values of Schottky barrier heights for electrons (φn) and holes (φp). Also,
the same mobilities and equal magnitudes of annihilation rate constants are chosen for both
types of charge carriers. It causes that the transient concentration profiles are similar for both
electrons and holes. Depending on the injection barrier height, the Schottky (φn(p) ̸= 0) and
the Ohmic (φn(p) = 0) contacts are defined. The model is solved forward in time with turn–
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Figure 3.8: Transient photocurrent without annihila on process for different mobili es of excitons (a) and concentra on
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on method, see Section 2.4.3. First, the dark currents (GS = 0) are simulated for 0.5 μs
and then sample is illuminated with uniform GS for 4 μs. Finally, the dark conditions are
simulated up to 9 μs.

The terms, which describe the annihilation process in Equation 3.1, depend on three para-
meters: charge carriers concentration, excitons concentration and annihilation rate constants.
Therefore, we will analyze how these parameters influence on transient photocurrents. The
results are presented in the middle of material, because the dynamics of photocurrent is in-
dependent on the position. In addition, we decided to illustrate obtained results using both
absolute and normalized scales in all presented figures.

Table 3.2: The different parameters used in the transient simula ons in respect to Table 3.1.

Parameter Symbol Numerical value
Length of a photoactive material L 120 nm
Relative permittivity εr 3.4
Mobility of electrons and holes μn(p) 10−7 m2 V−1 s−1

Exciton binding energy Eb 325.8 meV
Exciton lifetime τs 1× 10−6 s
Energy band–gap Eg 0.8 eV
Exciton generation rate GS 2.7× 1027 m−3 s−1

Built–in voltage Vbuilt 1.34 V
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Figure 3.9: Transient photocurrent for different mobili es of excitons calculated for three annihila on rate constants.
Excitons mobility equals to a) 10−8 m2 V−1 s−1, b) 10−7 m2 V−1 s−1, and c) 10−6 m2 V−1 s−1. The height of injec on
barrier for Scho ky contacts is equal to 0.1 eV. The ver cal axes in insets show normalized photocurrent.

Figure 3.7(a) shows transientphotocurrents calculated fordifferent injectionbarrier heights.
We can see that a lowering of injection barrier leads to an increasing of photocurrent mag-
nitude. The rise time is the shortest (0.2 μs) for Ohmic contact and increases for Schottky
contacts (up to 0.64 μs for 0.1 eV). The explanation is that φn(p) impacts directly on the con-
centration of charge carriers, as shown in Figure 3.7(b). The annihilation of excitons gives
no visible influence on the dynamics of photocurrent for Ohmic contacts due to short rise
times (not shown). Thus, next simulations are carried out only for Schottky contacts.

Figure 3.8(a) demonstrates the impact of excitons mobility on transient photocurrents.
We can see that the magnitude of photocurrent is lower for higher μS. This result may be
explained by the effect of charge carriers photogeneration due to the excitons dissociation. If
themobility is higher, the concentration of excitons decreases and, as a consequence, the pho-
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tocurrent is getting lower. Apart from the photocurrent magnitude, the influence of exciton
mobility on photocurrent’s dynamics is visible [inset in Figure3.8(a)]. When the mobility
of excitons is higher, then the dynamics is much faster. The rise time is equal to 0.23 μs for
μS = 10−6 m2 V−1 s−1 and increases up to 0.84 μs for μS = 10−8 m2 V−1 s−1. The concen-
tration of excitons as a function of time is presented in Figure 3.8(b) for different values of
annihilation rate constants. We can see that the annihilation process causes a decreasing of
the S magnitude. The lowering concentration of excitons should lead to faster response of
photocurrent, because less number of excitons dissociates into seperated charge carriers and
the steady–state condition is achieved faster.

Figure 3.9 shows the influence of annihilation process on the dynamics of photocurrent
calculated for different excitonmobilities. For eachmobility, the annihilation rate is given for
three values: low (10−15 m3 s−1), moderate (10−14 m3 s−1) and high (5 × 10−14 m3 s−1). We
can see that the impact of excitons annihilation is the most evident for the lowest mobility
(μS = 10−8m2V−1 s−1). In this case, the rising time is 0.83 μs for the lowest value of γn(p)S and
decreases to 0.53 μs when the probability of annihilation increases [inset in Figure 3.9(b)]. If
themobility of excitons isμS =10

−7m2V−1 s−1, weobserve lower response of the annihilation
to photocurrent’s dynamics. Here, the rising time is equal to 0.62μs for very low annihilation
rate constant, and reaches a value of 0.45 μs when γn(p)S increases, see Figure 3.9(b). For the
mobility of excitons equal to 10−6 m2 V−1 s−1, the variation of annihilation rate changes
the rise time of photocurrent negligibly, as shown in the inset of Figure 3.9(c).The obtained
results demonstrate that the annihilation process has the highest impact for structures with
lower exciton mobility and higher (the Schottky-type) injection barrier.

3.4 Influence of nonuniform generation profile

In previous sections, we have used the uniform generation profile as an approximation of the
absorption of light within a thin organic material. However, an exact exciton distribution,
which influences the generation of charge carriers is relevant for our studies. Therefore, a
role of a nonuniform generation will be discussed in this part of the chapter. Although a
Lambert-Beer law is predominantly used to describe an absorption of light within a sample,
we have decided to use the transfer matrix model to calculate the generation profile GS, see
Section 2.1.5. This model needs much more efforts to be applied, however it gives more
precise results. The optical parameters for ITO, PEDOT:PSS, PTB7–Th:PC71BM and Al
are shown in Figure 2.1.

Figure 3.10(a) shows the calculated generation profile and the region of numerical sim-
ulation is focused only on the absorber layer of PTB7–Th:PC71BM in the solar cell. The
illumination side of the cell is at the ITO electrode which is an anode contact situated in a
position x = L. In this chapter, the interface effects are neglected assuming that the PE-
DOT:PSS material has the same electric potential levels as the interface of the absorber and
the anode contact. It could be noticed that the highest generation appears not at the illu-
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Figure 3.10: Numerical results for nonuniform genera on profile. a) Genera on profile used in the simula on, b) current
density as a func on of voltage. Circles, triangles and squares denote the annihila on rate constants (γns = γps) equal
to 10−15, 10−14 and 5× 10−14 m3 s−1, respec vely. The dashed line represents results for uniform genera on profile
and γn(p)s equal to 10

−14 m3 s−1.

mination side but is shifted toward a middle of the absorber. It proves that an exponential
Lambert–Beer law cannot explain all the absorption effects, especially for thin organic films.
Figure 3.10(b) demonstrates that a nonuniform generation profile has a small influence on
the operation of this organic solar cell. It is visible that, for simulations with the same anni-
hilation rate (10−14 m3 s−1) obtained from uniform and nonuniform generation profile, the
changes of voltage–current characteristics are very weak. The only observed shift appears at
MPP, therefore further analysis will be focused on that point.

Figure 3.11 demonstrates spatial distribution results for different annihilation rates ob-
tained with nonuniform generation profile. It should be noticed that electron and hole dis-
tributions are slightly changed only in the region of a low charge carrier concentration [Fig-
ure 3.11(a)]. However, this variation is weak and almost does not impact the electric field
distribution, see Figure 3.11(b). As discussed before for a case of uniform generation, the
current distribution within an absorber layer monotonically decreases for both charge carri-
ers. However, for a nonuniform GS, the current distribution starts to resemble a generation
profile itself, Figure 3.11(c). The tendency of decreasing total photocurrent for increasing
annihilation rate is consistent with our previous results. Figure 3.11(d) presents exciton dis-
tributions within the solar cell. It is visible that the concentration of exciton is shifted toward
anode, where a higher illumination is observed. However, the integration of the excitons dis-
tribution over a space dimension, causes that the densities for both types of generation profile
are about the same. This suggests that the use of uniform generation is a good approximation
in modeling and gives the same explanation of exciton annihilation role in this organic solar
cell.
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Figure 3.11: Numerical results calculated for a maximum power point MPP with different annihila on rate constants.
a) spa al distribu ons of electrons and holes, b) electric field distribu on, c) current densi es for electrons and holes
versus distance from cathode, and d) a spa al distribu on of excitons. Results of simula ons are plo ed as lines with
symbols. Circles, triangles and squares denote the γn(p)s equal to 10

−15, 10−14 and 5× 10−14 m3 s−1, respec vely.
Closed and open symbols in parts (a) and (c) are used for electrons and holes, respec vely. The dashed line represents
results for uniform genera on profile and γn(p)s equal to 10

−14 m3 s−1.

3.5 On the impact of interfaces

In order to analyze the effect of interfaces on exciton annihilation, the drift–diffusionmodel
has been extended to simulate both PTB7–Th:PC71BM and PEDOT:PSS layers. Interfaces
between the layers lead to numerical difficulties, therefore the variation of permittivity has
been included in the Poisson equation [82], see Equation 3.4. In addition energy levels for
electron and hole transporting layers are not aligned which creates injection barriers and
drastically influences the final performance of solar cell, see Figure 3.1(a). Thus, the method
of generalized potentials has been used to include these variations, see Section 2.3.

Figure 3.12(a) demonstrates the generation profile calculated with the transfer–matrix
method. Here, the PEDOT:PSS (green layer), is treated as a layer with no photogeneration of
charge carriers in there. Therefore, excitons are still analyzed only within the absorber, how-
ever the interface effects in between two organic layers are not omitted. We can see that the
interfaces have a drastic effect on the operation of this solar cell, see Figure 3.12(b). Although,
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Figure 3.12: Numerical results for interface impact. a) Genera on profile used in the simula on, and b) current density
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the Jsc andMPP characteristic points practically do not change, the Voc changes visibly. Also,
the shape of J–V characteristics starts to resemble S–shape [110] for higher annihilation rates.
Such an effect has been already explained with interface phenomena which stays in compli-
ance with our results [111]. In the further part of this chapter, we will focus only on the Voc
conditions to understand the observed effect in details.

Figure 3.13 shows spatial results at open–circuit conditions. As it is seen in Figure 3.13(a),
the charge carrier distribution is different than obtained from simulations without optical
parameters for PEDOT:PSS. We can see that a part of hole concentration decreased due to
the interface where 0.12 eV barrier between Eν of two layers exists, see Figure 3.1(a). The
PEDOT:PSS acts as a hole transporting layer (HTL), therefore electrons are not transported
through this layer. The change of charge carriers distribution has a direct impact effect on the
electric field, as shown in Figure 3.13(b). Again, this effect is mostly visible at the interface
where the most abrupt changes are observed. The electric field decreases extremely and it is
themost visible for the smallest annihilation rate. In Figure 3.13(c) one could notice that the
current distribution is shifted toward the interface. Also, no generation occurs in the HTL
which leads to zero current for both electrons and holes. The excitons dristribution within
an absorber follows the nonuniform profile, as shown in Figure 3.13(d). When integrating
the concentration of excitons over space, it gives approximately the same concentration as for
reference results for γn(p)S equal to 10

−14m3 s−1. It is seen that for high annihilation rate there
is a visible shift of exciton concentration toward the interface. As the generation profile is the
same, thismaybe explainedbybimolecular recombinationwhich leads to creationof excitons
with 25% probability. These simulations shows the importance of numerical simulations
with interfaces which drastically changes current–voltage characteristics and influences the
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spatial distributions of electronic quantities.
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Chapter4
Studies of excitonic and ionic properties of
organo–lead halide perovskite materials

Although perovskite materials have achieved extraordinary efficiency in application of solar
cells, to further increase PCE, it is necessary to recognize all physical mechanisms which play
a key role in the device operation. An open question is about a role of excitons and ions on
the properties of perovskite solar cells (PSC). Therefore, the excitonic and ionic effects will
be studied in the following chapter.

The perovskite materials are likely non–excitonic in the room temperature which an as-
sumption is based on a very low effectivemass and a high dielectric constant resulting in lower
binding energy ofWannier exciton (≈ 6 meV) in comparison to thermal energy (≈ 26 meV)
[22, 63, 112–114]. Therefore, a stability of this exciton would be extremely small. However,
the electrical and transport properties of trihalide perovskites may drastically change with
phase transition [24–26, 115]. In low temperature the binding energy of exciton increases
to about 16–50 meV. Therefore, Wang et al. [116] have recently suggested that a perovskite
semiconductor may be excitonic in orthorhombic phase due to a higher exciton binding en-
ergy than the thermal energy (≈ 6 meV at 80 K) [22, 117]. This may have a direct implica-
tion in low temperature applications like in space environment for powering sattelites [118].
However, an exact role of excitons in the PSC requires better recognition.

In this chapter, the numerical studies are used to examine processes concerning excitons
with a special focus on their formation mechanism. The results of simulations are validated
with literature data of the most popular perovskite CH3NH3PbI3 solar cell with different
thicknesses. Here, we apply one dimensional transient model based on drift–diffusion equa-
tions for electronic charge carriers (electrons and holes), ions and excitons. Although the
drift–diffusionmodel has beenwidely used to simulate organic photovoltaic cells [45, 46, 84,
105] and recently also for the organo–lead halide perovskite solar cells [33, 47–51, 119], it is
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the first time where both ions and excitons are included for simulation of the perovskite ma-
terial. We decided to analyze a perovskite solar cell in tetragonal (295 K) and orthorhombic
(80 K) phases. The choice of temperature is based on accessibility of literature data for the
PSC.

The investigation of halide–type perovskites suggests a high ionic conductivity caused by
themigration of halide ions vacancies [120]. The recent studies of CH3NH3PbI3 imply that
this material is a mixed ionic and electronic conductor [49, 121, 122]. However, the nature
of ionic migration still needs a better understanding especially that this phenomenon may
influence the hysteresis effects. The aim of the second part of this chapter is to investigate
the electronic and the ionic conductivities in CH3NH3PbI3–xClx halide perovskite which
is more stable (in air) than CH3NH3PbI3. In order to separate both electronic and ionic
conductivities, we have decided to use themodifiedDCHebb–Wagner polarizationmethod.
In this experimental method, under the steady–state condition, only one type of charge car-
rier can flow through electrodes while the other is blocked by either ion or electron blocking
material [123–127]. Recently, this technique was successfully applied to determine the par-
tial conductivities in other materials [128, 129]. Thus, it seems to be a believable tool to
investigate ionic effects in the perovskite. In addition, the ionic conductivity is measured
as a function of temperature, which clearly shows an influence of different crystallographic
phases on the electrical properties. Therefore, it can be treated as a complementary method
to the numerical studies which involves both ions and excitons.

This chapter is partially based on [D. Głowienka, T. Miruszewski, J. Szmytkowski The
Domination of Ionic Conductivity in Tetragonal Phase of the Organometal Halide Perovskite
CH3NH3PbI3–xClx Solid State Sci. 82 (2018) 19–23] and [D. Głowienka, J. Szmytkowski
Numerical Modeling of Exciton Impact in Two Crystalographic Phases of the Organo–lead
Halide Perovskite (CH3NH3PbI3) solar cell Semicond. Sci. Technol. 34 (2019) 035018]

4.1 Investigation of excitonic effects

4.1.1 Theoretical model for the investigated device

For the purpose of the model, it is assumed that electron and hole transporting layers, which
are usually used in perovskite solar cells, generate no losses of charge carriers. We can also
neglect excitonic effects in ETL and HTL. This allows us to focus only in the absorber layer.

In themodel, excitons are assumed to be immobile due to a very short lifetime. In addition,
there is no information in literature about experimental observation ofmobile excitons in the
perovskitematerials. Thus, to describe time (t) dependent excitonic processes, the continuity
equation looks as follows [64, 130]

∂S
∂t

= kfnp− kdissS−
S
τS
, (4.1)

where kf is bimolecular formation rate of excitons which can be formed from electrons and

46

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


holes. The excitons also dissociate with a rate kdiss described with the thermal dissociation
model, see Section 2.1.6.2.
The system of equations for transport of electronic charges is based on continuity equations
given for electrons

∂n
∂t

= G+ kdissS− kfnp− Rm − Rb − Rt +
1
q
∂

∂x
Jn, (4.2)

and holes

∂p
∂t

= G+ kdissS− kfnp− Rm − Rb − Rt −
1
q
∂

∂x
Jp, (4.3)

where Jn and Jp are given by Equations 2.8 and 2.9, respectively. The Rm, Rb and Rt are
monomolecular, bimolecular and trimolecular recombination rates, respectively. More de-
tailed description of the recombination mechanisms can be found in Section 2.1.7.
The simulated charge carriers densities are linked with the Poisson equation for potential

distribution

∂2φ
∂x2

= − q
ε0εr

(p− n+ c− a) . (4.4)

It should be mentioned that the existence of electrons, holes and ions in one material causes
nomenclature discrepancies in the names of electrodes. According to a standard definition,
positively charged ions (cations) move toward the cathode and negatively ions (anions) flow
in opposite direction. Thus, the positions of cathode and anode have been found as a result
of temporal simulations where we investigated the accumulation of anions (mobile ions in
the perovskite) near electrodes.

We should note that the existence of ionic charge carriers in the sample introduces a prob-
lem with a very long computing time. The reason is that ions are extremely slow in com-
parison to electronic charge carriers in perovskite solar cells [50]. The influence of ions on
excitons is not studied here, therefore mobilities of ions can be set for higher values to in-
crease the computation speed [33]. However, a special care must be taken for such dynamic
simulations. In the transient calculations, the generation rate is first set to zero (G = 0) and
the simulations last until steady state is achieved. At this moment charge carriers and ions are
at thermodynamical equilibrium. In addition, ions should already finish to migrate through
the sample just before illumination and futher simulations are not influencing their beha-
viour to a greater extent. Afterwards, the sunlight (AM1.5G) is turned on (G ̸= 0) and each
iteration is recorded [84]. In all simulations, the timestep is set to 1 ps due to relatively high
dynamics of exciton processes. The spatial grid is nonuniformly distributed with Chebyshev
polynomial, see Section 2.4.1. It makes possible to dense the grid closely to contacts where
the most abrupt changes are observed. All parameters have been fixed in space which seems
to be a good approximation that has been already used for simulation of perovskite solar cell
[47, 49].
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Table 4.1: Parameters used in the fi ng of the experimental data and simula ons at 295 K.

Parameter Symbol Value
Relative permittivity εr 63.05 Ref. [25]
Thickness of active material L 250 nm Ref. [131]
Exciton binding energy Eb 6 meV Ref. [112]
Exciton formation rate kf 10−12 m3 s−1 Ref. [64]
Exciton lifetime τs 44 ps Ref. [116]
Electron and hole capture coefficients Cn, Cp 1.5× 10−14 m3 s−1 Ref. [24]
Recombination reduction factor ξ 10−4 Ref. [47]
Electron and hole Auger constants Γn, Γp 1.55× 10−40 m6 s−1 Ref. [24]
Edge of conduction band Ec −3.9 eV Ref. [132]
Edge of valence band Eν −5.4 eV Ref. [132]
Schottky barrier heights for electrons
and holes φn, φp 0.1 eV Ref. [48]

Initial density of ions N0 1023 m−3 Ref. [50]
Trap density Nt 1021 m−3 Ref. [24]
Effective density of states in conduc-
tion and valence band Nc,Nν 8.1× 1024 m−3 Ref. [48]

Mobility of anions μa 10 cm2 V−1 s−1 Ref. [33]
Mobility of electrons μn 4 cm2 V−1 s−1 Fit
Mobility of holes μp 3 cm2 V−1 s−1 Fit
Built-in voltage Vbuilt 1.23 V Fit
Maximum generation rate Gmax 1.55× 1028 m−3 s−1 Fit
Timestep Δt 1 ps Fixed
Number of grid points 100 Fixed

The model validation has been performed with a fit to experimental data for p-i-n struc-
ture with little or no hysteresis [131]. The data used in the fitting procedure are written in
Table 4.1 with corresponding references to parameters for CH3NH3PbI3. The mobilities
are asymmetrical and within reported values [26, 133]. To fit a short–circuit photocurrent,
the maximum charge generation rate is slightly changed and, for an open–voltage, the built–
in voltage is fitted. The configuration of investigated device looks as follows: ITO/HTL/
CH3NH3PbI3/ETL/Al, where PEDOT:PSS is used for the hole transporting layer (HTL),
andPCBM,C60 andBCP for the electron transporting layer (ETL).Asmentioned earlier, the
device stack has beenmodeledwith only perovskite layer. Thus, we can assume that ETL and
HTL are at the same electric potential levels as the interface of perovskite [50]. The model is
sensitive for fitting, therefore a perovskite layer with three thicknesses 250, 280 and 630 nm
were simulated with a single set of device parameters to find reasonable values. These values
are used as a starting point for the following numerical simulations. Figure 4.1(a) shows a
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Figure 4.1: a) J–V characteris cs for the absorber thickness 250 nm. The solid line represents the simula on and sym-
bols show the experimental data for CH3NH3PbI3 at 295 K, obtained from Ref. [131]. b) Genera on (G) profile used in
the simula on and calculated using the transfer matrix model. It is normalized withGmax.

comparison between theoretical and experimental results for a thickness 250 nm. A good
agreement has been obtained. Further in the chapter, we focus only on 250 nm perovskite
thickness layer. Figure 4.1(b) demonstrates the generation profile calculatedwith the transfer
matrix model, see Section 2.1.5. The optical parameters of each layer used in the solar cell are
given in Figure 2.1. The fitting could be also performed with a constant value ofG (uniform
generation profile), however the loss of absorbed light within the thick sample of perovskite
solar cell is high. Therefore, a nonuniform generation should be used. The fitting results
for 280 and 630 nm are presented in Figure 4.1(c) with corresponding generation profiles,
see Figure 4.1(d). We can see that the fit is in excellent agreement with experimental results
obtained for a thickness 280 nm. However, the J–V slope is slightly shifted for the case of
630 nm. This may be due to neglecting of interface effects. However, we focus only on the
excitonic phenomena in the bulk, therefore the contact effects may be ignored. The ions are
located only within a perovskite layer in the p-i-n structure. Obviously, anions and cations
can change an electric field distribution in the bulk of sample. Therefore, it should be noted
that the experimental data could be also well fitted with immobile ions using parameters ad-
opted from literature (not shown here).
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Figure 4.2: Simula on results for different exciton forma on parameters at 295 K. a) J–V characteris cs, b) a Saha
rela on for Jsc (circle symbol) andVoc (cross symbol) with red line showing equilibrium level between charge carriers and
excitons. An inset shows spa al distribu on of Saha rela on. Squares, upper triangles and lower triangles denote the
exciton forma on rates (kf) equal to 10−11, 10−12 and 10−13 m3 s−1, respec vely.

The next two sections for 295 K and 80 K are organized in the following manner. First,
we analyze spatial impact of excitons on perovskite solar cell at steady–state condition with
continuous AM1.5 light illumination. Further, the dynamic simulations are shown. Also, if
not specified otherwise, the parameters from Table 4.1 are used in all simulations.

4.1.2 Numerical results for tetragonal phase

To analyze the exciton impact in perovskite solar cells, we decided to choose three values of
the exciton formation rate: 10−11, 10−12 and 10−13 m3 s−1, called in the chapter high, inter-
mediate and low formation rates, respectively. The values are chosen based on kf = 10−12

m3 s−1 that is close to the experimental result estimated by Stranks et al. [64]. Figure 4.2(a)
shows the J–V characteristics calculated for these three values of kf. It is observed that the
magnitude of Jsc is changed negligibly with kf but a value of Voc calculated for the high and
low rates changes by about 0.05 V in respect to the intermediate formation rate. This may
have practical implication for further analysis of losses for an open–circuit (OC) condition.
Therefore, most of the simulations are shown only for OC state.

As the impact of excitons is not clearly visible in the spatial distribution in the bulk of
perovskite material, the appropriate tool is needed. Therefore, the Saha equation [63, 114,
134, 135] is applied to distinguish whether excitons or free charge carriers dominate in the
PSC. It has the form

np
S

= neq (T) =
(
2πmSkBT

h2

)3/2

exp
(
− EB

kBT

)
, (4.5)

where neq represents the equilibrium state which means that the densities of electrons, holes
and excitons are equal (n = p = S). The reduced effective mass can be defined as mS =
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Figure 4.3: Simula on results for short–circuit current (Jsc) at 295 K. a) Exciton forma on, dissocia on and charge carrier
genera on rates, b) exciton density distribu on. The diamond symbols indicate a rate of charge carriers genera on.
Squares, upper triangles and lower triangles denote the exciton forma on rates (kf) equal to 10−11, 10−12 and 10−13

m3 s−1, respec vely. The closed symbol is used for forma on rate and open symbol represents dissocia on rate of
excitons.

memh/ (me +mh), where me and mh are effective masses of electron and hole, respectively.
An interpretation of the Saha equation is that excitons prevail below neq and the free charge
carriers are dominant above this value. Figure 4.2(b) presents a graphical illustration of the
Saha equation where the ratio np/S is calculated for different exciton formation rates. The
dashed line shows the equilibrium state neq calculated for the exciton binding energy equal
to 6 meV for 295 K taken from literature [112], and the reduced effective mass 0.104 me
reported for the CH3NH3PbI3 perovskite [22]. For all cases, we obtained constant values
of np/S presented by horizontal lines, as shown in Figure 4.2(b-inset). It is clearly seen that
charge carriers prevail for the low and intermediate exciton formation rate and excitons are
in dominance only for the high value of kf. We should also mention that the Saha relation
looks the same for Jsc and Voc because it does not depend on the bias voltage, as shown in
Figure 4.2(b).
Generally, under the short–circuit (SC) condition, all losses are lower than a generation

of electrons and holes for integration over the entire device. This condition is self consistent
for the model. Whereas for OC, both recombination and generation should be equal [47].
Therefore, the case when the sum of all recombination rates is greater than the generation
rate has no physical sense. Figure 4.3(a) presents a comparison of a charge generation rate (G)
with the rates kf × np and kdiss(T)× S, which are associated with the exciton formation and
the exciton dissociation, respectively, all calculated for Jsc. It is seen that for a high value of kf,
the formation rate (kf×np) averaged in space (6.64×1027m−3 s−1) is slightly higher than the
generation rate (5.85 × 1027 m−3 s−1). Based on this observation, it can be concluded that
although the Saha equation shows a domination of excitons [Figure 4.2(b)], the case with
kf = 10−11 m3 s−1 is not physical. This also shows the maximum limit for the formation rate
of excitons at room temperature. We also observe that the formation and dissociation rates
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follow the same dynamics for the equilibrium state which was recently suggested by Stranks
et al. [64]. Therefore, excitons are created and lost within the same period of time due to
their low binding energy. As shown in Figure 4.3, the shape of the formation rate follows
the shape of the excitons distribution in space. This behavior can be explained this way that
excitons are generated only as a result of the formation process, see Equation 4.1.

52

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


0 50 100 150 200 250
1016

1019

1022

1016

1019

1022

0 50 100 150 200 250
-100

-50

0

50

100

-100

-50

0

50

100

0 50 100 150 200 250
0

1

2

3

0 50 100 150 200 250
105

106

107

p 
(m

-3
)

n 
(m

-3
)

x (nm)

(a) (b)

(c) (d)

J p (
A 

m
-2
)

J n (
A 

m
-2
)

x (nm)

S 
(m

-3
)

x (nm)

×1017

 kf = 10-11 m3 s-1

 kf = 10-12 m3 s-1

 kf = 10-13 m3 s-1
F 

(V
 m

-1
)

x (nm)
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We can see that nonuniform generation rate leads to irregular shape of the excitons distri-
bution in space for SC condition. In addition, an electric potential and, as a consequence,
an electric field depend on the distributions of all types of electric charges (electrons, holes
and both types of ions) which, in general, are mobile with different mobilities. Thus, we can
expect further irregularities in simulated curves which can create problems with an exact ana-
lysis. Therefore, we have decided to simulate also curveswith immobile ions. The impact of a
nonuniformgenerationprofile on analysis of spatial distributions havebeen alreadydiscussed
inChapter 3 for the case of organic solar cells. These studies have shown that the nonuniform
generation has only an impact on the distributions of photocurrents Jn and Jp which follow
the shape of the generation profile. The same tendency is observed for perovskite materials,
therefore the analysis is not shown here for clarity. The immobile ions slightly change the J–
V characteristics and do not impact the Saha relation, see Figure 4.4(a,b). We can notice that
a concentration of mobile anions (a) decreases drastically in the bulk of sample, as shown
in Figure 4.4(c). Therefore, the electric field distribution changes visibly in comparison to
the case of immobile ions, as illustrated in Figure 4.4(d). For an open–circuit, the minimum
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Figure 4.6: Simula on results at 295 K. Transient results for exciton concentra on for open–circuit (Voc) a) at the posi-
on close to the anode, and b) in the middle of sample. Transient results for exciton concentra on for short–circuit (Jsc)
in the middle of sample (c). Black, blue and red lines denote the exciton forma on rates (kf) equal to 10−11, 10−12 and
10−13 m3 s−1, respec vely. All results are normalized.

of F(x) is shifted toward the anode. In Figure 4.4(e), it could be also noted that the mobile
ions influence charge carrier concentrations by shifting charge carrier density toward the cath-
ode of PSC. We can see that the exciton concentration in space is symmetrical when ions are
immobile and becomes asymmetrical for a case of mobile anions. The position of the max-
imum in the distribution of excitons coincides with the observed changes of electrons and
holes concentrations close to the cathode, see Figures 4.4(f).
Figure 4.5 presents simulation results calculated for three values of the exciton formation

rate in the case of OC condition. As it is observed in Figure 4.5(a), an increase of the forma-
tion parameter lowers the density of electrons and holes which directly impacts the Voc level
in the same way. This behavior could be explained by the mechanism of exciton formation,
where an electron and a hole interact with each other and create an excitonwith a probability
related to the formation rate, as shown in Equation 4.1. In Figure 4.3(a), it has been proved
that excitons dissociate with the same rate for SC. Therefore only negligible changes in elec-
trons and holes distributions, and their photocurrents would be observed. However, under
OC condition, where an electric field is much lower inside the PSC, the exciton formation
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and the dissociation rates are not equal (results not shown here). Thus, excitons can also
recombine monomolecularly within their lifetime τS. Consequently, not all free electrons
and holes are produced back from excitons which results in lowering their densities. Due to
changes of these concentrations, the space distributions of photocurrents are also influenced.
For the higher exciton formation rate, the electron (Jn) and the hole (Jp) photocurrents de-
crease about the zero axis, see Figure 4.5(b). These distributions are likely lowered due to
observed changes of electric field with increasing rate of exciton formation, illustrated in Fig-
ure 4.5(d). It can be also noticed that the value of photocurrent at amaximumpoint (forOC
condition) is much higher than for organic solar cell [58, 105]. This is directly caused by a
nonuniform generation and a thicker absorber layer. As shown in Figure 4.5(c), the exciton
density increases uniformly across thematerial, if changed from low to intermediate values of
formation rate. However, the shape of this distribution changes drastically for a high kf. The
explanation for this behavior will be provided in further part of the chapter with a discussion
of dynamical simulation results.

The next step is to analyze transient results to get more insight into process of exciton
formation. Figure 4.6 shows results of the normalized exciton concentrations close to an
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Figure 4.8: Simula on results for open–circuit (Voc) at 295 K. Spa al distribu ons of a) electrons (closed symbol) and
holes (open symbol) concentra ons, and b) electron (closed symbol) and hole (open symbol) currents. Squares, upper
triangles and lower triangles denote spa al distribu ons for 0 ps, 100 ps and 2 ns, respec vely, which is a me since
genera on was turned on (G ̸= 0). The exciton forma on rate (kf) is equal to 10−11 m3 s−1.

electrode position (part a) and in the middle of the sample (part b), both presented for an
open–circuit. It is observed that excitons closer to the electrode are slightly more dynamic.
The steady–state is reached faster when the exciton formation rate increases. For SC condi-
tion, the time of steady–state is shorter than for OC and independent on the value of kf, as
shown results in the middle of the sample in Figure 4.6(c). It originates from a higher level
of electric field for Jsc and therefore the exciton formation rate does not influence neither dy-
namics of photocurrent nor excitons concentration. Therefore, further analysis of transient
simulations are focused on OC condition only.

Figure 4.7 shows a spatial distribution of excitons (for the case of OC) calculated for three
times equal to 0 ps, 100 ps and 2nswhich represent a time counting after generation is turned
on (G ̸= 0). These times have been chosen in a way that there is no illumination (0 ps),
the light–soaking has already taken place (100 ps) and the steady–state condition has been
reached (2 ns). It is seen that at 0 ps the shapes of excitons distribution for high (part a),
intermediate (part b) and low (part c) values of kf are similar due to negligible influence of
illumination. However, when the generation is turned on, we observe an increase of excitons
for high and intermediate formation rates but only close to the anode. Therefore, in Fig-
ure 4.8(a) we present results only for kf = 10−11 m3 s−1 in OC condition as there is the most
visible impact. Here, we can notice that light generatesmore holes near the anode. Therefore,
excitons created with a high formation rate occur because light increases the concentration
of holes which approach electrons that are major charge carriers in this region. The spatial
distribution of photocurrent is also established for an open–circuit when an illumination is
turned on, see Figure 4.8(b).
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4.1.3 Numerical results for orthorhombic phase

The next step is to analyze the impact of excitons at low temperature. As it was mentioned
before, the perovskite material changes phase with temperature which influences its proper-
ties. The most importantly, the exciton binding energy is increasing for orthorhombic phase
to about 34 meV which is now higher than the thermal energy (6 meV at 80 K) [136]. This
may suggest higher stability of the produced exciton in lower temperature. However, Wang
et al. [116] have reported that the exciton lifetime ismuch shorter and decreases to about 3 ps.
Also, it is still not clear what is a type of excitons in organo-lead halide perovskite materials
at low temperature. Although, one can find a hypothesis that such excitons are of Wannier
type [117, 137] but this assumption requires further studies to prove it. The difficulties ar-

Table 4.2: Parameters for simula on at 80 K.

Parameter Symbol Value
Exciton binding energy EB 34 meV Ref. [136]
Dielectric constant εr 39.39 Ref. [25]
Mobility of electrons μn 143 cm2 V−1 s−1 Ref. [24]
Mobility of holes μp 143 cm2 V−1 s−1 Ref. [24]
Exciton decay time τs 3 ps Ref. [116]
e− and h+ capture coefficients Cn, Cp 3.18× 10−15 m3 s−1 Ref. [24]
e− and h+ Auger constants Γn, Γp 23.4× 10−40 m6 s−1 Ref. [24]
Edge of conduction band Ec −3.9 eV Ref. [29]
Edge of valence band Eν −5.5 eV Ref. [29]
Reduction factor ξ 1.66× 10−4 Ref. [24]
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rise when finding experimental values of kf at low temperatures as it has not been measured
in perovskite materials yet. In general the bimolecular formation rate depends strongly on
temperature and it increases by orders of magnitude when lowering the lattice temperature
of semiconductor [130, 138–140]. Therefore, we have decided to choose wider range of
exciton formation rate which represent overall tendency observed in semiconductors. For
low temperature simulation kf is equal to 10−7, 10−9 and 10−11 m3 s−1, called in this para-
graph high, intermediate and low exciton formation rates, respectively. In the absence of
experimental data (κ and η parameters) for CH3NH3PbI3 material at low temperature, the
generation profile has been used the same as at room temperature, see Figure 4.1(b). Other
parameters, which are presented in Table 4.2, have been adopted from literature for the per-
ovskite material (80 K).
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Figure 4.9(a) shows J–V characteristics calculated using the values of kf from above. First,
it should be noticed thatVoc is shifted about 0.35 V, if a temperature changes from 295 K to
80 K for the same exciton formation rate equal to 10−11 m3 s−1. The same tendency has been
observed by Shao et al. [141] for the PSC, where a decreasing temperature (from 295 K to
140 K) has increasedVoc by about 0.15 V. Second, the impact of exciton formation rate is the
same as for tetragonal phase, where the rise of kf causes that a value ofVoc increases but Jsc is the
same. The Saha relation once again shows a flat distribution in space, see Figure 4.9(b). For a
low value of the exciton formation rate, electrons and holes dominate in the PSC. However,
for the intermediate kf, we observe an equilibrium between free charge carriers and excitons
whichmeans that there is nodominant part. Therefore, even a small increase of the formation
ratewould lead to dominance of excitons in theCH3NH3PbI3 absorber layer, as observed for
high kf.

Figure 4.10(a) shows a comparison of the generation, dissociation and exciton formation
rates calculated for SC condition. It is clearly seen that the probability of a generation pro-
cess is around two orders of magnitude higher than for formation and dissociation mech-
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Figure 4.12: Simula on results at 80 K. Transient results for exciton concentra on a) at the posi on close to the anode,
and b) in the middle of sample. Transient results for exciton concentra on for short–circuit (Jsc) in the middle of sample
(c). Black, blue and red lines denote the exciton forma on rates (kf) equal to 10−7, 10−9 and 10−11 m3 s−1, respect-
ively. All results are normalized.

anisms. Therefore, we can conclude that excitons prevail in the perovskite solar cell at the
orthorhombic phase (at low temperature). It is also possible that the formation rate could
be even higher for lower temperatures, however to formulate final conclusion there is a need
for experimental confirmation which is not an aim of these studies. In Figure 4.10(a), we
can also observe that the rates of the exciton formation and the dissociation, presented as a
function of a distance from the electrode, both follow the distribution of excitons, see Fig-
ure 4.10(b). However, the rates are not equal and the formation process is more possible
than a dissociation due to a much higher monomolecular recombination of excitons which
is inversely proportional to exciton lifetime. For a high value of τS almost all free electrons
and holes are produced back from excitons, see Figure 4.10(c). Although, for smaller τS, the
recombination competes with other processes and, as a consequence, not all excitons disso-
ciate. This conclusion supports the statement that excitons are dominant in the PSC at low
temperature and the excitonic mechanisms influence the operation of the low temperature
devices.

Figure 4.11 illustrates spatial results presented for different exciton formation rates calcu-
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lated for OC. We can see that the electron and hole concentrations are the highest in the
middle of the sample for a low formation rate. The boundary conditions clearly show that
the density of carriers near electrodes should decrease for lower temperatures. For higher val-
ues of kf, the total concentrations of n and p are lower in the bulk of the sample relatively
to the position which is closer to the metal electrode. As shown in Figure 4.11(b), the form-
ation rate also affects the spatial distribution of photocurrents Jn and Jp. It can be noticed
that the both photocurrents decrease for higher kf. This is directly influenced by a change
of charge carrier concentration and also by an electric field distribution (|F|). An absolute
value originates from the negative electric field values due to relation Voc > Vbuilt, as shown
in Figure 4.11(d). As illustrated in Figure 4.11(c), the shape of excitons distribution spreads
more uniformly across the sample and a total density of excitons slightly increases only for
higher formation rate. The observed shape of S is most likely due to the drastic decrease of
charge carrier concentration in the middle of PSC.

Figure 4.12 illustrates transient results of the exciton concentration obtained for two spa-
tial points, meaning close to the anode and in themiddle of theCH3NH3PbI3 absorber layer
(both for Voc). It can be noticed that the observed dynamics at low temperature is about or-
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der of magnitude faster than for room temperature. This effect originates because the pro-
cesses of exciton formation andmonomolecular recombination need shorter times for the or-
thorhombic phase, see Table 4.2. We also observe that the steady–state condition is reached
much faster for the position closer to the electrode than in the middle of the sample. In
Figure 4.12(a), it is visibly seen that the higher formation rate drastically increases dynamics.
However, for intermediate and low values, we obtained approximately the same results. In
the bulk of the CH3NH3PbI3 layer, the dynamics is getting higher with the exciton forma-
tion rate, illustrated in Figure 4.12(b). Therefore, in contrast to simulations at room temper-
ature, a rise of the concentration S depends not only on the rate kf but also on the position
in the device. At the SC state, the observed dynamics is really high and independent of the
exciton formation rate and the position, as shown in Figure 4.12(c). For this reason transient
analysis in SC condition is skipped for this chapter.

Figure 4.13 shows spatial distributions of excitons calculated for three times equal to 0 ps,
10 ps and 1 ns after illumination (OC condition). It is observed that without illumination (0
ps), the maximum density of excitons is shifted toward the cathode for higher exciton form-
ation rate, and to the middle of the sample for the lower rate. When the generation (G) is
turned on, there is a visible increase in exciton density observed only for high and intermedi-
ate values of kf. Figure 4.13(a) illustrates that a concentration S drastically increases close to
the anode for the high kf. For the low and intermediate exciton formation rates, an impact
of illumination is smaller. Similarly to results reported for a room temperature, this effect
is due to a higher hole density which influences the creation of electron–hole pairs after illu-
mination, as shown in Figure 4.14(a). When the generation is turned on, the average value of
exciton density increases in the bulk of the CH3NH3PbI3 absorber layer, imitating the shape
of a hole density. It suggests that holes, which are less mobile in the PSC, take a crucial part
in the process of the excitons creation. In Figure 4.14(b), we can see the photocurrent dis-
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tributions of Jn and Jp obtained for Voc. For the case when the generation is turned on, both
currents are distributed symmetrically about the zero value.

4.2 Ionic conductivity studies of perovskite material

Here, the experiment for CH3NH3PbI3–xClx is presented. This part is organized as follows.
First, a synthesis of the material and studies of its structural properties are described. Next,
the measurement of electrical conductivity as a function of temperature and the analysis of
obtained results are reported.

4.2.1 The material preparation and an experimental procedure

The perovskite CH3NH3PbI3–xClx precursor was prepared with the following procedure.
The commercial Methyloamine (33 wt % in ethanol) from Sigma Aldrich, hydroiodic acid
(57 wt % in water) from Alfa Aesar, lead (II) chloride (PbCl2) (99 %) from Acros Organics,
ethanol, dimethylformamide (DMF) and diethyl ether have been used. To obtain methylam-
monium iodide (MAI) powder, methyloamine and hydroiodic acid were mixed in round–
bottom flask in 1:1 molar ratio with 100 mL of ethanol. The stirring has been continued
for 2 hours in the ice bath due to the exothermic nature of reaction, and evaporated at 50◦C
afterwards. The precipitate was washed with diethyl ether three times and dried overnight.
The readily synthesizedMAI and PbCl2 weremixed in 3:1molar ratio in DMF. After optim-
ization procedures, the most stable films in measurements conditions have been fabricated
from 60 wt % precursor concentration.

The 15×20 mm glasses have been cleaned by sonication (10 minutes) with solution of
Hellmanex 1 % and later rinsed with hot distilled water. Next, the substrates were placed in
ultrasonic bath with isopropyl alcohol and later dried in air. The volume of 60 μL perovskite
60 wt % precursor has been spin–coated with 2100 rpm for 30 s onto the precleaned glasses.
The film was annealed for 60 min in air at 100◦C. At the substrate with perovskite layer, Al
electrode has been thermally evaporated under vacuum 2× 10−2 Torr with thickness of 50
nm. The mask was used to define two 3 mm electrodes with 3 mmwidth and 0.5 mm space
in between which was an active area of the sample. Finally, the film has been covered with
glass cover slips with epoxy resin to prevent the degradation process by contact with air and
water during the process of measurements. The resin was placed in a way it did not contact
an active area of the sample.

The structural characterization includedX–ray diffraction (XRD) and Scanning Electron
Microscope (SEM) measurements. XRD have been performed for samples spin–coated on
the glass substrate in air using the X–Pert Pro MPD Philips diffractometer at room temper-
ature with CuKα (1.542Å). The accelerating voltage and electrical current were 40 kV and 30
mA, respectively. XRD data have been recorded from 10◦ to 60◦ for 2θ with the step size of
0.027◦. To analyze the surfacemorphology and average crystallite size of perovskite films, the
FEI Quanta FEG 250 SEM was used, operating with secondary electron detector in a high
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vacuum mode with the accelerating voltage of 20 kV. The actual thickness of a spin–coated
perovskite layer on the substrate with the aluminum electrodes has been measured with the
use of surface Tencor Alpha Step 500 Profiler.

The temperature dependence of conductivity has been studied by DC two–wire (2W)
method in a temperature range of 77–420K. In order to perform theDCHebb–Wagner po-
larization technique, the thick anddense layer of ion–blocking electrode (a carbonpaste from
Leit C Conducting Carbon Cement) has been covered on the aluminum electrodes. For the
non ion–blocking electrode, a porous silver paste was used as a current collector which was
previously reported by Maeda et al. [142]. The platinum wires were used as electrical con-
nections. To control the temperature, K–type thermocouple (Keysight 34970A) has been
placed right beside the sample in the holder. In the first part of the experiment, the measure-
ment cell was located in the tube immersed in a liquid nitrogen. Then the temperature slowly
increased. At a high temperature regime (above a room temperature), the tube was heated
on the hot–plate as it reached aimed temperature. We did not illuminate our samples during
experiment (dark conditions). Performing the electrical measurements (Keithley 2401), the
current–voltage characteristics have been taken under steady–state conditions. The conduct-
ivities were calculated from the J–V linear relations at low–voltage region.

In order to analyze the crystal structure and phase composition of the samples, the XRD
measurements were conducted. In Figure 4.15(a) there is shown X–ray diffraction pattern
for the CH3NH3PbI3–xClx film on glass substrate which exhibits tetragonal structure with
a I4cm symmetry [29]. The following diffraction peaks corresponding to (110), (200), (211),
(220), (310), (312), (224), (330) and (440) planes of perovskite material were observed [143,
144]. The highest intensity of 13.93◦ peak suggests that the orientation of the polycrystalline
perovskite film is (110) [145]. In the diffraction pattern, there is no secondary phase from
PbI2 at 12.3◦ which suggests high purity of the sample [146]. The degradation effect with
the XRDhas beenmeasured for one sample, results are shown in Figure 4.15(b). After three
weeks from preparing of the sample, there are no visible impurities from PbI2.

The active area of samples is defined in between two parallel electrodes. From the obser-
vation of the surface morphology, we can clearly see a percolation path for charge carriers
between crystallites, Figure 4.15(c). Therefore, the method of spin–coating for a film form-
ation is good enough for the purpose of the work. The grain size of the polycrystalline ma-
terial (3.3± 0.6) μm has been estimated from the analysis of SEM image. The thickness of
the sample obtained from profilometer is (1.80± 0.07) μm. The ratio of grain sizes to grain
boundaries is very high, therefore wemay ignore the influence of partial grain boundary con-
ductivity on total conductivity in the further part of the studies.

4.2.2 Experimental studies of ionic conductivity

In order to check the electrical properties of the CH3NH3PbI3–xClx material, the temper-
ature dependence of total and partial surface conductivities have been measured. The total
conductivity (σtot) of material is defined as a sum of electronic and ionic conductivities
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σtot = σel + σion, (4.6)

where electronic conductivity (σel) is associated with electrons and holes, and ionic conduct-
ivity (σion) relates, in general, to anions and cations.

It should be mentioned that CH3NH3PbI3–xClx perovskite is a material with addition of
chloride salts to precursor for film fabrication. It is known, that the addition of chloride ions
improves the stability against humidity [147]. However, only small amount of Cl atoms are
present in mixed–halide film [148] and, the chloride doping has a small impact on transport
properties [149]. Therefore, only iodide ions are considered in partial conductivity of the
studied material.

The technique for measuring total conductivity possible to use only when steady–state
condition of the sample is reached. Therefore, in Figure 4.16 it is shown J–V characteristics
which have been taken before immersing the sample to liquid nitrogen (part a), and just after
the room temperature has been reached (part b). The stability analysis were also done in low
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Figure 4.16: J-V curves for CH3NH3PbI3– xClx sample. a) before immersing to liquid nitrogen, b) instantly as room tem-
perature has been reached, c) in 248K, and d) 288K absolute temperature. The corresponding linear fi ng red line is
shown.

temperature for a few hours (results not shown here). The lack of differences support the
conclusion that the steady-state is obtained for every point ofmeasurements. The conductiv-
ity has been calculated from linear fitting of J–V characteristics. In Figure 4.16(c,d), there are
presented two example measurements for different applied voltage ranges which show linear
relation with current. The two–points method is used instead of the four–point (4W) due
to the large resistance of the sample in the contrast to wires. All of the measurements exhibit
the same tendency, thus only one representative result is presented in this work.

Figure 4.17(a) shows the result of the total conductivity in 80–420 K temperature range.
Ten samplesweremeasured in the same conditionswith 2Wmethod. At low temperature, we
notice a value of conductivity characteristic for insulator materials: 1.77× 10−6 S m−1. The
drastic rise of the total electrical conductivity level is observed at 230Kand at 300K. It reaches
2.4× 10−2 Sm−1which is of the same order ofmagnitude as previously reported for trihalide
perovskite byMaeda et al. [142]. It should be also mentioned that the significant increase of
total conductivity, by about four orders of magnitude, for transition from orthorhombic to
tetragonal phase has been also observed byKhenkin et al. [150] andPeng et al. [151]. Slightly
over the room temperature, the conductivity decreases up to 340K and continues to increase
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Figure 4.17: The temperature dependence of total electrical conduc vity for CH3NH3PbI3– xClx sample. (a) Conduc vity
as a func on of temperature in absolute scale, and (b) Arrhenius plot of total conduc vity with ac va on energy given
for each crystallographic phases.

afterwards. Such a significant change in electrical conductivity as a function of temperature
may be explained by the phase transition which occurs in the sample.

In order to calculate an activation energy (Ea) for conductivity with temperature, we use
the Arrhenius equation

σ = σ0 exp
(
− Ea

kBT

)
, (4.7)

where σ is a conductivity of the sample and σ0 represents a pre–exponential factor. Figure
4.17(b) illustrates the total conductivity vs 1000 T−1 for the analyzed sample. As can be
seen, the linear fitting is in a good agreement with Equation 4.7, what proves the validity of
thermally active conductivitymodel. Moreover, the three characteristic regimes canbe visible
in Figure 4.17(b). These regimes are related to the phase transitions and, in a consequence,
to different crystal forms of the same sample. For the seek of this chapter, the orthorhombic,
tetragonal and cubic phases are also called α, β and γ, respectively.
At low temperatures, we notice a negligible change of the total electrical conductivity as

the temperature increases, see Figure 4.17(b). Therefore, a very small (even close to zero) ac-
tivation energy for mixed conductivity has been obtained at α phase. The drastic increase of
conductivity occurs at the transition from α to β phase which leads to higher activation en-
ergy (0.87± 0.02) eV. The transition for trihalide perovskite is expected at 160 K. However,
Li et al. [152] have presented that the increasing of sample thickness (a distance between elec-
trodes for the volume electrical conduction) from 30 nm to 400 nm can drastically change
the temperature of the transition for about 40 K. The distance between both electrodes for
our samples (a case of the surface conduction) is around 0.5 mm, what should lead to higher
temperature of the phase transition (in our case ∼230 K). It is known that the electronic
conductivity depends on the mobility of charge carriers. However, Milot et al. [24] have re-
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ported that the mobility decreases for the transition from orthorhombic to tetragonal phase.
Therefore, the change of conductivity should be related to the change of charge carriers con-
centration. The α and β phases are characterized by the symmetries Pnma and I4cm, respect-
ively. A change of the symmetry in phase transition could explain the increase of electrons
and holes concentration [153]. For higher temperature, we have recorded a phase transition
from β to γ associated with the decrease of activation energy (0.63± 0.01) eV. Additionally,
the total conductivity drops by about two orders of magnitude, illustrated in Figure 4.17(b).
It also seems that the change of perovskite phase is spread over a wide range of temperature.
Therefore, it may suggest presence of two phases in temperature between 300K to about
340K [25, 63, 154].

It is possible to separate the ionic and the electronic conductivities using themodifiedDC
Hebb–Wagner polarization method under the steady–state condition. The temperature de-
pendences of σtot, σel and σion for tetragonal phase are shown in Figure 4.18. The represent-
ative results for the total and electronic conductivities are presented without and with the
ion–blocking electrode, respectively. For β phase the ionic conductivity takes over the dom-
inance in CH3NH3PbI3–xClx perovskite, Figure 4.18(a). Then, the partial conductivity of
iodide ions is one order of magnitude higher than electronic conductivity at room temperat-
ure. In case of an intrinsic semiconductor with wide band–gap, the electronic conductivity
should be close to zero at 300K. This could be explained with unintentional doping level (Ec-
Ef) which according to Kim et al. [155] is shallow as 0.34 eV below conduction band (Ec) for
CH3NH3PbI3. The electron concentration generated by unintentional doping is given by
Boltzmann statistics

n0 = Nc exp
(
−
Ec − Ef

kBT

)
, (4.8)

where Nc is an effective density of states in conduction band equal to 8.1×1024 m−3 [48].
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Equation 4.8 gives n0 concentration equal to 1.57×1019 m−3 and with electron mobility
equal to 35 cm2 V s−1 [24], the electron conductivity is 8.83×10−3 S m−1 which is about
the experimental data at 300K, see Figure 4.18. In reference to these results, it can be stated
that CH3NH3PbI3–xClx is a mixed ionic–electronic conductor with predominant iodide
ions conductivity at tetragonal phase. We suggest that the domination of ions at room tem-
perature may explain the observed effect of hysteresis in trihalide perovskites.

The activation energies for both partial conductivities have been calculated from Equa-
tion 4.7. The linear correlation coefficient for Arrhenius plot is 0.97. Figure 4.18(b) shows
that, for tetragonal phase, the activation energy drastically increases for both ionic and elec-
tronic charge carriers to the values of (0.87 ± 0.02) eV and (1.12 ± 0.03) eV, respectively.
The obtained result of the activation energy for migration of iodide ions is similar to previ-
ous reports for the halide inorganic perovskites with anion vacancy transportation mechan-
ism [120, 156, 157] and for the methylammonium lead iodide perovskite [122]. We can see
that the ionic conductivity dominates for β phase. However, its activation energy is lower in
respect to the electronic conductivity. Eames et al. [122] have assumed that the only possible
mechanism for transport of ions inCH3NH3PbI3–xClx perovskite is byhoppingbetween the
neighbouring vacancies which needs low activation energy. Motta et al. [149] have proposed
that the bottom of conduction band and the top of valence band for CH3NH3PbI3–xClx
originate from p orbitals of Pb atom and p orbitals of I atom, respectively. Therefore, the
creation of electrons and holes and, as a consequence, also their transport (the bandpass trans-
portationmechanism) require a higher thermal energy. That may explain the higher value of
activation energy observed for the electronic conduction in comparison to the ionic conduc-
tion mechanism.
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Chapter5
Studies of surface recombination in perovskite solar
cells at the interface of HTL/CH3NH3PbI3

The theoretical calculations have shown that the highest power conversion efficiency of per-
ovskite solar cells could be around 31% [158]. Although it can be found that the best cells
have already reached amaximumof a short–circuit photocurrent (Jsc) [159], there are still ob-
served losses in a fill–factor (FF) and an open–circuit voltage (Voc) related to the optical losses,
the recombination processes and the transport of charges within different layers and through
the interfaces. Therefore, further studies are required to specify which dominant recombina-
tion mechanism limits all photovoltaic parameters (Jsc, FF and Voc) in order to control them.

In the PSCs, a radiative recombination of charge carriers seems not to play a dominant role
in comparison to a nonradiative recombination mechanism [160, 161]. The nonradiative
recombination takes place when the trapped electron (or hole), which is located at the energy
level within the band–gap, recombines with an opposite charge carrier. However, the traps
could be accumulated either at the grain boundaries of the polycrystalline perovskitematerial
[162] or at the interface between the perovskite and an electron transporting layer (ETL) or
a hole transporting layer (HTL) [163]. It seems that both types of accumulation should exist
in the PSCs and impact the final performance [160, 164].
In general, an interface (dead) recombination is well known to impact the properties of the

solar cells [165, 166]. However, only recent studies have reported the importance of this type
of recombination in PSCs [167–169]. The presence of surface recombination is inherent to
a perovskite material as perovskite crystals grow depends on the quality of the layer which is
underneath. Nakane et al. [170] have shown that a growth of the perovskite on TiO2 could
result in the creation of a ”dead layer” which is parasitic for the perovskite with a very high
recombination leading todecrease of Jsc and, as a consequence, lowering thefinal performance
of PSCs. Fortunately, several techniques have been already presented to reduce the surface
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recombination by e.g. temperature treatment [171], chemical passivation [172, 173] or laser
treatment [174].

The aim of this chapter is to investigate and understand the role of recombination pro-
cesses which occur at the interface of HTL/perovskite. Therefore, the experimental part is
firstly described, where we study two types of PSCc with and without interface recombina-
tion layer. Further, the representative cells are simulated with the drift–diffusion model to
deeply understand the nature of the aforementioned recombination process.

This chapter is partially based on [D. Głowienka, D. Zhang, F. D. Giacomo, M. Najafi,
S. Veenstra, J. Szmytkowski, Y. Galagan Role of Surface Recombination in the Interface of
Cu:NiOx/CH3NH3PbI3 Perovskite Solar Cells, submitted].

5.1 Device fabrication

The precursor for perovskite CH3NH3PbI3 phase was prepared as described below. Com-
mercial lead iodide (PbI2) (99.99%,TCI),methylammonium iodide (MAI) (GreatCell Solar),
dimethylformamide (DMF) solvent (99.8%, Sigma-Aldrich) and 1-methyl-2-pyrrolidinone
(NMP) solvent (99.5%, ACROSOrganics), were used as received. The powders ofMAI and
PbI2 were mixed in 1:1 molar ratio and dissolved in DMF:NMP (9:1 volume ratio) solution
by stirring overnight at room temperature. Three precursors solutions with 1 M, 1.2 M and
1.4 M equimolar concentrations were used in experiment. Patterned glass/ITO substrates
were ultrasonically cleaned with soap water, deionized water, and ethanol, followed UV–
ozone treatment for 30 min. All the solar cells preparation processes were carried out inside
the nitrogen–filled glove–box with oxygen and moisture levels about 1 ppm. The HTL of
Cu:NiOxwasprepared from0.95mmolNi(NO3)2· 6H2Oand0.05mmolCu(NO3)2· 3H2O
powders mixed in 9:1 volumetric ratio of 2-methoxyethanol solution and acetyloaceton solu-
tions, recpectively. The Cu:NiOx was spin–coated at 1500 RPM for 60 s with acceleration
1500 RPM s-1. It was dried on hot–plate for 5 min at 150◦C in N2 environment, and fur-
ther for 15 min at 300◦C in air. The surface passivation of Cu:NiOx has been done with
poly(triaryl amine) (PTAA) (Sigma-Aldrich) solution in toluene with the concentration of
2 mg mL-1. The solution was spin–coated at 5000 RPM for 35 s with the acceleration of
5000 RPM s-1. Then samples were annealed at 100◦C in N2 for 10 min. Subsequently, the
perovskite solution was dynamically spin–coated with the following gas quenching [175].
The 100 μL precursor was spin–coated on glass substrate in two steps. First, at 2000 RPM
for 10 s with acceleration 200 RPM s-1 and, then at 5000 RPM for 30 s with 2000 RPM s-1.
After 15 s of spin–coating, the N2 gun was used for quenching the perovskite layer for 15 s
at 6 bars pressure with 10 cm vertical position from the substrate. Afterwards, the samples
were immediately placed on the hot–plate at 100◦C for 10 min. The ETL solution was pre-
pared by dissolving 20mgmL−1 of [6,6]-phenylC61butyric acidmethyl ester (PCBM) (99%,
Solenne) in chlorobenzene, the solution which was stirred overnight at 60◦C. ETL layer was
spin-coated at 1500 RPM for 55 s with the acceleration of 3000 RPM s-1 and followed by
spin–coating of bathocuproine (BCP) (99.99%, Sigma-Aldrich) solution of 0.5 mg mL-1 in
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ethanol at 3000RPMfor 50 swith the accelerationof 3000RPMs-1. Subsequently, the clean-
ing of ITO contacts from HTL, the perovskite and ETL layers was done in air with the use
of DMF:chlorobenzene solution in 1:6 volume ratio. Finally, Au electrodes were thermally
deposited with a thickness of 100 nm under the pressure of 1×10-6 mbar through a shadow
mask on top of the ETLs.

5.2 Characterization methods

The film thickness of each layer was measured with Bruker XT Dektak profilometer giving
for the CH3NH3PbI3 perovskite material 375±5 nm, 470±2 nm and 575±4 nm for 1 M,
1.2 M and 1.4 M molar concentrations, respectively. The crystal structure characterization
was performed using X-ray diffractometer (PanAlytical Empyrean; referred as XRD). The
morphology was investigated with atomic force microscope (Park NX-10 tool; referred as
AFM).Theoptical properties of the samplesweremeasuredwithUV–vis spectrophotometer
(AgilentCary 5000) bymeasuring the transmittance (T) and the reflectance (R). Steady–state
photoluminescence spectrum (Horiba LabramAramis system; referred as PL) was measured
with an excitation laser beam at 532 nm and Si detector. The current–voltage (J–V) charac-
teristics of solar cells were measured in N2 filled glove–box under a white light halogen lamp
using illumination mask of 0.09 cm2, to define the active area of the sample. The light in-
tensity was calibrated to 100 mW cm-2 with a silicon reference cell. However, for obtaining
different illuminations, the set of filters have been used to obtain 1, 0.83, 0.53, 0.33, 0.1, 0.01
and 0.001 sun intensities. The J–V curvesweremeasuredwithKeithley 2400with a scanning
rate of 0.165 V s-1 with 20mV step. The scanning was performed in forward (from -0.1 V to
1.1 V) and reverse (from 1.1 V to -0.1 V) bias to show the effect of hysteresis. The measure-
ments of J–V characteristics were done without preconditioning with light soaking or UV
treatment. The maximum power point tracking (MPPT) was performed for approximately
2 minutes with continuous illumination, and control of voltage and current at maximum
power point. The external quantum efficiency (EQE) was measured with setup from Rera
Solutions.

5.3 Experimental results

Theoptical analysis performedwithUV–vis andPLmeasurements is shown inFigure 5.1(a,b).
For the UV–vis experiment, the transmittance (T) and reflectance (R) of the samples have
been measured and recalculated to the absorbance using a relation of 100%=A+T+R, the
resulted absorbance is shown in Figure 5.1(a). Using the tauc–plot, the optical band–gaps
(Eg) have been obtained, which values were further applied in the simulation. The Eg values
of 1.601 eV, 1.595 eV and 1.591 eV were obtained for the thicknesses of 375 nm, 470 nm
and 575 nm, respectively. The same shift of the band–gap is observed in PL measurements
when a film thickness increases, see Figure 5.1(b). The possible explanation of the effect is
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Figure 5.1: Experimental results for the perovskite layer on glass, a) UV-vis, b) PL, c) XRD, and d) AFM measurement.
The perovskite thickness is equal to 375 nm (black line), 470 nm (red line) and 575 nm (green line). Only 375 nm per-
ovskite layer is shown for AFM analysis.

in–plane tensile strain perpendicular to the substrate which increases with film thickness and
may impact the band–gap [176].

In order to characterize a crystal structure of the perovskite layer, the XRDmeasurements
have been performed. Figure 5.1(c) illustrates the XRD results of the perovskite which show
negligible differences for three different thicknesses. The samples exhibit tetragonal phase
with I4cm symmetry, which is confirmed by the diffraction peak with highest intensity of
(110) [115]. Most importantly, in all three samples, we can see a very small diffraction peak
observed at about 13◦ related to a secondary PbI2 phase. The morphology of CH3NH3PbI3
material is analyzed on the glass substrate with AFM measurements, see Figure 5.1(d). The
result is only shown for 375 nm perovskite layer due to negligible differences. The layers
exhibit a very good coverage with the large grains of approximately 215 nm, 226 nm and
239 nm (statistics done on about 150 grains) for 375 nm, 470 nm and 575 nm thick layers,
respectively.
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Figure 5.2: Photovoltaic parameters for PSCs, a) PCE, b) Jsc, c) FF, and d) Voc. The solar cell structure with Cu:NiOx as
HTL. The perovskite thickness equals to 375 nm (black), 470 nm (red) and 575 nm (green).

The PSCs have beenmeasured under AM1.5 conditions. Figures 5.2–5.3 show the results
for the PSCswith the perovskite thickness of 375 nm, 470 nm and 575 nm for structure with
Cu:NiOx and Cu:NiOx/PTAA, respectively. It has been observed that the sample without
PTAAmaterial has PCE lower by about 2–3%, as shown in part (a). This behavior is mostly
due to 1 mA cm-2 losses of Jsc and 100 mV of Voc, see part (b and d), while FF remains the
same for both devices [part (c)]. The same effect could be observed for the samples with
thicker absorber layer of 470 nm and 575 nm. However, the losses on Voc and Jsc increase
with increasing the thickness of perovskite absorber. For the samples with perovskite thick-

Table 5.1: Photovoltaic parameters for the PSCs representa ve cells

Cu:NiOx Cu:NiOx/PTAA
Forward Reverse Forward Reverse

Jsc [A m-2] -194.24 -194.92 -204.25 -204.48
Voc [V] 1.00 1.00 1.07 1.08
FF [%] 76.20 75.13 75.75 75.88
PCE [%] 14.84 14.66 16.58 16.71
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Figure 5.3: Photovoltaic parameters for PSCs, a) PCE, b) Jsc, c) FF, and d) Voc. Solar cell structure with Cu:NiOx/PTAA as
HTL. The perovskite thickness equals to 375 nm (black), 470 nm (red) and 575 nm (green).

ness of 575 nm, the Voc and Jsc drops are about 200 mV and 2 mA cm-2, respectively, which
results in approximately 4% of PCE losses. The PSCs with modified HTL maintain high
PCEwith slight increase in efficiency with increasing the perovskite layer thickness. This ori-
ginates mostly due to higher Jsc which increases with increasing the absorber thickness due
to higher absorption of light in the red part of the spectrum [177]. The observed parasitic
phenomenon is likely relatedwith surface recombination atHTL/CH3NH3PbI3 interface as
the onlyCu:NiOx has beenmodified. Such an effect has been already reported for perovskite
solar cells [164]. However, for a high surface recombination, it is expected that FF also should
be affected. In this study, we further demonstrate that the concept of a dead layer with a very
high trap recombination is able to explain the losses in photocurrent and voltage with small
impact on FF.

The representative J–V curves and External Quantum Efficiency (EQE) of the two types
of devices with the perovskite absorber thickness of 375 nm are shown in Figure 5.4. For
both cells, we can see relatively small hysteresis effect which suggests a good quality of the
perovskite layer, see Table 5.1. This is very important for further simulation analysis, because
it has been reported that the hysteresis is smaller for p–i–n structure which should be related
to the interface defects that influence different rates of ion migration [160, 178]. Therefore,
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Figure 5.4: The experimental results for two PSCs. a) J–V characteris cs for forward (solid line) and reverse (dashed
line) scans with the inset of MPPT for the cells. b) EQE and integrated photocurrent of the cells. The absorber thickness
equals to 375 nm. Red and black lines represent Cu:NiOx with and without PTAA layer, respec vely.

in the presented device configuration we can neglect the impact of ions. The result of max-
imumpower tracking (MPPT) shows good light stability of the cells during 150 s ofmeasure-
ments under AM1.5 light spectrum [Figure 5.4(a-inset)]. Figure 5.4(b) illustrates the EQE
for the same perovskite solar cells. It is observed that the EQE follows the absorbance from
UV–vis measurements showing approximately the same absorption peaks. The differences
could result from reflection effects. The total EQE is higher by about 5% for cell with PTAA
layer which leads to increase of approximately 1 mA cm−2 (Jsc).

5.4 Theoretical model and parameters for the investigated devices

In this part, we explore the idea of surface recombination with the concept of a dead (recom-
bination) layer which appears between Cu:NiOx/CH3NH3PbI3 and has a direct parasitic
influence on Jsc and Voc, and therefore on the efficiency of PSCs. Also, it is shown that a
chemical modification of Cu:NiOx with PTAA material reduces the parasitic effect in the
absorber layer. The experimental results with different illumination conditions are used in
the simulation to qualitatively verify the existence of a dead layer and explain its role in the
PSC operation. For the simulation purposes, the drift–diffusionmodel has been applied. Fi-
nally, we show the influence of different thicknesses and surface recombination velocities on
the operation of PSCs.

Thedrift–diffusionmodel used in thisworkdescribes generation, transport and recombin-
ation of charge carriers for the given stack. It also includes continuous equations to quantit-
atively describe the behavior of electrons

∂n
∂t

= G− Rm − Rb − Rt +
1
q
∂Jn
∂x

, (5.1)

and holes
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Figure 5.5: Device structure of PSC. A er photon absorp on, free electrons and holes are generated in the perovskite
layer and transported to respec ve electrodes through ETL and HTL. The dead (recombina on) layer is shown in the
inset.

∂p
∂t

= G− Rm − Rb − Rt −
1
q
∂Jp
∂x

, (5.2)

where Jn(p) are electron and hole current densities given in Equations 2.8 and 2.9, respect-
ively. The total generation G is calculated from the transfer–matrix method (Section 2.1.5).
The sum of all recombination accounts for monomolecular (Rm) recombination with SRH
model (Equation2.25), bimolecular (Rb) recombinationdefinedwithLangevinmodel (Equa-
tion 2.36) and trimolecular (Rt) recombination described with Auger mechanism (Equa-
tion 2.38). In this study, the surface recombination is not two–dimensional as it is usually
assumed. Instead, we take into account the existence of a three–dimensional parasitic layer
with the same properties as the absorber, see Section 2.1.7.2. To simulate the dead layer, we
put the surface recombination rate Rs (see Equation 2.34) instead of Rm within dead layer.
The Poisson equation to calculate the electric field and potential

∂2φ
∂x2

= − q
ε0εr

(p− n+ND −NA) , (5.3)

where the parametersND andNA represent donor and acceptor concentrations in ETL and
HTL layers, respectively.

In the simulation of the PSCs structure, the drift–diffusion model has been extended to
simulate both transporting layers (ETL and HTL). The interfaces between the layers in the
p–i–n structure lead to numerical difficulties, therefore the change in the permittivity has
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Table 5.2: Parameters used in simula on of the perovskite solar cells. For be er readability, parameters for holes and
electrons are wri en in the brackets and without brackets, respec vely.

unit ETL perovskite HTL
L nm 40 375 45
N 20 60 20
εr 3.75 63 2.1
μn(p) cm2 V−1 s−1 2×10−3 24 (1) (10−2)

Cn(p) 10−14 m3 s−1 10−4 5.56 (4.35) (1)
Nt m−3 1022 1021 1022
Γn(p) 10−40 m6 s−1 4 1.55 (4)
ξ 10−4 10−2 10−4

Ec(ν) eV -4.0 -3.9 (-5.5) (-5.35)
NA(D) m−3 1020 0 (0) (1.4× 1023)
Nc(ν) m−3 2.5×1025 8×1024 (2.5× 1025)

been included in the Poisson equation [82]. Also, the energy levels for electron and hole
transporting layers are not aligned creating injection barriers (see Figure 5.5), which drastic-
ally influences the final performance of the solar cell. Therefore the method of generalized
potentials has been used to include these variations, as shown in Section 2.3.
Figure 5.5 shows a band diagram of the investigated PSC, with the following layers se-

quence ITO/HTL/CH3NH3PbI3/ETL/Au,whereHTL isCu:NiOxwithorwithoutPTAA,
and ETL is PCBM/BCP. In the current study, two variations of HTL so called Cu:NiOx
and Cu:NiOx/PTAA were used. However, we treat PTAA as a passivation layer, and there-
fore it is not included in the electrical simulationmodel. Its influence is visible in the presence
of a dead layer which grows only on pure Cu:NiOx but not on PTAA passivated layer, Fig-
ure 5.5(inset).
Table 5.2 shows all parameters (if not specified otherwise) used for simulation of HTL,

ETL and perovskite layer in PSCs. The thickness (L) is an experimental value because each
layerwasmeasuredwith a profilometer. The spatial gridwas discretizedwithChebyshevpoly-
nomials to reduce the number of grid points (N) needed for fast convergence of numerical
simulations, Section 2.4.1. Relative permittivities (εr) for ETL and HTL have been calcu-
lated from optical η and κ parameters. For the perovskite material, Lin et al. [113] have
shown that a dielectric constant is much higher than obtained from ellipsometry measure-
ments, therefore we have decided to use a literature value [25]. Asymmetric mobilities for
opposite charge carriers were chosen close to reference values withmoremobile electrons (24
cm2 V−1 s−1) than holes (1 cm2 V−1 s−1) [21, 26]. Charge carrier capture coefficients (Cn(p))
used in the Shockley–Read–Hall recombination are close to literature values and they are
equal to 5.56 × 10−14 m3 s−1 and 4.35 × 10−14 m3 s−1 for electrons and holes, respectively
[47, 179]. The density of traps (Nt) is adopted from the literature [47]. The energy trap level
has been fixed in themiddle of an energy band–gap, which seems to be themost efficient [66].
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Figure 5.6: Genera on (G) profile calculated using the transfer matrix model for the device architecture with a)
Cu:NiOx/PTAA (without dead layer), and b) Cu:NiOx (with dead layer). Solar cell structure with PCBM (blue area), the
perovskite (white area), dead layer (violet area) and Cu:NiOx (green area). The perovskite thickness equals to 375 nm.

The bimolecular recombination is based on the Langevinmodel with reduction prefactor (ξ)
adopted from the literature [47]. Although, the Auger recombination is the least dominant
in perovskite materials, it has been used for clarity in the simulation tool with symmetric val-
ues of Γn(p) adopted from the literature [24]. Energy levels for the bottom of the conduction
band (Ec) and the top of the valence band (Eν) for the CH3NH3PbI3 are aligned to the en-
ergy band–gap equal to 1.6 eV acquired from UV–vis and PL measurements, as shown in
Figure 5.1 [180]. The injection barriers are associated with the Schottky contacts at the cath-
ode/ETL and HTL/anode with values equal to 0.1 eV and 0.15 eV, respectively. The ITO
material represents the anode contact, whereas BCP/Au acts as the cathode contact. BCP is
used as a tunneling transport layer which adjusts the energy level of gold to reduce the con-
tact losses. Therefore, we could simulate these two layers as one with fixed energy alignment
[181]. In the perovskite layer, there is assumed no doping (NA(D) = 0). The values of the
effective density of statesNc(ν) have been adopted from the literature [164]. The simulation
properties of ETL and HTL have been chosen to resemble PCBM [67, 164, 182–184] and
Cu:NiOx [185–188] materials. The simulation temperature of the solar cells has been used
the same as in the experiment (295 K). The built–in voltage equals to 1.13 V is similar to the
values from literature [50, 164].

5.5 Numerical results

The experimental J–V characteristics [see Figure 5.4(a)] have been used for the simulation
process with the parameters given in the Table 5.2. The profile of charge carriers generation
(G) has been calculated with the transfer matrix model, see Section 2.1.5. The obtained car-
riers generation profiles for both PSC structures with Cu:NiOx and Cu:NiOx/PTAA are
presented in Figure 5.6. It should be mentioned that there is no charge carriers generation
within a recombination layer [170]. Therefore, when integrating the generation profiles over
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Figure 5.7: Photocurrent–voltage characteris cs for experimental (square symbol) and simula on (solid line) results for
a) Cu:NiOx with 5 nm dead layer, and b) Cu:NiOx/PTAA without dead layer. In the dead layer, the surface recombina on
veloci es are equal to 3.75×103 and 3.75×104 m s-1 for electrons and holes, respec vely. Other parameters used in
simula ons are the same for both devices and they are specified in Table 5.2.

the space dimension, we would acquire the loss of 1mA cm−1 in simulated PSCs. Validation
of the simulation model, which shows an excellent agreement with the experimental results
is presented in Figure 5.7 for both PSCs structures. The shape of the J–V curve is not affect
but shifted toward higher Voc for sample with PTAA layer. Therefore, we will further focus
only on open–circuit conditions.

The detailed simulations for both structures at the illumination of 1 sun are presented in
Figures 5.8. At the open–circuit voltage (Voc), we can see that high recombination in the dead
layer drastically impacts on the charge carriers distribution not only at the interface but also
in the bulk, see Figure 5.8(a). As a result of the shift in charge carrier densities, the electric
field distribution has changed throughout the sample. It is due to a higher value of |E| at
the interfaces between perovskite/ETL and HTL/perovskite. However, the most relevant
impact of the dead layer is visible on the photocurrent distribution which clearly shows the
role of this recombination layer, as shown in Figure 5.8(c). It is observed that the electron
and hole photocurrents reach high values at HTL/perovskite interface, however, very high
recombination in the dead layer leads to abrupt loss of current. This effect is not visible in the
sample without dead layer. Also, it should be pointed out that the photocurrent distribution
in the PSCwith the dead layer is reversible in comparison to a sample without this layer. This
will be later explained in more details.

The well known fact is that the same shape of a fitting curve could be obtained for differ-
ent sets of parameters. Therefore, simulation results are more precise when more physical
variations are applied. For this reason, the range of measurements has been extended for the
representative samples using light filters. Figure 5.9 shows the simulation results of the cell
with Cu:NiOx. These results are in excellent agreement with experimental results using the
same set of parameters (Table 5.2) for a very wide range of the illumination profiles (0.001–1
suns). It should bementioned that only the chosen parameters could simultaneously explain
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Figure 5.8: Spa al simula ons carried for I) Cu:NiOx (with dead layer), and II) Cu:NiOx/PTAA (without dead layer). Spa-
al simula on results for an open–circuit voltage (Voc) at 1 sun illumina on, a) electron (black line) and hole (red line)
density distribu ons, b) an absolute electric field distribu on, and c) electron (black line) and hole (red line) photocur-
rents. Solar cell structure with PCBM (blue area), the perovskite (white area), dead layer (violet area) and Cu:NiOx (green
area). The parameters for part (I) and (II) are the same as used in Figure 5.7(a) and Figure 5.7(b), respec vely.

all the variations including the surface passivation, the absorber thickness and the light in-
tensity. Simulations have shown that the best fit for the dead (recombination) layer has been
obtained if the thickness of dead layer is 5 nm and with the surface recombination velocities
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Figure 5.9: Photovoltaic experimental (black triangle symbol) and simula on (red square symbol) results for different
illumina ons. a) PCE, b) Jsc with the inset presented the same result using linear scale of the light intensity, c) FF, and d)
Voc. Solar cell structure with Cu:NiOx as HTL. Parameters are the same as used in Figure 5.6(a). 1 sun = 100 mW cm-2.

equal to 3.75×103 and 3.75×104 m s−1 for electrons and holes, respectively. It is observed
that holes recombine mostly in the dead layer. This effect originates from a location of the
interface between the perovskite andHTLwheremore holes are present. Figure 5.9(a) shows
the PCEs in respect to illumination. It should be noticed that the highest efficiency is reached
at a light intensity of about 0.8 suns and starts to decrease for higher light intensities. The sim-
ulation results are in slight disagreementwith the experiment at lower illuminationswhich are
associated with almost dark conditions. In the Figure 5.9(b), the Jsc follows exactly the same
trend for simulation and the experiment, which confirms a linear relationship between the
current and light intensity in PSCs [189] and suggests that monomolecular recombination
is dominant at a short–circuit [190]. The FF is the most sensitive photovoltaic parameter
in simulation of solar cells. Even a slight change of any parameter in the numerical model
may drastically change the final shape of the curve with different illumination intensities,
Figure 5.9(c). Also, the general shape of FF suggests a competition of two dominant recom-
binations in the PSCs. We can see that the FF decreases monotonically above 0.1 suns which
is related to bimolecular recombination or surface recombination. However, below 0.1 suns,
the FF drops with a decreasing value of light intensity which should occur for a pure trap–
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Figure 5.10: Photovoltaic experimental (black triangle symbol) and simula on (red square symbol) results for different
illumina ons. a) PCE, b) Jsc with the inset presented the same result using linear scale of the light intensity, c) FF, and d)
Voc. Solar cell structure with Cu:NiOx/PTAA as HTL. Parameters are the same as used in Figure 5.7(b). 1 sun = 100 mW
cm-2.

assisted recombination [160]. Therefore, it is expected that charge carriers recombination is
monomolecular for the low illumination. Also, a spread of the statistical bar at 0.001 suns
should be related to the leakage current which has a higher impact on FF at low intensities
[191]. Figure 5.9(d) shows the Voc dependence from light intensity. The calculated ideality
factors (nid) for the experimental and simulation results are very similar suggesting a good
choice of dominant recombination channel. According to Tress et al. [192], the surface re-
combination dominates if the ideality factor is closer to 1, which is mainly observed for lower
built–in voltage in a perovskite material. Therefore, the acquired value of nid ≈1.4 proves
the idea of a high recombination at Cu:NiOx/CH3NH3PbI3 interface. The small flattening
of Voc at high intensities should be also related to high surface recombination in the dead
layer.

Figure 5.10 shows photovoltaic parameters as a function of light intensity for Cu:NiOx/
PTAA in the perovskite solar cell. The passivation with PTAA is assumed to reduce the sur-
face recombination. Therefore in the simulation, we have used the same set of parameters
but with a removed dead layer. The simulated and experimental results show a very good
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Figure 5.11: Spa al distribu ons of electron (black line) and hole (red line) photocurrents calculated for an open–circuit
voltage (Voc) at illumina on equal to a) 1 sun, b) 0.1 sun, c) 0.01 sun, and c) 0.001 sun. All simula ons are done for solar
cell structure with dead layer (violet area) at the interface, and also with PCBM (blue area) and the perovskite (white
area). All the parameters are the same as used in Figure 5.7(a).

agreement, which finally proves the existence of the dead layer at Cu:NiOx. It appears to
be the simplest way to improve the interface and remove the parasitic recombination. The
PCE results for different illuminations are similar to the previous ones, however, lowered by
about 2%, see Figure 5.10(a). Figure 5.10(b-inset) presents a linear trend of Jsc as a function
of light intensity. It suggests monomolecular recombination as a dominant mechanism in
this region. The FF in respect to the light intensity shows very similar behavior as PSC with
the dead layer, as seen in Figure 5.10(c). However, there is no surface recombination in this
system. Therefore the region above 0.1 suns, where FF starts to increase, should be associated
with bimolecular recombination. At low illumination, monomolecular recombination still
dominates. In Figure 5.10(d), nid is approximately 1.7 at the open–circuit voltage. A value of
the ideality factor closer to 2 confirms the existence of the trap–assisted SRH recombination
as a dominant recombination channel in the bulk.

Figure 5.11 illustrates the simulation results for the PSC at different illumination intens-
ities. The results are presented only for the current distribution which is a representative
variable for the analysis of a dead recombination layer. It should be mentioned that the total
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Figure 5.12: Photovoltaic parameters for different illumina ons. a) PCE, b) Jsc with inset presented results at 1 sun, c) FF,
and d) Voc. Solar cell structure includes dead layer with 2 nm (triangle up symbol), 5 nm (square symbol) and 10 nm (tri-
angle down symbol) thicknesses. Surface recombina on veloci es equal to 3.75×103 and 3.75×104 m s-1 for electrons
and holes, respec vely. 1 sun = 100 mW cm-2.

current in each simulation is always about zero, because the open–circuit condition is used
in the simulation. However, the amplitude of current within the simulated sample decreases
proportionally with decreasing the light intensity. Figure 5.11(a) shows the PSC simulated
at 1 sun illumination. It has been already noticed that the current distribution is reversed at
the interface of the dead layer [Figures 5.8(c)]. However, the current distribution gets back
to the normal distribution at theHTL interface for lower light intensity, see Figure 5.11(b-c).
The explanation of this effect is related to a high asymmetric recombination in the dead layer.
If light intensity increases, the total charge carrier concentration has a higher value. There-
fore, the dominant recombination should be proportionally higher in the parasitic layer. As
the surface recombination is asymmetric, it leads to inversion of a total distribution of pho-
tocurrent. However, at very low light intensities, where almost dark conditions are observed,
the charge carrier density is much lower. Thus, the surface recombination is not strongly in-
fluencing the shape of photocurrent distribution. As a consequence, it starts to resemble the
sample without a dead layer, see Figure 5.11(d) and Figure 5.8(II-c).

Further, the influence of dead layer thickness on illumination intensities is analyzed. Fig-
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tron (black line) and hole (red line) photocurrents. The simula on distance is in respect to cathode (Au) electrode. The
parameters used are the same as in Figure 5.11.

ure 5.12 shows photovoltaic parameters for the PSCs with 2 nm, 5 nm (as a reference) and
10 nm dead layer with a constant surface recombination velocity. The Figure 5.12(a) demon-
strates that the PCE is decreasing with increasing the thickness of the recombination layer.
This trend is especially visible at high illumination intensities. The efficiency decreasesmostly
due to the loss of short–circuit photocurrent, see Figure 5.12(b). This occurs due to the fact
that no charge carriers are generated within the recombination layer and due to small losses
in the generation profile from an illumination side. Figure 5.12(c) illustrates the resulted FF.
It should be noticed that the thicker the parasitic layer is, the more visible is a monotonic rise
of the FF above 0.1 suns. This effect originates from the higher domination of the surface
recombination. Recently, it has been reported that the fill–factormonotonically decreases in
the whole range of illumination when the surface recombination is the only recombination
mechanism [164]. From Voc analysis, it is clear that the ideality factor gets closer to 1 for a
higher thickness of the recombination layer, as shown in Figure 5.12(d). The same trends
were obtained for the different surface recombination velocities with a constant thickness of
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the dead layer (results are not shownhere). The reason is that the recombination rate depends
both on the thickness and the surface recombination velocity. Therefore, the same rate could
be acquired with different parameters. However, a thickness of the dead layer also influences
the photocurrent in contrast to a surface recombination velocity, which finally confirms our
choice of recombination mechanisms.

Figure 5.13 shows spatial dependencies for different dead layer thicknesses. For clarity,
the distributions are only presented for the perovskite (absorber) layer. It is observed that,
for the higher surface recombination rates, the smaller values of a total charge carriers dens-
ity within the absorber were obtained, see Figure 5.13(a). The difference between electron
and hole concentrations rises with increasing the thickness of dead layer. This leads to the
fact that the electric field increases linearly, see Figure 5.13(b). However, these changes in
the concentrations and the electric field impact the diffusion and drift currents. Therefore,
the total photocurrent is also varying with different recombination layer thicknesses, see Fig-
ure 5.13(c). The average current approaches zero for the open–circuit conditions, however
the amplitude increases with increasing a thickness of the dead layer.

87

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Chapter6
The studies on the effect of different source of bromide
on perovskite Cs0.18FA0.82Pb(I0.94Br0.06)3 solar cells

The perovskite solar cells are evolving rapidly but still the problem lies in instability at high
temperature and humidity which pose to be daunting in a view of upscaling and applica-
tion. Therefore, the recent research has led to the conclusion that perovskite solar cells with
a mixed dual A–cation (2C) consists of formamidinium and cesium ions in perovskite layer
have much better stability and efficiency [18]. In the same kind of perovskite with sufficient
cesium content, it has been reported that its charge carrier properties are not reduced when
increasing the bromide concentration [193]. Therefore, the 2Cperovskite seems to be a good
candidate for application in tandem solar cells with possibility to tune the band–gap by chan-
ging bromide and cesium content [194]. However, this raises a question which salt should
be used to introduce bromide ions.

Here, we investigate the three sources of bromide in the Cs0.18FA0.82Pb(I0.94Br0.06)3 per-
ovskite absorption layer, meaning lead bromide (PbBr2), formamidinium bromide (FABr)
and cesium bromide (CsBr). Using the same ion and mass concentration in the precursor,
we have been able to compare the same perovskite composition made from the three differ-
ent bromide sources. We analyze the perovskite layers prepared in the p-i-n device structure.

The goal of the following chapter is to understand the effect of different source of brom-
ide on operation of solar cell. The obtained experimental results of photovoltaic parameters
are analyzed with a special attention on the crystallizationn process which impacts the re-
combiantion via trap states. The numerical simulations have been used to study the role of
different recombination rates. This chapter is partially based on [D. Głowienka, F. D. Gi-
acomo, M. Najafi, J. Szmytkowski, Y. Galagan The Effect of Different Source of Bromide on
Perovskite Cs0.18Fa0.82Pb(I0.94Br0.06)3 Solar Cells, in preparation].
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6.1 Synthesis of perovskites and device fabrication

The precursor for a perovskite Cs0.18FA0.82Pb(I0.94Br0.06)3 layer was prepared in the follow-
ing manner. A commercial lead iodide (PbI2) (99.99%, TCI), formamidinium iodide (FAI)
(GreatCell Solar), cesium iodide (CsI) (99.999%, Sigma-Aldrich), leadbromide (PbBr2) (TCI),
formamidiniumbromide (FABr) (GreatCell Solar), cesiumbromide (CsBr) (99.9%), dimethyl-
formamide (DMF) solvent (99.8%, Sigma-Aldrich) and 1-methyl-2-pyrrolidinone (NMP)
solvent (99.5%, ACROSOrganics) were used as received. For the batch to test bromide com-
pounds with possible impurities, the commercial PbBr2 (99.999%, Sigma-Aldrich), FABr
(>98.0%, TCI) and CsBr (99.9%, Sigma-Aldrich) were used. The three perovskite materials
were prepared, called PbBr2, FABr and CsBr based on the single bromide source. Therefore,
the PbBr2 was obtained by mixing the powders of 1.2M PbI2, 1.1M FAI, 0.24M CsI and
0.12M PbBr2, while the FABr by adding 1.33M PbI2, 0.85M FAI, 0.24M CsI and 0.24M
FABr together. The CsBr was prepared with 1.33M PbI2, 1.1M FAI and 0.24M CsBr. The
powders were dissolved in DMF:NMP (9:1 volume ratio) solution by stirring overnight at a
room temperature. For the batchwith heating of the solution, the stirring temperatures were
kept constant at 60◦C, 80◦C and 100◦C during stirring overnight. Then, the solutions were
cooled down to a room temperature before spin–coating of the precursor.

Patterned glass/ITO substrates were ultrasonically cleaned and UV–ozone treated. The
solar cells were prepared inside the glove–box filled with nitrogen and with oxygen andmois-
ture levels about 1ppm. First, theHTLwaspreparedwithpoly(triaryl amine) (PTAA)(Sigma-
Aldrich) solution in toluene with the concentration of 2 mg mL-1. The PTAA solution was
spin–coated at 5000 RPM for 35 s with the acceleration of 5000 RPM s-1 followed with an-
nealing at 100◦C for 10 min. Subsequently, the perovskite, PCBM and BCP layers were
spin–coated with the same procedure described in Chapter 5. Afterwards, the cleaning of
ITO contacts was accomplished in air with DMF:chlorobenzene solution in 1:6 volume ra-
tio to remove all the layers. At last, theAu electrodes were thermally depositedwith a shadow
masks on top of the ETLs. The deposition was accomplished under the vacuum pressure of
1×10-6 mbar to acquire a thickness of 100 nm.

6.2 Methods of characterization

The film thickness, XRD, AFM, UV–vis and PL measurements were carried on the per-
ovskite film with the same apparatus and methods as described in Chapter 5. The structure
analysis was also performed with an energy–dispersive X–ray (EDX) spectroscopy and scan-
ning electronmicroscopy (Jeol JSM-6010LA IntouchScope; referred as SEM). The solar cells
were measured with J–V characteristics, MPPT and EQE techniques, more details can be
found in Chapter 5. The solar simulator is under AM1.5 but also sun filters were used to
acquire photovoltaic parameters in the function of light illumination. The dynamic light
scattering (DLS) (Malvern Zetasizer μV) has been used to measure the hydrodynamic dia-
meter of perovskite particles in solution. The measurements were done in plastic cuvettes at
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Figure 6.1: Photovoltaic parameters for PVSCs with the effect of different bromide source, a) PCE, b) Jsc, c) FF, and d) Voc.
The perovskite with PbBr2 (black points), FABr (red points) and CsBr (green points) source of bromide.

20◦Cwith the 832 nm laser wavelength. The scattering angle for the measurements was 90◦.
DLS measures the hydrodynamic diameter for non–spherical particles. The mean particle
size was calculated by integrating the intensity distribution [195].

6.3 Experimental results

The three different bromide sourced perovskites Cs0.18FA0.82Pb(I0.94Br0.06)3 have been pre-
pared in the same way but with different sources of bromide. Therefore, one perovskite is
prepared with only PbBr2 compound as the source of bromide atoms, secondwith FABrma-
terial, and third with CsBr. As there is assumed to be no other differences, for clarity the
three perovskite materials are called in this chapter PbBr2, FABr and CsBr, respectively.
The double–cation PSCs have been firstly measured with a sun simulator at AM1.5 con-

dition. Figure 6.1 shows results for 144 devices measured in reverse and forward directions
to observe the effect of hysteresis. The MPPs were obtained until steady–state conditions
to reach for the best operating solar cells. Figure 6.1(a), shows that the efficiency of PbBr2
is about 3% worse in comparison to FABr and CsBr. Interestingly, the hysteresis is different
for each type of 2C perovskite solar cells, and it is the highest for FABr samples. The MPPT
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Figure 6.2: The experimental results for three PSCs. a) J–V characteris cs for forward (solid line) and reverse (dashed
line) scans, b) EQE and integrated photocurrent of the cells. Black, red and green lines represent perovskite solar cells
with PbBr2, FABr and CsBr bromide source, respec vely.

has a higher value for FABr which suggests the long time stability of the samples. However,
the photocurrent of the three types of perovskite solar cells are about to be the same, see Fig-
ure 6.1(b). Thus, the FF and Voc should influence the observable differences in the efficiency.
Figure 6.1(c) clearly illustrates the 6% and 5% average losses in FF for PbBr2 cells in respect
to FABr and CsBr ones, respectively. Also, the Voc is lower for about 70 mV of PbBr2 solar
cells, see Figure 6.1. The visible effect suggests the influence of bromide source on electrical
properties of the solar cells. It would be further discussed in this chapter.

To understand the PV effect more closely, the J–V characteristics are analyzed for the dif-
ferent bromide source perovskites measured for the hero solar cells, see Figure 6.2(a). The
photovoltaic parameters are also written in Table 6.1. These cells exhibit a low hysteresis ef-
fect and a very similar short–circuit photocurrent. The Jsc is more related to optical than
electrical properties of the material [196]. The Voc of FABr and CsBr is approximately the
same and 70 mV higher than for PbBr2 solar cell. The same effect has been observed for
FF of the PbBr2 sample which is 12% lower than FABr and CsBr solar cells. This is in total
accounts for approximately 4% increase of PCE by using different source of bromide.

The explanation could be related to possible impurities in the PbBr2, FABr andCsBr com-

Table 6.1: Photovoltaic parameters for the PbBr2, FABr and CsBr PSCs hero cells

PbBr2 FABr CsBr
Forward Reverse Forward Reverse Forward Reverse

Jsc [A m−2] -217.31 -218.26 -209.19 -214.78 -219.28 -222.82
Voc [V] 0.99 1.01 1.07 1.06 1.06 1.06
FF [%] 63.24 62.70 75.62 75.05 75.15 76.32
PCE [%] 13.57 13.79 16.87 17.10 17.52 17.97
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Figure 6.3: Photovoltaic parameters for PVSCs, a) PCE, b) Jsc, c) FF, and d) Voc. Solar cells with the different bromide
source and the alterna ve producer to exclude possible impuri es effect. The perovskite with PbBr2 (black points), FABr
(red points) and CsBr (green points) source of bromide. The darker colors correspond to regular producer and the lighter
in respect to new producer.

pounds which would influence the observed effect in solar cells. Therefore, the different
producers of the same compounds have been tested. Figure 6.3 shows results for PCE, Jsc,
FF and Voc. It is observed that the tendencies are the same as previously, making the PbBr2
worst in about 4% in efficiency comparing to FABr and approximately 2% lower PCE than
CsBr. More importantly, there are no observed differences between the two producers when
analyzing the efficiency and other photovoltaic parameters. This confirms that the observed
effect is related to physical phenomena taking place in solar cell. Further discussion should
illustrate this problemmore closely.

Themass concentration of all 2C perovskites is the same for all perovskite layers, therefore
the profilometer measurements gave the comparable thicknesses equal to 550±8 nm. The
thicknesses of PTAA, PCBM and BCP layers are equal to 4.78±0.47 nm, 40.95±1.83 nm
and 5.16±0.68 nm. Figure 6.4 shows the results of structural analysis. The single layer of per-
ovskite has been analyzed on the glass substrate with XRDmeasurements, see Figure 6.4(a).
The three perovskite layers do not show any differences in diffraction patterns suggesting that
the perovskite crystals have the same crystallographic phase. TheXRD results of the double–
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Figure 6.4: Experimental results for the perovskite layer on glass, a) XRD, b) EDX, c) AFM, and d) SEM measurements.
The perovskite with PbBr2 (black line), FABr (red line) and CsBr (green line) source of bromide.

cation (2C) perovskite exhibit the regular pattern for perovskite material with the highest in-
tensity peaks at 14.1◦ and 28.3◦ in (001) and (002) directions [197]. The phase impurities
are observed at 11.5◦, 26.5◦ and 52.4◦ which are related to PbI2, and also to non–perovskite
γ phase [198]. In general, an incorporation of the FA in perovskite into A–cation leads to
improvements of its electrical properties. However, the non–perovskite hexagonal phase is
thermodynamically more favorable than a cubic phase in the room temperature [199]. It has
been shown that an addition of Cs atoms into the perovskite stabilizes the perovskite phase
[18]. Therefore, we observe perovskite layers with negligible secondary phase. The atomic
concentrations for all three Cs0.18FA0.82Pb(I0.94Br0.06)3 perovskites are prepared with 18% of
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Figure 6.5: Experimental results for the perovskite layer on glass, a) UV-vis, b) PL measurements. The perovskite with
PbBr2 (black line), FABr (red line) and CsBr (green line) source of bromide.

Cs, 82% of FA in A–cation, 94% of I and 6% of Br in the anion site. Figure 6.4(b) shows the
EDX results giving the atoms concentration present in the 2C perovskite. As it is expected,
all three perovskites have about the same atoms concentration. However, the samples exhibit
slightly lower Cs concentration (2.1% instead of 3.6%) which suggests that not all cesium has
been built in the perovskite structure. There is also found an excess of FA but the bromide
and iodide atoms are totally built into the structure. Figure 6.4(c) illustrates AFMpictures of
surfaces which exhibit negligible differences with roughness equal to 11.2 nm, 10.4 nm and
12.8 nm, and also the average grain size equal to 125.9 nm, 113.6 nmand 125.3 nm for PbBr2,
FABr and CsBr perovskites, respectively. Figure 6.4(d) presents the SEM images which gives
grain size equal to 156.9 nm for PbBr2, 120.8 nm in FABr and 116.8 nm for CsBr perovskite
layers. Therefore, as it has been assumed, the structures of all three 2C perovskites do not
showmuch differences.

Figure 6.5(a) illustrates optical analyzes with UV–vis measurements of single perovskite
layers on the glass. It has been already shown that Jsc does not change much in the solar cell
with different bromide source. Here, we can see that the absorption properties are very sim-
ilar to all three types of perovskite materials. Also, the results calculated from the tauc–plot
give an energy band–gap values equal to 1.581 eV, 1.583 eV and 1.584 eV for PbBr2, FABr
and CsBr, respectively. Therefore, further in the chapter the approximated value of 1.58 eV
for the band–gap is used for simulation purposes. Figure 6.5(b) shows the PL plots with the
highest peak intensity for CsBr, FABr and PbBr2, respectively. Photoluminescence is a pro-
cess where semiconductor absorbs a photon of energy higher than a band–gap which excites
electron from the valence band to the conduction band. Subsequently, as a result of the re-
combination, it radiates a photon when the electron returns to a valence band. Meaning, the
mechanism is partially related to a bimolecular recombination rate, see Chapter 2. Thus, the
emitted photon possess an energy equal to the band–gap and the maximum of the peak in
function of energy gives values equal to 1.605 eV, 1.601 eV and 1.599 eV for PbBr2, FABr and
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Figure 6.6: The experimental results for three perovskite solu ons. a) UV–vis, b) DLS measurements. Black, red and
green colors represent perovskite solu ons with PbBr2, FABr and CsBr bromide source, respec vely.

CsBr, respectively. As from the UV–vis analysis, the values are close to each other. There-
fore, the optical properties of both materials are very similar with no observed differences
measured so far. It has been also shown that a higher PL intensity in the perovskite material
is related to a higher lifetime of charge carriers, and therefore lower the recombination rate
[200]. This may suggest that PbBr2 has the highest recombination rate comparing to CsBr
and FABr.

It is obvious that by changing the threebromide sourcematerials the electrical properties of
2C perovskite solar cells are influenced. Before deeper analysis of the effect, its origin should
be first investigated. Therefore, as the analysis of the perovskite layer does not reveal the an-
swer, the next step is to focus on the perovskite precursor. First, the regular precursors are ana-
lyzed with UV–vis and DLS measurement methods, see Figure 6.6. It is already found that
the perovskite precursor solution are not fully dissolved colloidal dispersions [201]. It has
been shown that the colloids are made of organic, inorganic and coordination compounds
(complex compounds created from the formation of both organic and inorganic materials).
The size and properties of the colloids determine the quality of the produced perovskite layer.
The red–shift of the UV–vis absorption spectrumwould suggest an increase of the colloidal
size. However, the PbBr2, FABr and CsBr perovskite precursor spectra are not shifted, see
Figure 6.6(a). Also, the DLS results show only a slight difference in the size of the observed
particles, as presented in Figure 6.6(b). Therefore, the conclusion is that the size of colloids
in perovskite precursors are approximately the same. The particle size would change if con-
centration of the precursor would be different.

Further, we analyze the compounds dissolution in the precursor. It is well known that
a heating of the perovskite solution influences the photovoltaic performance of PSC [202–
205]. It has been also shown that a precursor heating may lead to the reduction of defect–
mediated recombination [204]. Therefore, we have heated PbBr2, FABr andCsBr perovskite
solutions up to 60◦C, 80◦C and 100◦C before spin–coating of the solar cells. Basically, the
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Figure 6.7: Photovoltaic parameters for PVSCs, a) PCE, b) Jsc, c) FF, and d) Voc. Solar cells with hea ng of the solu on
overnight in 20◦C (black points), 60◦C (red points), 80◦C (green points) and 100◦C (violet points). The perovskite with
PbBr2 (sec on I), FABr (sec on II) and CsBr (sec on III) source of bromide.

heating was done overnight at a given temperature but before spin–coating of the precursor,
the solution was cooled down to a room temperature. Figure 6.7(a) shows the PV results for
the aforementioned heating procedure for PbBr2 perovskite solar cell. It is observed that the
heating to 60◦C increases the efficiency by about 1% bymostly increasing the FF. Further rise
to 80◦C in temperature leads to improve of FF to about 80% but with a negligible decrease
of Voc. It seems that for 80◦C it has reached the maximum efficiency and starts to decrease at
higher temperature which effect has been also observed in the literature [204]. Figure 6.7(b–
c) shows a similar behavior for FABr and CsBr. Surprisingly, the FABr samples seem to pos-
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sess a higher hysteresis effect when rising the temperature of the precursor. However, most
importantly, the PCE of all three types of perovskite have reached the same efficiency after
heating of the precursors to 80◦C. The observed effect leads to conclusion that the lower effi-
ciency of PbBr2 solar cells is relatedwith properties of the colloidswhich are creating complex
compounds from different particles in the precursor. It is suggested that different source of
bromide influences the type of complex compounds that are created. The colloids are nucle-
ation seeds, thus their properties are of great importance in the crystallization process. For a
higher temperature the solubility of all compounds is higher which leads to more favorable
situation and colloids have the same properties for all materials. The crystallization of per-
ovskite layer has a great impact on their efficiency [206–208]. Here, it is suggested that using
PbBr2 for preparation of 2C perovskite solar cell without heating of the precursor leads to
an increase of defect states in the absorber during crystallization process. This is related to
the rising of the trap–assisted recombination rate which lowers the operation efficiency of
the devices. To confirm it, the last part of this chapter is focused on the simulations which
would help in understanding of the role of the recombination process.

6.4 Themodelforsimulationswithparametersforthe investigateddevices

In this part of the chapter, the trap–assisted recombination is investigated for the PbBr2,
FABr and CsBr perovskite solar cells. It has been experimentally observed that the use of
different source of bromide leads to change of electrical properties due to a crystallization
process of the perovskite layer. Thus, the hypothesis should be proved by modeling the cells
to find the recombination rates. Simulating J–V characteristics may lead to an overestima-
tion of the parameters due to a number of possible fitting parameters. Therefore, we use
the experimental results obtained for different illumination rates which narrows the fitting
procedure to much less possibilities.

The drift–diffusionused in this chapter is in general the same as presented in theChapter 5
but with the difference in the recombination models. The continuous equations are given
for electrons

∂n
∂t

= G− Rm − Rb − Rt +
1
q
∂Jn
∂x

, (6.1)

and holes

∂p
∂t

= G− Rm − Rb − Rt −
1
q
∂Jp
∂x

, (6.2)

whereG is a generation rate describedwith the transfer–matrixmodel (see Section 2.1.5), Rm
represents a monomolecular recombination rate given this time with the DOS of trapped
states (Section 2.1.7.1), Rb is a Langevin recombination rate (Equation 2.36) and Rt rep-
resents a trimolecular recombination mechanism (Equation 2.38). The interfaces were not
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Table 6.2: Parameters used in simula on of the PSCs. For be er readability, parameters for holes and electrons are
wri en in the brackets and without brackets, respec vely. The parameters in (a) marked with× symbol are given in (b).

(a) Parameters used in the simula on for all used layers of the solar cells.

unit ETL perovskite HTL
L nm 40 550 5
N 20 100 20
εr 3.75 63 2.67
μn(p) cm2 V−1 s−1 2×10−3 × 6× (10−3)

Cnc(ν) m3 s−1 10−18 × (5.88×10−18)
Cpc(ν) m3 s−1 10−4 × (5.88×10−18)
Ntn(p) m−3 1022 × (1020)
Γn(p) 10−40 m6 s−1 4 1.55 (4)
ξ 10−4 10−2 10−4

Ec(ν) eV -4.0 -3.9 (-5.48) (-5.35)
Etn(p) eV -5.0 -4.69 (-4.69) (-4.33)
ND(A) m−3 1020 0 (0) (1020)
Nc(ν) m−3 2.5×1025 8×1024 (2.5× 1025)

(b) Parameters for the simula on of the different bromide sourced perovskite layers.

unit PbBr2 FABr CsBr
μn(p) cm2 V−1 s−1 6(1) 1(0.5) 6(1)
Cnc(ν) 10−14 m3 s−1 10(5) 0.85(8.5) 6(25)
Cpc(ν) 10−14 m3 s−1 0.5(1.7) 8.5(0.85) 2(2)
Ntn(p) 1020 m−3 10(20) 2(2) 4(4)

modified during the experiment by changing the bromide source in the perovskite precursor.
Therefore, it is assumed to be no surface recombination in the PSCs to simplify the model.
Jn(p) are electron and hole current densities given by Equations 2.8 and 2.9, respectively. The
Poisson equation for calculating the electric potential includes only electric charge carriers

∂2φ
∂x2

= − q
ε0εr

(p− n+ND −NA) , (6.3)

where the parametersND andNA are donor and acceptor concentration densities in ETL and
HTL layers, respectively.

Table 6.2(a) shows the parameters presented for each layer in the PSCs stack. The layer
thickness (L) of ETL (PCBM material), perovskites and HTL (PTAA material) are meas-
ured experimentally with a profilometer. In general, all the parameters for PCBM are the
same as in Chapter 5. The same are also the dielectric constant (εr), trimolecular recombina-
tion constants (Γn(p)), Langevin recombination reduction factor (ξ), doping densities (ND(A))
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and effective density of states (Nc(ν)) for perovskite layers, see Table 5.2 (Chapter 5). The
given thicknesses are discretized with a specified number of points (N) using the Chebyshev
polynomial, as described in Section 2.4.1. The εr of PTAA is measured experimentally using
the optical κ and η constants at infrared range. The charge carrier mobility (μn(p)) for HTL
is adopted from the literature [209]. The traps densities (Ntn(p) and trapping rates from con-
duction (Cnc(ν) ) and valence (Cpc(ν)) bands are symmetrical and located (Et) in the middle of
the band–gap for PTAA layer [210, 211]. There have been not found any literature data for
ξ, Γn(p), ND(A) and Nc(ν) for HTL, therefore there are assumed to be the same as ETL. The
energy distribution for the Gaussian function in both layers is assumed to be very narrow
and equal to a 0.01 eV to simulate single energy level. However, the trap DOS for perovskite
layers has been fixed to 0.1 eVwidth. The energy level of PTAA is close to the literature [212].
The perovskite energy bands are shifted to adjust to the band–gap acquired from theUV–vis
experimental results, see Figure 6.5(a).

Table 6.2(b) shows the parameters that are varying for different bromide source in PSCs.
The mobilities are assymetrical and within the range of literature values [213]. It has been
found that the mobility in FABr perovskite sample is lower than in PbBr2 and CsBr. How-
ever, this might be related to only this batch, therefore no further conclusion is made for it.
The trap densities and capture rates are obtained as a result of fitting. These values would
be further discussed in the text. The injection barriers are the Schottky barriers at the cath-
ode/ETL and HTL/anode with values equal to 0.1 eV and 0.17 eV, respectively. The ITO
material represents the anode contact, whereas BCP/Au acts as in the cathode contact, the
same as in Chapter 5. The simulation temperature is the same as the experiment and equal
to 295 K. The built–in voltage equals to 1.01 V which is close to the literature values [214].

6.5 Numerical results

The J–V characteristics have been recorded under illumination between 1 sun (AM1.5) to
0.001 suns (0.1%ofAM1.5). Therehavebeenmeasured24deviceswith the followingmethod
but only the representative are presented here, see Figure 6.8. The simulated PSCs have a
conversion efficiency equal to 13.65%, 16.13% and 14.51% for PbBr2, FABr and CsBr, re-
spectively. Figure 6.8 illustrates that the PCE decreases almost linearly with illumination.
Figure 6.8(b–inset) also shows that the linear tendency of PCE is mostly due to the same
relation of photocurrent. Linear relation of Jsc in a function of light illumination suggests
themonomolecular recombination as the dominantmechanism in SC condition [215]. The
behavior of solar cell at MPP is best described with FF versus illumination intensity which
is still the least understood photovoltaic parameter. Figure 6.8(c), shows the general shape
of the FF which implies a competition of two dominant recombination mechanisms. Below
1 sun, the FF increases slightly for all three PSCs which may suggest it is intrinsically related
to the device. However, it monotonically decreases below 0.1 suns which should be associ-
ated with the trap–assisted recombination [160]. Figure 6.8(d) illustrates Voc results plotted
in a function of sun illumination. It shows logarithmic dependence on the light illumina-
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Figure 6.8: Photovoltaic experimental (black triangle symbol) and simula on (red square symbol) results for different
illumina ons. a) PCE, b) Jsc with the inset presented the same result using linear scale of the light intensity, c) FF, and d)
Voc. Solar cell structure with PbBr2 (sec on I), FABr (sec on II) and CsBr (sec on III) bromide source. The parameters
used for simula on are shown in Table 6.1. 1 sun = 100 mW cm-2.

tion which can be used to calculate a diode ideality factor (nid) using the analytical model for
Voc [216]. Based on this factor, the dominant recombination mechanism can be found at an
open–circuit condition. For PSC with PbBr2, nid is equal to 2.516 kT/q. Such a high value
could be only explained with a multiple–trapping or the trap distributions [192]. The ideal-
ity factor seems to be lower for FABr and CsBr solar cells but still around 2 which suggests
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Figure 6.9: Spa al simula on results for a maximum power point (MPP) at 1 sun illumina on. a) Absolute electric field
distribu on, b) electron (solid line) and hole (dash line) photocurrents, and c) monomolecular recombina on rates.
The simula on distance in (c) is in respect to cathode (Au) electrode. Black, red and green lines represent perovskite
solar cells with PbBr2, FABr and CsBr bromide source, respec vely. The parameters used for simula on are shown in
Table 6.1.

trap–assisted recombination as the dominant recombination mechanism.
Figure 6.8 also illustrates the simulation results for all three PSCs. The very good agree-

ment between experimental and simulation results has been shown for the parameters from
Table 6.2. For all samples, we canobserve a small discrepancy at 0.001 suns illumination. This
effect could be explained with a leakage current which has the higheest impact at low intens-
ities [191]. From the simulations for PbBr2, it is concluded that the rate of monomolecu-
lar (8.16 × 1027 m−3 s−1) recombination is about three orders of magnitude higher than a

Table 6.3: Monomolecular recombina on rates (m−3 s−1) for the perovskite solar cells.

PbBr2 FABr CsBr
SC 8.16× 1027 2.71× 1027 4.12× 1027
MPP 7.06× 1028 3.93× 1028 4.88× 1028
OC 4.38× 1029 3.24× 1029 3.89× 1029
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Figure 6.10: Spa al simula on results for a open–circuit voltage (Voc) at 1 sun illumina on. a) Absolute electric field dis-
tribu on, b) electron (solid line) and hole (dash line) photocurrents, and c) monomolecular recombina on rates. The sim-
ula on distance in (c) is in respect to cathode (Au) electrode. Black, red and green lines represent perovskite solar cells
with PbBr2, FABr and CsBr bromide source, respec vely. The parameters used for simula on are shown in Table 6.1.

bimolecular rate (1.49 × 1024 m−3 s−1) and about ten orders than a trimolecular recombin-
ation rate (9.34 × 1017 m−3 s−1) at SC. For OC, there are obtained 4.38 × 1029 m−3 s−1,
1.42×1028m−3 s−1 and 1.08×1024m−3 s−1 formonomolecular, bimolecular and trimolecu-
lar recombination rates, respectively. Therefore, as the monomolecular recombination was
found to be dominant in all characteristics points, we further focus only on this recombina-
tion mechanism.

It has been already shown experimentally that the effect of using different bromide sources
is mostly visible for FF and Voc which has been attributed to the trap–assisted recombination
rate. Figure 6.9 shows simulation results at MPP with 1 sun illumination. It is clearly vis-
ible that an electric field within the absorber layer is the highest for PbBr2, see Figure 6.9(a).
This is a consequence of the highest traps density which are due to the concentration of de-
fect states created in the perovskite during the crystallization process. Therefore, the electric
field impact the total photocurrent by changing the drift of charge carriers, as shown in Fig-
ure 6.9(b). This effect is mostly visible in the hole partial currents which are the lowest for
PbBr2. It could be explained with the behavior of the total monomolecular recombination
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rate in function of space in the device. Figure 6.9(c) shows that this rate is the highest atHTL
side when comparing PbBr2 to two other solar cells. The total recombination rate, when in-
tegrating over space atMPP, is about two times higher for PbBr2 thanFABrorCsBr, as shown
in Table 6.3.

At OC, the electric field distributions are negative as we are close to built–in voltage, see
Figure 6.10(a). Therefore, the absolute electric fields are misleadingly showing the highest
values for FABr perovskite solar cell. However, the values are not much different so these are
negligible variations. Thus, the observable differences in photocurrent should be related to
the diffusion instead of drift currents, see Figure 6.10(b). It is expected to have a zero cur-
rent flowing out of the cell at OC condition which is self consisted from simulation. How-
ever, the internal distribution may be still interrupted due to a high net generation and re-
combination rates of charge carriers, as shown in Figure 6.10(c). Therefore, as the PbBr2
andCsBr have both a higher monomolecular recombination rate than a total generation rate
(3.39× 1029 m−3 s−1) it may influence the internal total currents, see Table 6.3.

The PbBr2, FABr and CsBr source of bromides in perovskite solar cells are influencing
the properties of colloidal dispersion which could be overwhelmed by increasing of the pre-
cursor temperature before spin–coating. It directly impacts the crystallization process and as
a result changes the density of defect states in the perovskite absorber. This effect is enough
significant to influence the efficiency of PSCs by about 3%. The simulations has proved that
the observed phenomena influences the monomolecular recombination rate which impacts
the operation of the solar cell. The following studies show how sensitive the crystallization
process of perovskitemight be and that the control of it is the key for achieving high efficiency
solar cells.
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Summary and conclusions

The carbon dioxide concentrations in the atmosphere are rapidly increasing, and the emis-
sions are caused mostly due to the burning of fossil fuels. Therefore, the energy sector needs
to start using renewable energy resources. Harvesting energy directly from the sun is poten-
tially a very attractive way but it needs expensive devices to generate electricity or heat. The
organic andperovskite solar cells are veryprospective, howevermore studies are neededbefore
commercialization to overcome the problems with efficiency and long time stability. There-
fore, the aim of this thesis was to analyze in details the processes related to an increasing (or
decreasing) of efficiency of the organic and perovskite solar cells with the use of experimental
and numerical techniques.

The first studies were concerning the mechanism of excitons annihilation on charge car-
riers. The calculations based on the one–dimensional transient drift–diffusion model have
been done. We have studied an influence of the excitons interaction with charge carriers on
photovoltaic parameters (the short–circuit current, the open–circuit voltage, the fill factor
and the power conversion efficiency). A visible decreasing of the organic photocells efficiency
with the annihilation process has been observed for γcs> 10−15m3 s−1, a similar value to an ex-
perimental result for P3HT. The effect of exciton annihilation has been observed not only in
spatial and photovoltaic results but also in the transient simulations. This fact confirms that
the exciton annihilation mechanism should play a significant role in structures applied in or-
ganic solar cells. Also, the simulations for a nonuniform generation profile (calculated based
on the transfer–matrix model) has been shown for the same organic solar cell structure. For
this reason, the numerical results have illustrated that the exciton distribution follows the gen-
eration profile but it does not give much difference in the final operation of organic solar cell.
Therefore, the conclusion is that the use of an uniform generation is a good approximation
in modeling and gives the same explanation of the role of exciton annihilation in the organic
device. Also, the total structure of organic solar cell has been simulated, including all layers
and interfaces. It has been shown that the introduction of interfaces leads to drastic changes
of current–voltage characteristics mostly at open–circuit conditions. Also, we have proved
that high exciton annihilation, and therefore the high concentration of excitons may cause a
characteristic S–shape in J–V curve whenmodeling with interface effects. More detailed sim-
ulations have shown that simulation of the whole device gives much different charge carrier
distributions. Therefore, the use of interfaces is critical in a deeper analysis of organic solar
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cells.
Later, we have focused on an impact of excitons in the organometal trihalide perovskite

CH3NH3PbI3 solar cell for tetragonal and orthorhombic phases. The studies have been car-
ried out based on the validated space and time numerical model. A very good agreement
has been found between theoretical and experimental J–V characteristics for several thick-
nesses of the device. We have shown that excitons cannot dominate in the material at room
temperature but they might be in an equilibrium with free electrons and holes. However,
the excitons can prevail in the perovskite material at an orthorhombic phase. We have also
confirmed that the impact of excitons formation is mostly observable for a case of an open
circuit. The excitonic effects are clearly visible by lowering charge carrier concentrations in
the middle of sample which causes decreasing of Voc. This work provides new facts about
photophysical processes in the lead halide perovskite, which might be useful for the photo-
voltaics especially for low temperature operation in space environment for powering satellites.
In addition, the temperature dependence of the total conductivity has been studied for the
perovskite CH3NH3PbI3–xClx material. The obtained experimental results clearly demon-
strate the orthorhombic to tetragonal phase and the tetragonal to cubic phase transitions.
Our analysis suggests the domination of ionic charge carriers in the tetragonal phase. We
have proposed the explanation based on the hoppingmechanism of ions and bandpassmech-
anism for electronic charge carriers. It is implied that the high partial ionic conductivity at
a room temperature might be a possible explanation of the parasitic effect of hysteresis in
trihalide perovskite solar cells which is potentially a problem in a wider application of these
perovskite materials.

The results of studies on two types of perovskite solar cells with differentHTLs. Cu:NiOx
and Cu:NiOx/PTAAwere analyzed with the experimental and numerical methods. The res-
ults demonstrate that significant recombination losses are observed in the PVdeviceswithout
PTAA material. It leads to a photocurrent and voltage drop of 1–2 mA cm-2 and 100–
200 mV, respectively, which in turn leads to the loss of efficiency by 2–4%, which values are
perovskite thickness dependent. The simulations based on the drift–diffusion model have
shown the presence of a dead (recombination) layer at the interface of HTL/perovskite in
the solar cell with Cu:NiOx as HTL. The thickness of this recombination layer is estimated
to be 5 nm for a 375 nm thick layer of the perovskite absorber. Results of spatial simula-
tions have confirmed that the dead layer influences the charge carrier density and the electric
field distribution. However, the most visible impact is observed on the current distribution
within the solar cell. The same parasitic recombination phenomenon could be observed in
any PSCswith p–i–n configuration. Therefore, the performed analysis could help to further
improve the performance and give a better understanding of recombination mechanisms in
perovskite solar cells.

The last studies presented in this thesis concerned the three double–cation PSCs with
PbBr2, FABr and CsBr bromide source used in the PSCs. The experimental analyses have
shown that PbBr2 cells have approximately 3% lower efficiency than FABr and CsBr per-
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ovskite solar cells. It has been found out that the different source of bromide influences the
properties of colloidal dispersion solutions which changes the defect states during the crystal-
lization of perovskite layers. The results of numerical simulations have shown that the rates
of the trap–assisted recombination in PbBr2 solar cells are two times higher. Therefore, the
followingmayfind the application in tandem solar cells, where the use of bromide is necessary
for tuning the band–gap.
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