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A B S T R A C T   

Customer churn is a vital and reoccurring problem facing most business industries, particularly 
the telecommunications industry. Considering the fierce competition among telecommunications 
firms and the high expenses of attracting and gaining new subscribers, keeping existing loyal 
subscribers becomes crucial. Early prediction of disgruntled subscribers can assist telecommu
nications firms in identifying the reasons for churn and in deploying applicable innovative pol
icies to boost productivity, maintain market competitiveness, and reduce monetary damages. 
Controlling customer churn through the development of efficient and dependable customer churn 
prediction (CCP) solutions is imperative to attaining this goal. According to the outcomes of 
current CCP research, several strategies, including rule-based and machine-learning (ML) pro
cesses, have been proposed to handle the CCP phenomenon. However, the lack of flexibility and 
robustness of rule based CCP solutions is a fundamental shortcoming, and the lopsided distri
bution of churn datasets is deleterious to the efficacy of most traditional ML techniques in CCP. 
Regardless, ML-based CCP solutions have been reported to be more effective than other forms of 
CCP solutions. Unlike linear-based, instance-based, and function-based ML classifiers, tree-based 
ML classifiers are known to generate predictive models with high accuracy, high stability, and 
ease of interpretation. However, the deployment of tree-based classifiers for CCP is limited in 
most cases to the decision tree (DT) and random forest (RF). Hence, this research investigated the 
effectiveness of tree-based classifiers with diverse computational properties in CCP. Specifically, 
the CCP performances of diverse tree-based classifiers such as the single, ensemble, enhanced, and 
hybrid tree-based classifiers are investigated. Also, the effects of data quality problems such as the 
class imbalance problem (CIP) on the predictive performances of tree-based classifiers and their 
homogeneous ensemble variants on CCP were assessed. From the experimental results, it was 
observed that the investigated tree-based classifiers outperformed other forms of classifiers such 
as linear-based (Support Vector Machine (SVM)), instance-based (K-Nearest Neighbour (KNN)), 
Bayesian-based (Naïve Bayes (NB)) and function-based (MultiLayer Perceptron (MLP)) classifiers 
in most cases with or without the CIP. Also, it was observed that the CIP has a significant effect on 
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the CCP performances of investigated tree-based classifiers, but the combination of a data sam
pling technique and a homogeneous ensemble method can be an effective solution to CIP and also 
generate efficient CCP models.   

Introduction 

To address the lingering constraints to information transformation or economy digitization, organizations have been shifting to
wards advanced technological concepts over the last decade [1]. Due to these technological advancements, organizations were able to 
adopt and implement emerging technology trends such as digital networking, mobile application solutions, cloud storage, and big data 
analytics [2]. In today’s information era, organizations that use such methods may gain a substantial competitive edge, especially 
those that provide telecommunications services [3]. By 2030, it is estimated that the proportion of the global economy that will be 
conducted digitally would increase by more than twice the current value (from 22 % to 50 %), with the telecommunications industry 
leading the way [4]. This may be due to the fierce market competition, rapid pace of technological advancement, and customer ex
pectations in the telecommunication industry. Regardless, the influence of the stake of customers in the telecommunication sector in 
actualizing digital transformation is as critical as its technological prowess [5]. That is, customers are considered essential stakeholders 
in today’s rapidly changing corporate world. Decisions and policymakers in the telecommunications industry can see clearly that 
customer data may be utilized to assess customer behaviour for retention reasons. When customers in a free market have several 
different service providers to choose from, they are more likely to jump ship fast which can be regarded as customer churn [6,7]. 

Customer churn is the quick shift in patronage that may occur in response to a variety of factors, including but not limited to 
discontent, a hike in price, poor quality, a lack of functions, and so on [8,9]. It has been noticed that customer churn has an immediate 
negative effect on multiple firms in the telecommunication sector and across other sectors including financial services, airline services, 
and gaming services [3,10–12]. Specifically, Customer Churn Prediction (CCP) facilitates the assessment of the likelihood of future 
customer churn based on information on the customer’s past behaviours or the customer information such as call logs, messages (voice 
and text), financial records etc. This information is crucial for determining whether customers are on the verge of leaving, or "churning, 
". For this reason, it is crucial for firms to accurately anticipate their customers’ actions [6,7,11]. Customers may be retained based on 
either a proactive or reactive business model. A reactive business model allows a customer’s departure before providing incentives to 
keep them staying. On the other hand, proactive strategies consider consumers’ inclination to depart and provide them with appro
priate advantages. Under the proactive approach, identifying churners and non-churners may be formulated as a binary classification 
problem. Also, the proactive approach is more realistic and aligns with business principles than the reactive approach. Regardless, 
CCP’s primary objective is to facilitate the creation of customer retention strategies that will eventually increase corporate income and 
garner an industry reputation [13–15]. 

Several CCP solutions with varying computational characteristics such as rule-based and machine learning (ML)-based techniques 
have been formulated and deployed with different outcomes [1815–21]. Rule-based CCP methods chiefly based on rough-set theories 
have been deployed with comparable prediction performances [16,17,22]. However, the scalability and adaptability issues are the 
primary drawbacks of rule based CCP solutions. Regarding ML-based CCP models, classifiers such as Naïve Bayes (NB), Bayesian 
Network (BN), Support Vector Machine (SVM), k Nearest Neighbour (kNN), Multi-layer Perceptron (MLP), Decision Tree (DT), 
Random Forest (RF) have been extensively used to develop suitable CCP solutions [6,9,10,15,19,20]. However, some of these ML 
classifiers such as SVM, MLP, and kNN do not perform well on large datasets, are heavily dependent on the state of their parameters, 
and often generate unstable models that are not easily interpretable [12,15,18,19,23]. Also, NB and BN as instances of Bayesian 
learning models necessitate a considerable amount of computational resources to ascertain an optimal Bayesian hypothesis [24,25]. 
DT and RF are somewhat unique in their capabilities and prediction performances as they can generate models with high accuracy and 
stability and are interpretable. However, it was observed from existing studies that only DT and RF as instances of tree-based classifiers 
have been prominently used in CCP tasks [26–29]. This may be due to their respective simplicity and high prediction performances in 
ML processes. Regardless, there are other tree-based classifiers with varying computational characteristics that can be comparable in 
prediction performances to DT and RF classifiers. Hence, this research investigates and conducts a comprehensive empirical analysis of 
the effectiveness of tree-based classifiers in CCP. Firstly, the CCP performances of thirteen tree-based classifiers (RF, DT, logistic model 
tree (LMT), functional tree (FT), credal decision tree (CDT), cost-sensitive forest (CS-Forest), decision stump (DS), hoeffding tree (HT), 
random tree (RT), reduced error pruning tree (REPTree), alternating decision tree (ADT), systematically developed forest of multiple 
decision trees (SysFor), and logit-boost alternating decision tree (LADTree)) from three variations (single, ensemble, and hybrid) of 
tree-based classifiers are investigated. Secondly, the effectiveness of the homogeneous ensemble (Bagging, Boosting, Cascade 
generalization, Rotation Forest, Dagging, and Real Boosting) variants of the tree-based classifiers is evaluated. Lastly, the effects of the 
data quality problems such as the class imbalance problem (CIP) on the prediction performances of the investigated tree-based 
classifiers and their respective homogeneous ensemble variants for CCP are analyzed. To alleviate the CIP, the synthetic minority 
over-sampling technique (SMOTE) is used as a practical solution to the inherent CIP in customer churn datasets, and it is combined 
with the tree-based classifiers and their enhanced variants to build improved CCP solutions. 

In summary, the major contributions of this research are stated as follows:  

1. Extensive empirical performance analysis of thirteen tree-based classifiers based on different computational variants for CCP with 
and without the CIP. 
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2. Extensive empirical performance analysis of six homogeneous ensemble variants of tree-based classifiers based on different 
computational variants (78 models) for CCP with and without the CIP.  

3. The combination of data sampling and ensemble methods as an effective solution to CIP and the generation of effective tree-based 
CCP models.  

4. The CCP performances of tree-based classifiers are evaluated and validated with diverse baseline (individual and homogeneous 
ensemble variants) classifiers and state-of-the-art existing rule, ML, and DL-based CCP models. 

Additionally, for a comprehensive analysis, the following research questions (RQs) are identified to assess the efficacy of the tree- 
based CCP models.  

1. How effective are the tree-based CCP models in comparison with baseline methods in CCP with and without the CIP?  
2. What are the intra and inter-tree-based CCP performances with and without the CIP?  
3. How effective are the homogeneous ensemble variants of the tree-based classifiers with and without CIP?  
4. How effective are the tree-based CCP models in comparison with the state-of-the-art existing rule, ML, and DL-based CCP solutions? 

The rest of the paper is structured as follows. Section 2 investigates current CCP research. Section 3 examines the research methods 
and experimental design used in this research. Section 4 presents the experimental findings and their explanation. Section 5 presents 
the challenge to the validity of this research, while Section 6 ends this research and emphasizes future work. 

Literature review 

In this part, we delve into the different ML-based strategies used by current CCP systems and provide an in-depth analysis of their 
efficacy. 

Customer defection to a rival brand is referred to as customer churn and what constitutes customer churn varies from industry to 
industry and domain to domain. Long-term inactivity is a common indicator of churn which can be caused by several factors. Several 
researchers and experts in the telecommunications sector have used different tactics from a variety of studies to deal with the issue of 
customer churn. 

The modern telecommunications sector, like many other service-based industries, is focused on growing its customer base, boosting 
its bottom line, and establishing itself as an industry leader. Customers in the telecommunications sector may be less loyal to their 
current service providers than they formerly were because of the proliferation of comparable businesses, incentives, and service- 
related packages. Thus, decision-makers in the telecom business focus on customer retention rather than customer acquisition to 
save costs. Losing customers is bad for business. Because of this, CCP is vital not just for the company’s image but also for keeping 
existing customers at a cheaper cost. 

The impacts of CCP methods such as rule-based, ML, data mining, and hybrid (ML and data mining) approaches have been 
investigated in much research [16,30–32]. These techniques aid decision-makers in the telecommunications sector in categorizing and 
projecting customer churn and keeping loyal customers. DT, a popular ML method for CCP in the telecommunications sector, are the 
most typical approach described in the literature for dealing with CCP issue [7,26,27,33]. Nonetheless, [34] showed how DTs are 
limited by intricate nonlinear linkages between attributes. Another research, [35] looked at whether pruning helps DTs function better. 
However, several research [9,36] also noted some benefits of the DTs in the context of CCP such that they can process both categorical 
and numerical data of customers, can easily visualize and construct the classification model and can employ a nonparametric method 
that does not require prior assumptions. DTs are useful, but they lack the coverage rate of a classification system (Balogun [37]). Also, 
[26] examined the CCP performance of DT and logistic regression (LR). From their result, they noted the usefulness of DT for CCP 
because of its high accuracy and interpretability. However, DTs have trouble dealing with non-linear correlations between features, 
and LR has trouble with interaction effects between variables. As such, other forms of tree-based classifiers such as FTs and CS-Forest 
are known to have better coverage rates and correlation between features as compared with conventional DTs and LR. 

In an effort for effective CCP models, [9] sought to combine numerous ML approaches, including DT, RF, gradient-boosted tree, and 
XGBoost. The resulting AUC value of 93.3 % indicates that this method is effective at identifying at-risk customers. Also, [34] com
bined multiple ML algorithms (DT, artificial neural network (ANN), support vector machine (SVM), naive Bayes (NB), and LR) for CCP. 
Specifically, they compared different boosting versions of ML approaches for CCP. From the results, it was stated that combining 
SVMPoly with AdaBoost had the best CCP performance. However, the parameter tuning, and the black-box nature of the deployed 
SVM, ANN, LR, and ensemble method are of concern [38]. 

Based on hybrid approaches, [39] used a neural network-based method for CCP in the telecommunications sector. Also, [40] 
utilized NN with a Self-Organized map (SOM) to create a hybrid strategy for CCP. The NN feature was deployed for selecting relevant 
and irredundant features from the training set. The output from the prior phase was used as input into the SOM model builder, which 
resulted in the CCP. Their result showed that the combination of NN methods, rather than just one form of NN, had better prediction 
results. However, the issue of data loss is of primary concern in their approach. Similarly, [41] utilized a hybrid model consisting of LR 
and voted perceptron to examine CCP in the Asian mobile operator communications dataset. Their results showed that compared to 
using a single ML technique, the hybrid model is more accurate with a ROC value of 0.721. [30] presented a hybrid learning approach 
for CCP in the telecommunications sector by combining weighted k-means clustering and rule induction techniques. With demon
strations of enhanced accuracy, ROC, and AUC, the authors demonstrate the superior performance of their suggested hybrid learning 
approach. These reported findings showed the superiority of hybrid methods over single methods in CCP. However, the overhead 
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computational cost is another drawback. 
To mitigate the problems of hybrid approaches, ensemble methods are being used for ML tasks. Several studies have investigated 

the use of ensemble methods or models in CCP [32,35]. Xu et al., [32] highlighted that ensemble methods simply aggregate the 
performance of multiple single classifiers into a single model. De Bock and Van den Poel [42] developed an ensemble approach for CCP 
by fusing the rotation forest with the Rotboost algorithm. Rotation forest (RotF) ML is used for feature extraction, while Rotboost is 
based on AdaBoost and rotation forest to customer churn. The results showed that Rotboost was more accurate than the conventional 
rotation forest, although the forest had a better AUC value. Nevertheless, the main drawback of this research was the incompre
hensibility of the elements that led to CCP. Also, [43] proposed the integration of the Generalized Additive Models (GAM) method 
inside an ensemble approach. In summary, their CCP performance is superior to that of individual classifiers trained by logistic 
regression and the GAM technique. However, data quality problems such as class imbalance can still affect the CCP performances of 
ensemble models. 

Findings from existing studies have indicated that the presence of latent class imbalance problems in a dataset may lead to subpar 
performances in ML classifiers [44]. Finding a balance (minimal values) in a model’s bias and error rate is crucial to developing an 
effective prediction model. That is, ML models are expected to correctly categorize class labels present in a dataset irrespective of their 
amount (minority or majority). For instance, [45] discovered that conventional ML algorithms fare well on imbalanced datasets, where 
the classifier tends to classify the majority class accurately only. This is because most telecommunications customers fall into the 
majority class, while only a small percentage of samples represent the minority class. In contrast, class imbalance poses threats during 
the training phase of traditional ML models, leading to subpar classification performance [46,47]. 

One of the viable ways of addressing the class imbalance problem is the data sampling approach. Six popular oversampling 
techniques used in the telecommunications industry have been studied in depth and analyzed in a meta-analysis of prospective 
observational studies [48,49]; these include the Synthetic Minority Oversampling TEchnique (SMOTE), the Mega trend diffusion 
function (MTDF), the Adaptive Synthetic Sampling Approach (Adasyn), the Couple topN reverse k-nearest neighbour (CTRKNN), the 
Majority Weighted Minority Over (ICOTE). Results showed that when compared to the other five oversampling strategies and rule 
generation ML strategies (learning from example module version 2 (LEM2), covering, and exhaustive), the CCP model performance 
using MTDF and genetic algorithm-based rules extraction for churn classification performed the best. But neither over- nor 
under-sampling is required to boost efficiency. However, [50] found that neither the oversampling of minority class samples nor the 
undersampling of majority class samples substantially aided in solving the classification issue. Particle swarm optimization (PSO) 
under-sampling techniques were studied in another research with mRMR data reduction and KNN, RF, and RotF ensemble ML 
techniques [51]. According to their findings, the performance of the CCP in the telecommunications sector may be enhanced by paying 
attention to the subject data’s high dimensionality during the data pre-processing stage. Relatedly, [52] presented the CCP model using 
an SVM and a random sampling strategy to rectify the asymmetry between the classes in the data. Whilst it attempted to achieve a more 
even distribution of classes, the CCP model did not boost prediction accuracy. Another research [53] looked at the use of a weighted RF 
ML model for CCP, despite the widespread criticism that this method is black-box and hard to explain. 

Feature engineering, the process of creating meaningful features from existing data, has been found to play a significant role in the 
construction of promising CCP models. [54] used the PSO approach for feature selection, then had a domain expert manually estimate 
the weights for each feature using a subjective weight process. However, the assignment of the subjective weight is time-consuming 
and expensive, and the authors only explored the effect of features on different weights rather than feature reduction. The suggested 
method was reported to be outperformed and reached 93 % accuracy, as opposed to 90 % accuracy for the DT, 89 % accuracy for the 
KNN, and 89 % for the NB classifier [55]. on the other hand, employed a DL fmethod to forego human feature engineering and instead 
created a hybrid deep neural network (DNN) architecture for CCP by analyzing the Crowd Analytix and Cell2Cell telecom datasets. As 
compared to more conventional ML models like SVM and RF, the authors state that DNN eliminates the need for human feature se
lection. In addition, they highlighted substantial issues with feature engineering, such as time constraints, subjective feature ranking, 
and generalizability problems. To address the drawbacks of feature engineering in CCP, [56] looked at feature selection using the 
Kmeans (KM) and single value decomposition (SVD) algorithms, as well as the feature filtering approach, before developing the CCP 
model. Based on their findings, occurred that the suggested method has the potential to vastly enhance accuracy while simultaneously 
lowering the number of misclassifications. 

In summary, many CCP models and approaches from conventional ML classifiers to sophisticated models based on DL, ensemble, 
and neuro-fuzzy approaches on CCP have been investigated. Regardless, due to the impact of CCP across industrial sectors, particularly 
in CRM, there is a continuous need for novel and robust CCP solutions. Hence, this research aims to conduct a comprehensive empirical 
analysis of the effectiveness of tree-based ML classifiers with various computational characteristics in the presence of a class imbalance 
problem for CCP. 

Methodology 

This section describes the steps and techniques used to conduct the research. In particular, the investigated tree-based classifiers are 
described in detail. Also, the experimental approach, the performance assessment metrics, and the CCP datasets are provided and 
discussed. 

Tree-based classification algorithms 

Tree-based classification algorithms are a form of ML technique that utilizes tree structure to build classification models for 
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categorizing data. Tree-based classifiers are a unique form of model that may recursively segment the data into subsets based on the 
significance of certain parameters or data features. Through each node of the tree, a choice is taken based on the significance of a 
feature. This decision indicates the path of the tree construction. In addition, tree-based classification algorithms can handle both 
numerical and categorical data, which makes them adaptable and may be used for a broad variety of different use cases. Besides, tree- 
based structure and operation mechanisms are easy to comprehend, which makes them a valuable medium to develop interpretable 
and explainable classification models. Consequently, this study aims to investigate the deployment of tree-based classification algo
rithms with varying computational characteristics. In particular, the CCP performances of RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, 
RT, REPTree, ADT, SysFor, and LADTree are evaluated. Also, due to their computational diversity, the tree-based classification al
gorithms are classified into the single, ensemble, and hybrid tree-based classifiers. The following subsections present each of these 
groupings of tree-based classifiers alongside their respective parameter settings as utilized in the experimentation processes of this 
research. 

Single tree classification algorithms 
Single tree classification algorithms are tree-based classifiers that are built primarily on one sole tree structure. The operation of 

single tree classification algorithms involves splitting the input data into similar subsets, with each subset being determined by the 
results of a sequence of binary analyses that are performed on each feature of the data. At each node of the tree, the test that offers the 
most effective division of the data into the two groups is to be used for further processing. This method is then applied recursively to 
each subset of the data until it reaches the leaf nodes of the tree, which stand for the ultimate categorization of the data that was 
supplied. DT, DS, are RT are examples of single-tree classification algorithms that have been used in several ML processes. In a DT, each 
node represents a feature or attribute, and each edge represents a possible value or outcome of that feature. The root node represents 
the most important feature, and subsequent nodes represent the next most important features. The leaf nodes represent the outcome or 
decision. To build a DT, the algorithm analyzes the data and decides which feature to split on at each node, based on criteria such as 
information gain or Gini impurity. The algorithm continues recursively until all the data is separated into its final decision or outcome. 
In the case of DS, a single decision node and two or more leaf nodes are considered for tree construction and decision-making. Unlike 
the DT, a DS only considers one feature or attribute to decide. That is, the decision node evaluates a single feature and splits the data 
into two subsets based on a threshold value. It is a very simple model that is often used as a building block for more complex models. An 
RT is a type of binary search tree that allows for more efficient operations by performing rotations on the tree to maintain balance. RT is 
a very effective type of tree classifier and has been used in ML tasks. An ADT is a type of single tree that is used for both classification 
and regression problems. It is like a standard DT, but instead of making a single split at each node, an ADT makes two splits at each 
node, one for each class or group being considered. At each node of the ADT, the algorithm alternates between two classes or groups 
and generates a pair of decision rules, one for each class. Each decision rule is generated using a statistical test that maximizes the 
separation between the two classes or groups, based on the available features. The ADT algorithm continues to recursively split the 
data until the stopping criterion is met. The stopping criterion is typically the maximum depth of the tree, or the minimum number of 
samples required in a node. ADTs are particularly useful in situations where the classes or groups are not separated, and the decision 
boundary is complex. They are also useful in situations where the data is imbalanced, i.e., class imbalance problem which is inherent in 
CCP. 

Ensemble tree classification algorithms 
Ensemble tree classification algorithms are based on the combinations of multiple single tree models to enhance the prediction 

performances of the classification process. Specifically, ensemble tree classifiers are built by utilizing diverse subsets of the training 
data based on different randomization strategies to leverage their collective performance and reduced error rates. Compared to 
standalone single tree models, ensemble tree classification models are better in terms of avoiding model overfitting as they can deal 
with numerous sources of variance and provide resilience against noisy and missing values. Also, ensemble tree classification models 
can adapt and work well with high-dimensional feature spaces, unlike single tree classification models that only work well with low- 
dimensional feature spaces. Ensemble tree classification models carefully select the most useful features at each split and can 
circumvent the splitting constraint and solve the issue in fewer dimensions [7,57–59]. RF, CS-Forest, SysFor, and LADTree are prime 
examples of ensemble tree classification algorithms and are utilized in this research work as ensemble tree classification models. RF 
builds multiple decision trees independently and combines their predictions by majority voting. In RF, a huge number of decision trees 
are created separately using distinct subsets of the training data and random feature subsets. Each decision tree in the forest is trained 
on a random subset of the available features at each split. This approach generates a diversified collection of decision trees that are less 
prone to overfitting and more resistant to data noise. In the case of CS-Forest, every single tree in a CS-Forest is trained to minimize a 
loss function that accounts for the costs associated with misclassifying data. The single trees are constructed using a variant of the DT 
method that considers the misclassification costs and utilizes the information gain ratio as the splitting criteria. Each DT in CS-Forest 
predicts the class of testing data by processing the data and making a judgement about it. After evaluating each tree’s performance on a 
validation set and their respective misclassification costs, the final prediction is made using a weighted average of the trees’ pre
dictions. SysFor can build many trees even from a low-dimensional data set. Another strength of the technique is that instead of 
building multiple trees using any attribute (good or bad) it uses only those attributes that have high classification capabilities. For 
LADTree, combines the principles of DTs and boosting to create a powerful predictive model. LADTree builds a set of ADTs, where each 
tree is trained to predict the residual error of the previous tree. This approach allows the algorithm to capture complex nonlinear 
relationships between the input variables and the target variable. It incorporates the concept of boosting, where each tree is trained on 
a weighted sample of the data, where the weights are adjusted to give more emphasis to the misclassified instances in the previous tree. 
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This approach helps to improve the overall accuracy of the model. 

Hybrid tree classification algorithms 
Hybrid tree classification algorithms are different from single and ensemble tree classification algorithms as they are based on the 

improvement of some operations (leaf selection or node splitting) of a single tree model to enhance its prediction performances. 
Specifically, hybrid tree classifiers are built by addressing some limitations in single tree models by introducing a combination of tree 
structures or sophisticated functions to improve their efficacy and ultimately prediction performances. Hybrid tree algorithms are 
particularly useful when dealing with high-dimensional data or data with complex relationships between features as they can capture a 
wider range of feature interactions and reduce the risk of overfitting to noisy or irrelevant features [60–64]. CDT, HT, REPTree, FT, and 
LMT are some prominent hybrid tree classification algorithms. CDT is a type of hybrid tree that is used in decision-making under 
uncertainty. Unlike a traditional DT, which assumes that all the information available is certain, a CDT represents the available in
formation using sets of probabilities or imprecise probabilities, also known as sets of probability distributions. Also, HT is a type of 
hybrid tree that is used in most cases for stream mining applications. Unlike conventional single trees, which require the entire dataset 
to be available before they can be built, HT can incrementally learn from data in real time, without requiring access to the entire data at 
once. HT is designed to handle large datasets where the data may arrive in a continuous stream, and where the underlying distribution 
of the data may change over time. They use a statistical test called the Hoeffding bound to determine when a decision can be made with 
a high level of confidence, even with a small sample size. The Hoeffding bound is a mathematical formula that determines the number 
of samples required to accurately estimate the probability distribution of a random variable with a given level of confidence. By using 
the Hoeffding bound, HT can dynamically adjust the size of the tree as new data arrives and only expand the tree when there is 
sufficient evidence to do so. REPTree as a hybrid tree is based on using a pruning technique to reduce overfitting in its constituent trees. 
Overfitting occurs when a tree is too complex, and it captures the noise in the training data, leading to poor performance on new data. 
In REPTree, a large tree is first built using the training data. Then, the tree is pruned by removing some of the branches that do not 
contribute significantly to the overall accuracy of the tree. This pruning process helps to simplify the tree and reduce its complexity, 
thereby reducing the risk of overfitting. To determine which branches to prune, a validation set is used. The validation set is a portion 
of the training data that is not used during the tree-building process but is instead used to evaluate the performance of the tree. The 
pruning process involves iteratively removing branches from the tree and evaluating the resulting tree’s accuracy on the validation set. 
The branches that lead to the least reduction in accuracy are removed, and the process is repeated until further pruning would decrease 
accuracy on the validation set. According to Gama’s [37] proposal, Functional Trees (FT) are created by using constructive induction to 
combine multivariate DTs and discriminant functions. FT is also known as a multivariate tree generalization. In the leaf nodes and 
decision nodes, FT incorporates features. For creating classification trees, FT sometimes contains features at both the nodes and the 
leaves, so that decision nodes are built based on the classification tree’s growth and functional leaves are built when the tree is pruned 
[37]. For applications requiring prediction, FT can be used to foretell the value of class variables for a specific dataset. The dataset 
specifically traverses the tree from the root node to a leaf, expanding its set of characteristics utilizing constructor methods inserted 
into each decision node. The node’s decision test is then used to determine the direction in which the dataset will travel. The dataset is 
finally labelled as a leaf using either the constructor function based on the leaf or the leaf-related constant [37, 38]. Classical single tree 
algorithms divide the input data into tree nodes by comparing the value with a constant of specific input attributes, whereas FT uses 
logistic regression (LR) functions for internal node splitting (referred to as oblique split) and leaf prediction. This is the primary 
difference between conventional single-tree algorithms and FT. In the case of LMT, linear logistic regression (LLR) is combined with 
the DT technique. LMT is a powerful predictive model that can provide an interpretable model with excellent prediction accuracy. LMT 

Table 1 
Parameter setting of the implemented tree-based classifiers.  

Classifiers Tree Type Parameter Setting 

DT Single Trees BinarySplit=False; CollapseTree=True; ConfidenceFactor=0.25; numDecimalPlaces=2; minNumObj=2; 
reduceErrorPrunig=False; subTreeRaising=True; useMDLCorrection=True 

DS BatchSize= 100; numDecimalPlaces=2 
RT KValue=0; allowUnclassifiedInstances=False; breakTiesRandomly=False; minVarianceProp=0.001; 
ADTree numOfBoostingIterations=10; searchPath=ExpandAllPaths; resume=False; batchSize=100 
RF Ensemble 

Trees 
BagSise=100; breakTiesrandomly=False; calculateOutofBag=False; numInterations=100; numExecutionSlots=1; 
numDecimalPlaces=2 

CS-Forest batchSize=100; confidence=0.25; costGoodness=0.2; costMatrix=2×2cost matrix; minRecLeaf=10; numberTrees=60; separation 
=0.3; 

SysFor Batchsize=100; confidence=0.25; minRecLeaf=10; numberTrees=60; separation =0.3; minRecLeaf=10; goodness=0.3; 
LADTree batchSize=100; numOfBoostingIterations=10; resume=False 
HT Hybrid Trees BatchSize=100; gracePeriod=200; hoeffdingTieThreshold=0.05; leafPredictionstrategy=adaptive Naïve Bayes; 

minimumFractionofWeightingInfoGain=0.01; NaiveBayesPredictionThreshold=0.0; splitConfidence=1.0E-7; splitCriterion=info 
gain split 

CDT KTHRootAttribute=1; SValue=1.0; initialCount=0.0; maxDepth=-1; minNum=2.0; minVarianceProp=0.001; noPruning=False; 
spreadInitiaCount=False 

REPTree initialCount=0.0; maxDepth=-1; minNum=2.0; mainVarianceProp=0.001; spreadInitialCount=False 
LMT doNotMakeSplitPointActualValue=False; fastRegression=True; minNumInstances=15; numBoostingOteartions=-1; 

SplitOnResiduals=False; useAIC=False; weightTrimBeta=0.0 
FT binSplit=False; errorOnProbabilities=False; ModelType=FT; numBoostongIterations=15, useAIC=False; numDecimalPlaces=2  
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consists of a single parent root, many branches, leaves, and nodes. It constructs a standard DT but inserts an LLR from the leaf nodes 
down to the vertices. In deciding how to divide, it considers the information gain ratio [26, 27]. Because of its special characteristics, 
LMT is considered a hybrid tree classification algorithm in this study. 

Overall, the effectiveness and efficiency of the tree-based classification algorithms will be investigated. Table 1 presents the 
categorization of the tree-based classification algorithms and their respective parameter settings as used in this research. 

Experimental procedure 

Fig. 1 is a schematic depiction of the experiments performed for this study. The method outlined here is critical since it is designed 
to provide empirical data on the performance of the investigated CCP models. Particularly, we established and analyzed a two-stage 
experimental design, and we uniformly and objectively assessed the prediction capabilities of the resulting CCP models. 

At first, the respective tree-based classification algorithms are implemented and evaluated on the CCP datasets with the class 
imbalance problem. That is, each of the RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree are 
deployed on the original customer churn datasets. The essence of this evaluation is to empirically assess the prediction performances of 
diverse tree-based on the original customer churn datasets. Specifically, the differences in the prediction performances within each 
variant and across the variants of the tree-based classifiers will be investigated. Findings from these analyses will validate the 
effectiveness and performance of tree-based classifiers in CCP. Thereafter, the CCP performances of the tree-based classifiers will be 
further evaluated on balanced customer churn datasets. The SMOTE technique will be deployed to resolve the inherent class imbalance 
problem in the original customer churn datasets. SMOTE is a well-known data sampling approach that has been used to address the 
issue of class imbalance in ML tasks [65,66]. Besides, the CCP performances of these tree-based classifiers will be compared with 
prominent linear, function, and instance-based classifiers with or without the class imbalance problem (that is, on the original and 
balanced datasets). 

Secondly, the CCP performances of the tree-based classification algorithms are further amplified with the use of homogeneous 
ensemble methods. Particularly, six homogeneous ensemble methods (Boosting, Bagging, Dagging, Rotation Forest, Cascade Gener
alization, and RealAdaboost) will be used to amplify the performances of the tree-based classifiers. The ensemble variant models will 
be tested with both original and balanced customer churn datasets to ascertain their respective efficacy in the presence of the CIP. 
Table 2 presents the homogeneous ensemble methods and their respective parameter settings as used in this research. Observed 
findings from these evaluations will provide insight and answers to the RQs presented in the introduction section. Also, high- 
performing tree-based models will be compared with existing state-of-the-art CCP models. 

Investigated CCP models are generated utilizing the cross-validation (CV) approach as part of the CCP model development 

Fig. 1. Experimental framework.  
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procedure. The CCP models in this study were developed using k-folding (with k set to 10). The CV method is preferred due to its 
resilience to data quality issues that might cause model overfitting [46,67–70]. For this reason, we shuffled both the training and 
testing sets at random to exclude the possibility of any repetitive patterns or values. Each experiment was repeated 10 times to obtain 
reliable results among all CCP models tested. Finally, the deployed CCP models are graded according to their mean values on the 
selected performance indicator. The experiments were carried out on an Intel(R) CoreTM i7-6700 processor with 16 GB of RAM and 
3.4 GHz of CPU speed, using the WEKA machine learning library [71] and the R programming language [72]. 

Experimented datasets 

This study used existing customer churn datasets compiled from several telecommunications providers to get insight into customer 
behaviour. These datasets contained information such as consumer demographics and the services acquired by these customers. 
Several types of clients who are inclined to churn were the subject of this study. This study makes use of two datasets, one from the 
Kaggle repository (Dataset A) and another from the UCI repository (Dataset B). Previous studies of CCP have made extensive use of 
these publicly accessible customer churn records [7,10,13,73,74]. Dataset A depicts a telecommunications company that provides 
phone and internet services to its customers, and it was gathered from the IBM business analytics community. The ratio of 
non-churners (NC) to churners is 2850 to 483. There are a total of 3333 cases. Much like Dataset A, Dataset B includes 5000 occur
rences, but only 4493 of them are NC. Table 3 displays more data on the churn rate and magnitude of the imbalance ratio. Furthermore, 
a tabular description of the features in Datasets A and B are presented in Appendix A and B. 

Performance evaluation metrics 

In this research, we compared the prediction performance of several CCP models using well-established assessment criteria 
including the area under the curve (AUC) and Matthews Correlation Coefficient (MCC). These metrics were selected since they have 
been used extensively in the evaluation of ML-based CCP models in the literature [75–77]. Besides, AUC calibrates the trade-off be
tween sensitivity and specificity at the best-chosen threshold while MCC considers all areas of the confusion matrix produced by each 
new model [66,78]. 

Results and discussions 

This section presents and analyzes the empirical results of the various experiments conducted based on the experimental procedure 
described in Section 3.2. The CCP performances of the investigated tree-based classification algorithms are evaluated using the 
selected performance evaluation metrics as mentioned in Section 3.4. Thereafter, the CCP performances of the tree-based classifiers 
will be compared with the prominent baseline classifiers and their respective homogeneous (bagging, boosting, cascade, rotation 
forest, dagging, and real boosting) variants on both original and balanced (SMOTE) customer churn datasets. In the end, the com
parison of the best-performing tree-based classification algorithms with existing CCP models with diverse computational character
istics is presented on each of the deployed customer churn datasets. 

Table 2 
Parameter setting of the implemented ensemble methods.  

Classifiers Parameter Setting 

Boosting Classifier= { RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree}; resume=False; useResampling=False; 
weightThreshold=100; numIterations=10 

Bagging Classifier= { RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree}; CalcOutOfBag=False; 
storeOutOfBagPredictions=False; bagSizePercent=100; numIterations=10 

Rotation 
Forest 

Classifier= { RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree}; projectionFilter=PCA; removePercentage=50; 
MaxGroup=3; MinGroup=3; batchSize=100; numIterations=10 

Cascade Classifier= { RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree}; ContatenatePredictions=True; 
KeepOriginal=True; meta=PCT; numIterations=10 

Dagging Classifier= { RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree}; verbose=False; seed=1; batchSize=100; 
numIterations=10 

RealBoost Classifier= { RF, DT, LMT, FT, CDT, CS-Forest, DS, HT, RT, REPTree, ADT, SysFor, and LADTree}; verbose=False; seed=1; batchSize=100; 
numIterations=10  

Table 3 
Description of CCP datasets.  

Dataset Features Instances Churners Non-Churner Churn Rate Imbalance Ratio 

Dataset A 21 3,333 483 2,850 14.49% 5.9 
Dataset B 18 5,000 507 4,493 10.14% 8.86  
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CCP performances of tree-based classification algorithms 

In this sub-section, the CCP performances of tree-based classification algorithms on both the original and balanced customer churn 
datasets are presented and compared. The comparison is to ascertain the efficacy and resilience of the tree-based classifiers with and 
without the latent class imbalance problem in the customer churn datasets. The performance comparisons are done based on the 
categorization of the tree-based classification algorithms. That is, tree classifiers from the same category/variants are compared within 
themselves and the best performer from each category are further analyzed. Also, the CCP performances of the tree-based classifiers are 
further compared with prominent ML classifiers with diverse computational features on both original and balanced customer churn 
datasets. This analysis will validate the performance of investigated tree-based classifiers against known baseline classification al
gorithms as utilized in existing CCP studies. 

For clarity, the result analysis is presented and discussed in the form of two scenarios. The first scenario presents the CCP per
formances of tree-based classifiers and the baseline ML classifiers on original Datasets A and B. For the second scenario, the CCP 
performances of tree-based classifiers are compared with the same baseline ML classifiers but on the balanced (SMOTE) Datasets A and 
B. 

Scenario 1: CCP performance comparison of tree-based classifiers against baseline ML classifiers on original datasets A and B 
As presented in Table 4, the CCP performances of tree-based classifiers were compared among themselves and with the prominent 

classifiers such as SVM, KNN, NB, and MLP on original Dataset A. As observed, the tree-based classifiers had relatively high and 
comparable AUC and MCC values on original Dataset A. Specifically, SysFor had the highest AUC value of 0.914 followed by CS-Forest 
(0.906), LMT (0.905), and FT (0.905). Based on the categorization, among the single trees, ADTree had the highest AUC value of 0.890 
followed by DT (0.876), RT (0.709), and DStump (0.603). In terms of the MCC values, DT (0.742) had the highest value followed by 
ADTree (0.697), RT (0.413), and DStump (0.317). These results showed that there are other single-tree classifiers such as ADTree that 
are comparable in performance to DT. In the case of the ensemble tree classifiers, SysFor outperformed other classifiers with AUC and 
MCC values of 0.914 and 0.772, respectively. Likewise, the CS-Forest also had a remarkable CCP performance on Dataset A with high 
AUC (0.906) and MCC (0.718) values as compared with RF which had an AUC and MCC values of 0.896 and 0.581, respectively. It is 
worth noting that the RF had a good CCP performance, however, SysFor and CS-Forest were better in this case. For the hybrid tree 
classifiers, LMT and FT recorded proportionate results with the same AUC value of 0.905 and slightly comparable MCC values of 0.777 
and 0.763, respectively. Other hybrid tree classifiers such as CDT, HT, and REPTree also had comparable CCP performances. In 
comparison to the baseline classifiers such as SVM, KNN, NB, and MLP, most of the experimented tree-based classifiers were superior in 
CCP performance to the baseline classifiers on the original Dataset A. Table 4 presents tabulated experimental results and Fig. 2 il
lustrates the graphical representation of the CCP performance comparison of tree-based classifiers and the baseline classifiers on 
original Dataset A. 

Furthermore, Table 5 shows the CCP performances of tree-based classifiers and prominent baseline classifiers on original Dataset B. 
However, the CCP results of the tree-based classifiers and baseline classifiers based on Dataset B are somewhat low with average AUC 
values (< = 0.500) and in most cases negative MCC values. These results indicated that the experimented classifiers generated poor 
models, and this can be attributed to the quality of Dataset B. As shown in Table 3, Dataset 2 has an IR value of 8.86 which indicates the 
presence and high degree of class imbalance phenomenon in Dataset B. This observed finding further corroborates the existing 
knowledge that data quality problems such as the class imbalance problem can affect the predictive capabilities of ML classifiers. Fig. 3 
presents the graphical representation of the CCP performance comparison of tree-based classifiers and the baseline classifiers on 
original Dataset B. 

In summary, it can be observed that the CCP performances of the tree-based classifiers are in most cases superior to that of the 

Table 4 
The CCP performance comparison of tree-based classifiers against baseline ML classifiers on Original Dataset A.   

Dataset A AUC MCC  

DT 0.876 0.742 
Single Trees DStump 0.603 0.317  

RT 0.709 0.413  
ADTree 0.890 0.697  
RF 0.896 0.581 

Ensemble Trees CS-Forest 0.906 0.718  
SysFor 0.914 0.772  
LADTree 0.887 0.700  
HT 0.836 0.472  
CDT 0.893 0.762 

Hybrid Trees REPTree 0.831 0.500  
LMT 0.905 0.777  
FT 0.905 0.763  
SVM 0.500 ? 

Base Classifiers KNN 0.603 0.237  
NB 0.834 0.465  
MLP 0.775 0.347  
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selected prominent ML classifiers such as SVM, KNN, NB, and MLP. This finding further supports the use of tree-based classifiers in CCP 
and ML tasks. Also, it was observed that there are other types of tree-based classifiers other than the DT and RF that can perform 
comparably well or better than the popularly used DT and RF models. Specifically, among the single-tree classifiers, the ADTree proved 
better than DT on Dataset A. For ensemble tree classifiers, SysFor and CSForest outperformed the famous RF model on Dataset A. By 
extension, the hybrid tree classifiers, particularly LMT and FT also had better CCP performances than DT and RF on Dataset A. From 
studies, these high-performing types of tree-based classifiers (ADTree, SysFor, CS-Forest, LMT, FT) are rare and not often used in CCP 
or ML tasks. However, these observed findings are based on the original churn datasets that are affected by the class imbalance 
problem. Perhaps if the class imbalance issue is addressed the CCP performances of the tree-based classifiers may change (enhanced). 
The following sub-section presents a scenario for the CCP performance comparison of tree-based classifiers against baseline ML 
classifiers on Balanced Datasets A and B. 

Scenario 2: CCP performance comparison of tree-based classifiers against baseline ML classifiers on balanced datasets A and B 
In this scenario, the CCP performances of the tree-based classifiers and the baseline classifiers on SMOTE-balanced customer churn 

datasets (Datasets A and B) are presented and analyzed. Specifically, the SMOTE technique (a data sampling method) is deployed to 
alleviate the latent class imbalance problem. As reported in existing studies, data sampling is a viable and feasible solution for the class 

Fig. 2. Graphical representation and comparison of CCP performance of tree-based classifiers with prominent baseline classifiers on Dataset A.  

Table 5 
The CCP performance comparison of tree-based classifiers against baseline ML classifiers on Original Dataset B.   

Dataset B AUC MCC  

DT 0.498 ? 
Single Trees DStump 0.496 ?  

RT 0.508 0.009  
ADTree 0.506 ?  
RF 0.513 0.003 

Ensemble Trees CS-Forest 0.525 0.009  
SysFor 0.499 ?  
LADTree 0.507 -0.016  
HT 0.505 -0.015  
CDT 0.492 -0.005 

Hybrid Trees REPTree 0.498 -0.015  
LMT 0.500 ?  
FT 0.500 ?  
SVM 0.500 ? 

Base Classifiers KNN 0.510 0.02  
NB 0.502 ?  
MLP 0.489 -0.016  
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imbalance problem. The deployed SMOTE is utilized on the customer churn datasets (Datasets A and B) to balance the frequency of the 
minority and majority class labels in each of the datasets. Tables 6 and 7 present the CCP performance comparison of tree-based 
classifiers against baseline ML classifiers on Balanced Datasets A and B, respectively. 

From Table 6, it can be observed that there are improvements in the CCP performances of the tree-based classifiers and baseline 
classifiers on the balanced Dataset A. For instance, in comparison to the experimental results in Table 4, DT and RT had a (+2.74 % and 
+19.18 %) and (+14.82 % and +67.07 %) increment in their respective AUC and MCC values. A similar trend was observed in the CCP 
performances of the ensemble and hybrid tree-based classifiers on balanced Dataset A as SysFor (+7.11 % and +13.99 %), CS-Forest 
(+1.98 % and +10.03 %), LMT (+7.29 % and +12.22 %), FT (+7.73 % and +17.56 %), REPTree (+5.17 % and +34.40 %) recorded 
significant increments in their respective AUC and MCC values. Also, the CCP performances of the baseline classifiers improved with 
SVM (+56 % and +62.4 %) and KNN (+46.1 % and +223.6 %) recording significant increments in the AUC and MCC values. These 
observed findings indicated the performances of the investigated models improved on the balanced Dataset A. 

As observed, the tree-based classifiers had high (not less than 0.8) and superior AUC and MCC values on balanced Dataset A. 
Specifically, SysFor still had the highest AUC value of 0.979 followed by FT (0.975), LMT (0.971), and CS-Forest (0.924). Concerning 
the categorization of the tree-based classifiers, among the single trees, ADTree had the highest AUC value of 0.915 followed by DT 
(0.900), RT (0.845), and DStump (0.650). In terms of the MCC values, ADTree (0.888) had the highest value followed by DT (0.852), 
RT (0.690), and DStump (0.346). Also, for ensemble tree classifiers, SysFor still outperformed other classifiers with AUC and MCC 

Fig. 3. Graphical representation and comparison of CCP performance of tree-based classifiers with prominent baseline classifiers on Dataset A.  

Table 6 
The CCP performance comparison of tree-based classifiers against baseline ML classifiers on Balanced Dataset A.   

Dataset A AUC MCC  

DT 0.900 0.852 
Single Trees DStump 0.650 0.346  

RT 0.845 0.690  
ADTree 0.915 0.888  
RF 0.843 0.843 

Ensemble Trees CS-Forest 0.924 0.790  
SysFor 0.979 0.880  
LADTree 0.886 0.691  
HT 0.887 0.683  
CDT 0.875 0.674 

Hybrid Trees REPTree 0.874 0.672  
LMT 0.971 0.872  
FT 0.975 0.897  
SVM 0.780 0.624 

Base Classifiers KNN 0.881 0.767  
NB 0.866 0.567  
MLP 0.824 0.654  
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values of 0.979 and 0.880, respectively. Similarly, CS-Forest recorded a comparable CCP performance with AUC and MCC values of 
0.924 and 0.790, respectively. Both RF and LADTree had comparable performances but SysFor and CS-Forest were superior on the 
balanced Dataset A. Concerning the hybrid tree classifiers, LMT and FT recorded are still superior to REPTree, HT, and CDT in CCP 
performance. Although the trio REPTree, HT, and CDT gained significant enhancement in performance on the balanced dataset. In 
comparison to the baseline classifiers such as SVM, KNN, NB, and MLP, most of the experimented tree-based classifiers were superior in 
CCP performance to the baseline classifiers on the original Dataset A. Fig. 4 depicts the graphical representation of the CCP perfor
mance comparison of tree-based classifiers and the baseline classifiers on the balanced Dataset A. 

In addition, Table 7 presents the CCP performances of the tree-based classifiers and the selected baseline classifiers on the balanced 
Dataset B. This analysis is essential since the initial CCP performances of these classifiers on the original Dataset B produced were 
average, which can be attributed to the data quality problem in Dataset B. Similar to the findings from Table 6, there were im
provements in CCP performances of the investigated classifiers on the balanced Dataset B as presented in Table 7. Specifically, in 
comparison to the experimental results in Table 5, ADTree and RT had a (+57.9 % and +74.8 %) in AUC values and over an +100 % 
increment in their respective MCC values. A similar trend was observed in the CCP performances of the ensemble and hybrid tree-based 
classifiers on balanced Dataset B as SysFor, CS-Forest, LMT, FT, and REPTree recorded significant (over +100 %) increments in their 
respective AUC and MCC values. Furthermore, the CCP performances of the baseline classifiers improved with MLP and KNN recording 
significant increments in the AUC and MCC values. These observed findings indicated the performances of the investigated models 

Table 7 
The CCP performance comparison of tree-based classifiers against baseline ML classifiers on Balanced Dataset B.   

Dataset B AUC MCC  

DT 0.498 ? 
Single Trees DStump 0.571 0.257  

RT 0.888 0.721  
ADTree 0.799 0.542  
RF 0.846 0.606 

Ensemble Trees CS-Forest 0.916 0.610  
SysFor 0.911 0.694  
LADTree 0.794 0.534  
HT 0.813 0.594  
CDT 0.890 0.728 

Hybrid Trees REPTree 0.894 0.732  
LMT 0.896 0.752  
FT 0.973 0.883  
SVM 0.793 0.586 

Base Classifiers KNN 0.839 0.678  
NB 0.825 0.545  
MLP 0.868 0.659  

Fig. 4. Graphical representation and comparison of CCP performance of tree-based classifiers with prominent baseline classifiers on balanced 
Dataset A. 
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improved on the balanced Dataset B. These findings indicate that the datasets used for the training of models should be free of latent 
issues such as imbalance features and dimensionality as they negatively deteriorate the predictive performances of ML classifiers. 

In terms of the CCP performance of the investigated classifiers, the tree-based classifiers recorded high (not less than 0.8) and 
superior AUC and MCC values on balanced Dataset B except for DT (AUC:0.498; MCC: ?) and DS (AUC: 0.571; MCC: 0.257). In this 
case, FT had the highest AUC value of 0.973 followed by CS-Forest (0.916), SysFor (0.911), and LMT (0.894). Concerning the cate
gorization of the tree-based classifiers, among the single trees, RT had the highest AUC value of 0.888 followed by ADTree (0.799), 
DStump (0.571), and DT (0.498). In terms of the MCC values, RT (0.721) had the highest value followed by ADTree (0.542), and 
DStump (0.257). Also, for ensemble tree classifiers, CS-Forest was superior to other classifiers with AUC and MCC values of 0.916 and 
0.610, respectively. Similarly, SysFor recorded a relatively comparable CCP performance to CS-Forest with AUC and MCC values of 
0.911 and 0.694, respectively. Both RF and LADTree recorded competitive CCP performances but SysFor and CS-Forest were superior 
on the balanced Dataset B. Regarding the hybrid tree classifiers, LMT and FT recorded are still superior to REPTree, HT, and CDT in 
CCP performance. Although the trio REPTree, HT, and CDT gained significant enhancement in performance on the balanced Dataset B. 
In comparison to the baseline classifiers such as SVM, KNN, NB, and MLP, most of the experimented tree-based classifiers were superior 
in CCP performance to the baseline classifiers on the balanced Dataset B. Fig. 5 presents the graphical representation of the CCP 
performance comparison of tree-based classifiers and the baseline classifiers on the balanced Dataset B. 

In summary, the observed empirical-based findings on the experimental scenarios have shown that other possible tree-based 
classifications algorithms such as CS-Forest, SysFor, LMT, FT, ADTree, HT, and REPTree can in most cases produce better CCP per
formances as compared to the popularly used DT and RF. Also, the use of single tree-based classifiers may not be appropriate as there 
are other forms of tree-based classifiers based on ensemble and hybrid concepts that can generate better results and still maintain the 
interpretability and simplicity characteristics of tree-based classifiers. It is worth noting that relying on the implicit operations of tree- 
based classifiers to handle noisy or imbalanced datasets may not be sufficient. Hence, appropriate data preprocessing methods should 
be used to improve the quality of the datasets to be used for ML processes. In this study, the use of SMOTE to address the latent class 
imbalance problem in experimented datasets (Datasets A and B) produced balanced datasets which subsequently generated high- 
performing tree-based classifier models. 

However, it has been reported in some studies that the explicit use of ensemble methods with base classifiers not only amplifies the 
predictive performances of the base classifiers but also accommodates datasets with data quality problems [65,66,75,79]. Hence, the 
CCP performances of ensembled tree-based classifiers on both original and balanced customer churn datasets are presented in the 
subsequent sub-sections. 

CCP performances of ensembled tree-based classification algorithms 

In this sub-section, the CCP performances of ensembled tree-based classification algorithms on both the original and balanced 
customer churn datasets are presented and compared. Specifically, the CCP performances of Bagging, Boosting, Cascade, Rotation 
Forest (RotForest), Dagging, and RealBoosting (RBoost) homogeneous ensemble variations of each of the tree-based classification 

Fig. 5. Graphical representation and comparison of CCP Performance of tree-based classifiers with prominent baseline classifiers on Balanced 
Dataset B. 
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Table 8 
The CCP performance comparison of ensembled tree-based classifiers against baseline ML classifiers on Original Dataset A.   

Dataset A AUC MCC  
NE Bagging Boost Cascade RotForest Dagging RBoost NE Bagging Boost Cascade RotForest Dagging RBoost 

Single Trees DT 0.876 0.913 0.903 0.901 0.913 0.897 0.898 0.742 0.786 0.736 0.748 0.748 0.537 0.722 
DStump 0.603 0.761 0.841 0.603 0.818 0.802 0.865 0.317 0.145 0.366 0.317 0.193 0.140 0.382 
RT 0.709 0.890 0.729 0.693 0.859 0.789 0.844 0.413 0.808 0.428 0.374 0.443 0.247 0.533 
ADTree 0.890 0.908 0.893 0.890 0.904 0.899 0.909 0.697 0.716 0.711 0.697 0.589 0.545 0.754 

Ensemble Trees RF 0.896 0.898 0.899 0.904 0.898 0.880 0.898 0.581 0.533 0.602 0.587 0.453 0.152 0.606 
CS-Forest 0.906 0.927 0.788 0.906 0.910 0.877 0.778 0.718 0.668 0.420 0.719 0.735 0.533 0.355 
SysFor 0.904 0.916 0.902 0.914 0.917 0.892 0.906 0.772 0.793 0.743 0.772 0.743 0.291 0.751 
LADTree 0.887 0.906 0.898 0.887 0.909 0.908 0.900 0.700 0.730 0.734 0.700 0.598 0.710 0.730 

Hybrid Trees HT 0.836 0.837 0.704 0.836 0.501 0.814 0.609 0.472 0.474 0.331 0.472 ? 0.389 0.125 
CDT 0.893 0.912 0.863 0.891 0.909 0.884 0.815 0.762 0.789 0.631 0.756 0.670 0.528 0.476 
REPTree 0.831 0.851 0.789 0.824 0.908 0.558 0.802 0.500 0.470 0.426 0.534 0.671 ? 0.424 
LMT 0.905 0.914 0.911 0.905 0.915 0.892 0.867 0.777 0.801 0.756 0.776 0.761 0.458 0.549 
FT 0.905 0.918 0.903 0.898 0.914 0.880 0.868 0.763 0.807 0.721 0.758 0.747 0.476 0.647 

Base Classifiers SVM 0.500 0.500 0.501 0.500 0.634 0.500 0.498 ? ? ? ? 0.272 ? ? 
KNN 0.603 0.676 0.603 0.603 0.661 0.757 0.697 0.237 0.257 0.237 0.232 0.176 0.202 0.267 
NB 0.834 0.833 0.778 0.887 0.602 0.804 0.756 0.465 0.470 0.465 0.749 0.201 0.677 0.286 
MLP 0.775 0.805 0.794 0.780 0.809 0.786 0.775 0.347 0.325 0.388 0.347 0.348 0.284 0.363  
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algorithms with or without the class imbalance problem are investigated. The analysis is to determine the degree of resilience of 
ensemble methods to the class imbalance problem. Also, to determine the effectiveness of ensembled tree-based classifiers with and 
without the class imbalance problem in CCP. In a similar pattern to the preceding section, the experimental result analysis is presented 
and discussed in the form of two scenarios. The first scenario presents the CCP performances of ensembled tree-based classifiers and the 
ensembled baseline ML classifiers on original Datasets A and B. For the second scenario, the CCP performances of ensembled tree-based 
classifiers are compared with the same ensembled baseline ML classifiers but on the balanced (SMOTE) Datasets A and B. 

Scenario 1: CCP performance comparison of ensembled tree-based classifiers against ensembled baseline ML classifiers on original datasets A 
and B 

As presented in Table 8, the CCP performances of investigated ensembled tree-based classifiers were compared among themselves 
and with the ensembled variants of the selected baseline classifiers on original Dataset A. From the results, the ensembled tree-based 
classifiers had relatively high and comparable AUC and MCC values on original Dataset A in most cases. That is, the AUC and MCC 
values of the ensembled tree-based models were superior in CCP performances compared to the tree-based models on Dataset A. Based 
on the AUC value, BaggedCS-Forest had the highest AUC value of 0.927 which is a + 2.32 % increment over CS-Forest only on the same 
Dataset A. Also, BaggedFT had a similar AUC increment of +1.44 % as compared with the AUC value of FT only. Similar increments in 
AUC values were observed with other ensembled tree-based models such as BaggedSysFor (+1.32 %), CascadeSysFor (+1.11 %), 
RotForestSysFor (+1.44 %), and RotForestFT (+1.1 %). In terms of the MCC values, BaggedRT (0.808) had the highest value followed 
by BaggedFT (0.807), BaggedLMT (0.801), and BaggedSysFor (0.793). However, it was observed that the MCC values of some of the 
ensembled tree-based models are below average even with a corresponding high AUC value. This disparity might be due to the inherent 
data quality problem present in the original Dataset A. For further analysis, the CCP performances of the tree based on their respective 
categories were analyzed. For the single ensemble tree-based classifiers, BaggedDT and RotForestDT had the highest AUC and MCC 
values, respectively. Other single-based classifiers such as BaggedADTree and RBoostADTree had comparable CCP performances in 
terms of the AUC and MCC values. In the case of the ensemble tree classifiers, BaggedCS-Forest outperformed other ensemble tree 
classifiers with an AUC value of 0.927. Likewise, BaggedSysFor, CascadeSysFor, and RotForestSysFor models also had a remarkable 
CCP performance on Dataset A with superior AUC and MCC values as compared with ensembled RF models. It is worth noting that the 
CCP performances of RF, CS-Forest, SysFor, and LADTree classifiers are high but their ensembled variants are in most cases superior in 
terms of their AUC values. For the hybrid tree classifiers, BaggedLMT and BaggedFT recorded comparable results with AUC values of 
0.914 and 0.918 and MCC values of 0.801 and 0.807, respectively. Other ensembled hybrid tree classifiers such as BaggedCDT and 
RotForestREPTree also had comparable CCP performances on Dataset A. In comparison to the baseline classifiers such as SVM, KNN, 
NB, and MLP, most of the experimented ensemble tree-based classifiers were superior in CCP performance to the baseline classifiers on 
the original Dataset A. 

Figs. 6 and 7 present the graphical representation of the AUC and MCC values comparison of ensembled tree-based classifiers and 
the baseline classifiers on original Dataset A. 

Fig. 6. AUC values of ensembled variants of investigated classifiers on original Dataset A (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 
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Furthermore, Table 9 presents the CCP performances of investigated ensembled tree-based classifiers and the ensembled variants of 
the selected baseline classifiers on original Dataset B. On average, the CCP performances of ensembled tree-based models were still 
poor and not significantly better than the ordinary tree-based models on Dataset B. This finding is related to the initial observation of 
poor CCP performances of ML models on Datasets B with the data quality problem such as the class imbalance playing a major role. 

The low AUC and MCC values of the ensembled tree-based models indicated that the tree-models recorded poor performances. For 
instance, RBoostREPTree had the highest AUC and MCC values of 0.545 and 0.023 while BoostedFT recorded AUC and MCC values of 
0.534 and 0.016, respectively. This observation further showed that the deployment of ensemble methods as a solution for the class 
imbalance may not necessarily be true for all cases as suggested in existing studies. A similar outcome was observed in the CCP 
performances of the ensembled selected baseline ML method. RotForestKNN had the highest AUC value of 0.511 which is an indicator 
that the model is not able to properly perform the CCP task. Figs. 8 and 9 present the graphical representation of the AUC and MCC 
values comparison of ensembled tree-based classifiers and the baseline classifiers on original Dataset B. 

In summary, the experimental results as presented in Tables 8 and 9 have shown that the ensemble methods have little or no 
resilience for the class imbalance problem and may not necessarily be used as a viable solution for the class imbalance problem. 
Although the investigated ensembled tree-based classifiers had good CCP performances on Dataset A, the same cannot be said for 
Dataset B. The observed findings from Dataset A (Table 8) still further support our research aim that tree-based classifiers are 
appropriate for CCP tasks and there exist tree-based classifiers that are better than the popularly used DT and RF applicable for CCP 
tasks. However, the class imbalance problem deteriorates the CCP performances of the investigated tree-based classifiers and 
deploying only ensemble methods may not necessarily be applicable as a solution to the class imbalance problem in most cases. 
However, the combination of a data sampling method (in this case SMOTE technique) and ensemble methods may produce CCP models 
that not only have superior predictive performances but can also address the latent class imbalance problems in the experimented 
customer churn datasets. Hence, the succeeding sub-section showcases a scenario for the CCP performance comparison of ensembled 
tree-based classifiers and ensembled baseline ML classifiers on Balanced (SMOTE) Datasets A and B. 

Scenario 2: CCP performance comparison of ensembled tree-based classifiers and ensembled baseline ML classifiers on Balanced Datasets A 
and B 

In this scenario, the CCP performances of the ensembled tree-based classifiers and ensembled baseline classifiers on SMOTE- 
balanced customer churn datasets (Datasets A and B) are presented and analyzed. For the class imbalance problem, the SMOTE 
technique was deployed, being a known solution. Specifically, the deployed SMOTE is utilized on the customer churn datasets 
(Datasets A and B) to balance the frequency of the minority and majority class labels in each of the datasets. Tables 10 and 11 present 
the CCP performance comparison of the ensembled tree-based classifiers and the ensembled baseline ML classifiers on Balanced 
Datasets A and B, respectively. Findings from these analyses will validate the applicability of ensemble and data sampling methods as a 
solution for the class imbalance problem. 

As shown in Table 10, it can be observed that there are improvements in the CCP performances of the ensembled tree-based 
classifiers and ensembled baseline classifiers on the balanced Dataset A in most of the cases. Overall, BaggedLMT and RotForestFT 

Fig. 7. MCC values of ensembled variants of investigated classifiers on original Dataset A (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 
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Table 9 
The CCP performance comparison of tree-based classifiers against baseline ML classifiers on Original Dataset B.   

Dataset A AUC MCC  
NE Bagging Boost Cascade RotForest Dagging RBoost NE Bagging Boost Cascade RotForest Dagging RBoost 

Single Trees DT 0.498 0.512 0.536 0.499 0.510 0.498 0.522 ? ? 0.004 ? ? ? -0.003 
DStump 0.496 0.507 0.509 0.487 0.492 0.531 0.504 ? ? ? ? ? ? ? 
RT 0.508 0.516 0.518 0.499 0.510 0.497 0.503 0.009 0.011 0.007 -0.010 -0.017 ? -0.026 
ADTree 0.506 0.497 0.512 0.501 0.507 0.518 0.504 ? ? ? -0.010 ? ? -0.008 

Ensemble Trees RF 0.513 0.521 0.516 0.507 0.520 0.489 0.521 0.003 0.001 0.016 0.009 -0.008 ? -0.015 
CS-Forest 0.525 0.511 0.531 0.515 0.499 0.499 0.513 0.009 -0.002 0.009 0.008 -0.019 ? 0.002 
SysFor 0.499 0.493 0.504 0.499 0.500 0.501 0.494 ? ? -0.014 ? ? ? 0.003 
LADTree 0.507 0.502 0.511 0.500 0.497 0.518 0.497 -0.016 ? 0.002 -0.013 ? ? 0.012 

Hybrid Trees HT 0.505 0.488 0.518 0.504 0.493 0.520 0.492 -0.015 ? -0.012 0.002 ? ? 0.002 
CDT 0.492 0.527 0.510 0.509 0.493 0.489 0.525 -0.005 ? 0.005 -0.005 ? ? -0.016 
REPTree 0.498 0.505 0.522 0.500 0.492 0.505 0.542 -0.015 ? -0.001 -0.010 ? ? 0.023 
LMT 0.500 0.515 0.523 0.500 0.500 0.506 0.519 ? 0.012 0.007 ? ? 0.012 0.026 
FT 0.500 0.497 0.534 0.498 0.500 0.495 0.518 ? ? 0.016 ? ? ? 0.026 

Base Classifiers SVM 0.500 0.500 0.486 0.500 0.500 0.502 0.505 ? ? ? ? ? ? 0.007 
KNN 0.510 0.494 0.510 0.498 0.527 0.510 0.496 0.020 0.011 0.020 -0.003 0.039 -0.010 -0.004 
NB 0.502 0.511 0.483 0.484 0.499 0.520 0.481 ? ? ? -0.011 0.011 ? -0.016 
MLP 0.489 0.506 0.517 0.482 0.471 0.502 0.513 -0.016 ? -0.015 ? ? ? 0.027  
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on Balanced Dataset A had the highest AUC values of 0.986 and MCC values of 0.910 and 0.908, respectively. Specifically, BaggedLMT 
and RotForestFT on Balanced Dataset A had a (+1.54 % and +4.36 %) and (+1.13 % and +1.023 %) increment in their respective AUC 
and MCC values as compared to their respective performances on the Original Dataset A. This is an indicator that the combination of 
the ensemble and data sampling methods for the class imbalance problem is viable as the CCP performances of most of the investigated 
ensembled tree-based and ensembled baseline classifiers improved. In terms of the tree categories, for the single tree classifiers, 
BoostedADTree (0.979) and RBoostADTree (0.924) had the highest AUC and MCC values, respectively. Also, the CCP performances of 

Fig. 8. AUC values of ensembled variants of investigated classifiers on original Dataset B (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 

Fig. 9. MCC values of ensembled variants of investigated classifiers on original Dataset B (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 
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Table 10 
The CCP performance comparison of ensembled tree-based classifiers and ensembled baseline ML classifiers on Balanced Dataset A.   

Dataset A AUC MCC  
NE Bagging Boost Cascade RotForest Dagging RBoost NE Bagging Boost Cascade RotForest Dagging Rboost 

Single Trees DT 0.950 0.960 0.963 0.960 0.965 0.925 0.898 0.852 0.900 0.909 0.889 0.907 0.669 0.912 
Dstump 0.650 0.715 0.855 0.650 0.890 0.772 0.865 0.346 0.356 0.555 0.346 0.614 0.401 0.674 
RT 0.845 0.962 0.859 0.854 0.967 0.931 0.844 0.690 0.821 0.713 0.704 0.849 0.725 0.830 
ADTree 0.895 0.944 0.979 0.895 0.974 0.950 0.909 0.688 0.759 0.883 0.688 0.855 0.758 0.924 

Ensemble Trees RF 0.843 0.971 0.973 0.974 0.974 0.949 0.898 0.843 0.846 0.847 0.854 0.855 0.757 0.875 
CS-Forest 0.924 0.926 0.948 0.924 0.980 0.958 0.978 0.590 0.625 0.763 0.581 0.837 0.431 0.745 
SysFor 0.979 0.982 0.985 0.979 0.985 0.932 0.906 0.880 0.898 0.921 0.876 0.908 0.625 0.909 
LADTree 0.886 0.941 0.976 0.886 0.972 0.949 0.900 0.691 0.750 0.871 0.691 0.844 0.758 0.907 

Hybrid Trees HT 0.887 0.904 0.900 0.885 0.882 0.862 0.609 0.683 0.694 0.693 0.681 0.495 0.556 0.548 
CDT 0.875 0.921 0.953 0.866 0.982 0.870 0.815 0.674 0.707 0.774 0.659 0.896 0.583 0.810 
REPTree 0.874 0.924 0.941 0.870 0.982 0.817 0.802 0.672 0.729 0.758 0.675 0.894 0.805 0.762 
LMT 0.971 0.986 0.984 0.969 0.985 0.952 0.867 0.872 0.910 0.909 0.873 0.906 0.763 0.836 
FT 0.975 0.985 0.984 0.972 0.986 0.963 0.868 0.897 0.919 0.907 0.887 0.908 0.811 0.742 

Base Classifiers SVM 0.780 0.818 0.792 0.783 0.909 0.859 0.498 0.624 0.600 0.647 0.629 0.766 0.629 0.533 
KNN 0.881 0.931 0.881 0.865 0.921 0.928 0.697 0.767 0.762 0.767 0.735 0.774 0.700 0.767 
NB 0.866 0.866 0.873 0.866 0.837 0.862 0.866 0.567 0.567 0.586 0.567 0.457 0.557 0.567 
MLP 0.824 0.909 0.926 0.886 0.920 0.894 0.812 0.654 0.665 0.711 0.650 0.698 0.634 0.707  
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Table 11 
The CCP performance comparison of tree-based classifiers against baseline ML classifiers on Balanced Dataset B.   

Dataset B AUC MCC  
NE Bagging Boost Cascade RotForest Dagging RBoost NE Bagging Boost Cascade RotForest Dagging RBoost 

Single Trees DT 0.498 0.910 0.826 0.787 0.850 0.890 0.917 ? 0.767 0.755 0.748 0.734 0.656 0.742 
DStump 0.496 0.577 0.720 0.575 0.857 0.635 0.801 0.257 0.257 0.261 0.257 0.572 0.264 0.528 
RT 0.508 0.939 0.918 0.879 0.950 0.914 0.911 0.721 0.792 0.753 0.713 0.838 0.721 0.733 
ADTree 0.506 0.922 0.895 0.799 0.930 0.834 0.921 0.542 0.546 0.663 0.535 0.731 0.524 0.724 

Ensemble Trees RF 0.513 0.945 0.930 0.943 0.941 0.916 0.943 0.806 0.801 0.799 0.804 0.737 0.706 0.802 
CS-Forest 0.525 0.927 0.908 0.913 0.947 0.856 0.887 0.610 0.690 0.660 0.603 0.728 0.413 0.587 
SysFor 0.499 0.927 0.921 0.910 0.947 0.842 0.902 0.694 0.752 0.740 0.725 0.830 0.569 0.667 
LADTree 0.507 0.806 0.854 0.794 0.923 0.826 0.868 0.534 0.545 0.593 0.530 0.714 0.545 0.626 

Hybrid Trees HT 0.505 0.845 0.863 0.810 0.864 0.530 0.729 0.594 0.619 0.638 0.590 0.588 0.604 0.323 
CDT 0.492 0.926 0.929 0.887 0.945 0.859 0.920 0.728 0.761 0.763 0.713 0.817 0.587 0.744 
REPTree 0.498 0.928 0.930 0.887 0.947 0.860 0.920 0.732 0.767 0.763 0.713 0.814 0.588 0.741 
LMT 0.500 0.934 0.932 0.895 0.948 0.865 0.867 0.752 0.771 0.760 0.742 0.828 0.602 0.653 
FT 0.500 0.928 0.934 0.883 0.947 0.842 0.877 0.883 0.771 0.766 0.735 0.821 0.567 0.716 

Base Classifiers SVM 0.500 0.805 0.852 0.793 0.795 0.830 0.794 0.586 0.586 0.587 0.586 0.586 0.584 0.586 
KNN 0.510 0.902 0.839 0.824 0.918 0.914 0.835 0.678 0.689 0.678 0.648 0.760 0.691 0.674 
NB 0.825 0.827 0.827 0.826 0.865 0.827 0.826 0.545 0.541 0.546 0.548 0.584 0.531 0.545 
MLP 0.868 0.887 0.904 0.868 0.886 0.880 0.911 0.659 0.665 0.711 0.646 0.656 0.650 0.725  
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the DT were better than RT and Dstump in most cases. This can be attributed to the deployment of the ensemble methods and the data 
sampling technique. Likewise, a similar trend was observed in the CCP performances of the ensemble tree-based classifiers on balanced 
Dataset A as RotForestSysFor (0.985) and BaggedSysFor (0.982) recorded the highest AUC values. In addition, the ensembled variants 
LADTree, CS-Forest, and SysFor all had improvements in their respective AUC values that in most cases superior to the AUC value of 
ensembled RF. As for the hybrid tree-based classifiers, their initial (no ensemble variations) AUC and MCC values on balanced Dataset 
A showed good predictive performances. However, the deployment of their respective homogeneous ensemble variants further 
improved their CCP performances with LMT (AUC: 0.986; MCC: 0.910) and FT (AUC: 0.986; MCC: 0.908) superior to other hybrid tree 
models. Also, the CCP performances of the ensembled baseline classifiers improved in most cases except for the RBoost variants. 
Specifically, BaggedKNN and BoostMLP are among the top performers with significant increments in the AUC and MCC values. Figs. 10 
and 11 present the graphical representation of the AUC and MCC values comparison of ensembled tree-based classifiers and the 
ensembled baseline classifiers on balanced Dataset A. 

Furthermore, Table 11 presents the CCP performances of the ensembled tree-based classifiers and ensembled baseline classifiers on 
the balanced Dataset B. Like the observed findings in Table 9, there were improvements in the CCP performances of the ensembled 
tree-based classifiers and ensembled baseline classifiers on the balanced Dataset B. Overall, RotForestRT on Balanced Dataset B had the 
highest AUC values of 0.950 and MCC value of 0.838. This is followed by RotForestLMT, RotForestFT, and RotForestREPTree with AUC 
values of 0.948, 0.947, and 0.947, respectively. This observed finding validates the outcome of the combination of the ensemble and 
data sampling methods for the class imbalance problem and this is due to the improvements in the CCP performances of most of the 
investigated ensembled tree-based classifiers. For the single tree classifiers, RotForestRT had the highest AUC (0.950) and MCC (0.838) 
values, respectively. Also, the CCP performances of the ensemble variants of ADTree were better than the ensemble variants of DT. 
However, ensemble variants of Dstump recorded the least performances when compared with other investigated single tree-based 
classifiers. In the case of the CCP performance of ensemble tree-based classifiers on balanced Dataset B, RotForestSysFor (0.947) 
and RotForestCS-Forest (0.947) recorded the highest AUC values. In addition, the ensembled variants of LADTree and RF all had 
improvements in their respective AUC values that in most cases. As for the hybrid tree-based classifiers, the homogeneous ensemble 
variants of these hybrid tree models on balanced Dataset B showed remarkable CCP performances with RotForestLMT, RotForestFT, 
and RotForestREPTree recording superior AUC values to other homogeneous ensemble hybrid tree models. Also, the baseline classifier 
specifically homogeneous ensemble variants SVM and KNN had improved CCP performances on the balanced Dataset B. The graphical 
representations of the CCP performances of the ensembled tree-based classifiers and the ensembled baseline classifiers on balanced 
Dataset B are depicted in Figs. 12 and 13. 

In summary, the experimental results as presented in Tables 10 and 11 have shown that the combination of ensemble methods with 
a data sampling method can be a solution to the class imbalance problem and may it can also improve the CCP performances of the 
applied ML classifier. In this scenario, the investigated ensembled tree-based classifiers had competitive CCP performances on both 
balanced Datasets A and B. As for the tree-based classifiers, the experimental findings from balanced Datasets A and B (Tables 10 and 
11) still further support our research aim that tree-based classifiers are appropriate for CCP tasks and there exist tree-based classifiers 
that are better than the popularly used DT and RF applicable for CCP tasks. Similarly, it was observed that the CCP performances of the 

Fig. 10. AUC values of ensembled variants of investigated classifiers on Balanced Dataset A (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 
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homogeneous ensemble variants of the tree-based classifiers were better than the CCP performances of the individual tree-based 
classifiers on the balanced Datasets A and B. In addition, it was also observed that the CCP performances of the homogeneous 
ensemble variants of the tree-based classifiers on the balanced Datasets A and B were better than the CCP performances of homo
geneous ensemble variants of the tree-based classifiers on the original Datasets A and B. Specifically, the selection of ensemble methods 
with applicable data sampling method can alleviate the class imbalance problem and produce efficient ML models with high prediction 
performances. Using individual ensemble methods or data sampling techniques for addressing the class imbalance problem may not be 

Fig. 11. MCC values of ensembled variants of investigated classifiers on Balanced Dataset A (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 

Fig. 12. AUC values of ensembled variants of investigated classifiers on Balanced Dataset B (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 
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sufficient and applicable in all cases. Therefore, it is suggested that the combination of ensemble methods with appropriate data 
sampling approaches should be deployed when encountering data quality problems in ML tasks. 

For a standard CCP performance evaluation, the CCP performances of HMSE and S-HMSE are contrasted with those of the current 
CCP models with varied computational characteristics on the same Datasets A and B. That is, the CCP performances of the proposed 
methods are compared with the current ensemble, hybrid, and advanced DL-based models on the same dataset 

For a generalizable CCP performance assessment, in the succeeding section, the CCP performances of top performers among the 
investigated tree-based classifiers and recent CCP models with varying computational features on Datasets A and B are compared. The 
essence of the comparison is to ascertain and validate the effectiveness of the top-performing tree-based classifiers with the existing 
sophisticated ensemble, hybrid, and DL-based models on the same customer churn datasets. 

CCP performances of best performing tree-based classification algorithms against existing CCP models 

The CCP performances of the top-performing investigated tree-based models as well as the recent CCP ML and DL-based model on 
Datasets A and B are presented in Tables 12 and 13, respectively. 

From the preceding experimental results, it was observed that SMOTE-BaggedLMT and SMOTE-RotForestFT are the top performers 
among the investigated tree-based models on Dataset A while SMOTE-RotForestRT and SMOTE-RotForestLMT are the top performers 
for Dataset B. Consequently, the CCP performances of these two models will be compared with performances of the existing rule, 

Fig. 13. AUC values of ensembled variants of investigated classifiers on Balanced Dataset B (a) Single Tree Classifiers (b) Hybrid Tree Classifiers (c) 
Ensemble Tree Classifiers (d) Baseline Classifiers. 

Table 12 
The CCP performance of HMSE and S-HMSE against Existing CCP models on Dataset A.  

CCP Models Accuracy (%) AUC F-measure MCC 

SMOTE-BaggedLMT 95.50 0.986 0.955 0.910 
SMOTE-RotForestFT 95.41 0.986 0.948 0.908 
Tavassoli and Koosha [80] (BNNGA) 86.81 - 0.688 - 
Ahmad et al. [9] (SNA + XGBOOST) - 0.933 - - 
Jain et al. [15] (CNN+VAE) 90.00 - 0.930 - 
Saghir et al. [81] (BaggedMLP) 94.15 - 0.874 - 
Jain et al. [20] (LogitBoost) 85.24 0.717 0.810 0.160 
Jeyakarthic and Venkatesh [82] (P-AGBPNN) 91.71 - 0.951  
Praseeda and Shivakumar [83] (PFLICM) 95.41 - - - 
Dalli [13] (Hyper-Parameterized DL with RMSProp) 86.50 - - - 
Bilal et al. [73] (K-med+GBT+DT+DL+Voting) 92.40 - 0.662 - 
Bilal et al. [73] (K-med+GBT+DT+DL+Stacking) 92.40 - 0.717 - 
Bilal et al. [73] (K-med+GBT+DT+DL+Adaboost) 92.43 - 0.718 - 
Bilal et al. [73] (K-med+GBT+DT+DL+Bagging) 92.41 - 0.664 -  
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ensemble, hybrid, and DL models on same Dataset A. 
As shown in Table 12, the CCP performance of SMOTE-BaggedLMT and SMOTE-RotForestFT models are compared to existing CCP 

models such as [9,13,15,20,80–83], and [73] on Dataset A. In contrast, current CCP solutions consist of ensembles, hybrids, and 
advanced DL models. As an example, [80] designed a hybrid ensemble (BNNGA) method for CCP that recorded a prediction accuracy 
value of 86.81 % and an F-measure value of 0.688. Likewise, [81] developed a BaggedMLP for CCP performance with accuracy and 
F-measure values of 94.15 % and 0.874, respectively. Also, [20] suggested the amplification of logistic regressing with a boosting 
ensemble method for CCP. Regardless, the CCP performances of SMOTE-BaggedLMT and SMOTE-RotForestFT models outperformed 
these ensemble-based CCP models. Using hybrid methods, [9] hybridized Social Network Analysis (SNA) and XGBoost for CCP. 
Similarly, [20] combined CNN with a Variable Auto-Encoder (VAE). Even with the comparable AUC value of SNA+XGBoost and the 
competitive accuracy and F-measure values of CNN+VAE, their respective CCP performances are still inferior to that of the suggested 
SMOTE-BaggedLMT and SMOTE-RotForestFT. Some existing methods are based on the combination of clustering and classification 
models like in the case of [83] and [73]. A probabilistic-based fuzzy local information c-means (PFLICM) for CCP was suggested by 
[83] and [73] combined K-medoid, gradient boosted tree (GBT), DT, and DL models using multiple ensemble methods such as Voting, 
Stacking, Bagging and Boosting. These suggested advanced methods performed well but they are still outperformed by HMSE and 
S-HMSE. In addition, the computation time for the methods suggested by [73] are high. Furthermore, the performances of 
SMOTE-BaggedLMT and SMOTE-RotForestFT are compared with current CCP models such as [13] and [82] that were implemented on 
sophisticated DL techniques. Specifically, [13] hyper-parameterized DL+RMSProp while [82] developed a generative adaptive 
network (GAN) with Back Propagation Neural Networks (P-AGBPNN) for CCP. These DL methods recorded competitive CCP perfor
mances based on prediction accuracy and F-measure values. In conclusion, the recommended SMOTE-BaggedLMT and 
SMOTE-RotForestFT models outperformed the current CCP models that were investigated using various computational methods on 
Dataset A. 

The CCP performances of SMOTE-RotForestRT and SMOTE-RotForestLMT were also compared with current CCP models exhibiting 
diverse computational characteristics on Dataset B. As shown in Table 13, the CCP performances of SMOTE-RotForestRT and SMOTE- 
RotForestLMT methods were correlated with some well-known ML and DL techniques such as SVM (with different kernel functions) 
[84] and LSTM, GRU, and CNN [73,84] studied various forms of SVM with different kernel functions and the result comparison showed 
that the suggested methods (SMOTE-RotForestRT and SMOTE-RotForestLMT) outperformed the DL techniques which showed 
comparatively poor CCP results when compared to those of the suggested SMOTE-RotForestRT and SMOTE-RotForestLMT methods. 
This may be a consequence of the inability of individual studies to address the issue of class imbalance. In the quest for better CCP 
models, advanced ensemble approaches were developed by [80] and [81] for CCP. Although the CCP performances of these advanced 
ensemble methods CCP performances were comparable to those of the suggested models, their significant computational cost (time) is 
a cause for concern. Nevertheless, SMOTE-RotForestRT and SMOTE-RotForestLMT outperformed the current CCP models assessed on 
Dataset B in most cases. Hence, the observed experimental findings are used to answer the RQs as highlighted in introductory section. 

Answers to research questions 

Based on the investigations and experimental observations, the following findings were obtained to answer the RQs posed in the 
introductory section (Section 1). 

RQ1: How effective are the tree-based CCP models in comparison with baseline methods in CCP with and without the CIP? 
From the experimental results, it was observed that the tree-based CCP models in most cases are superior to prominent baseline 

classifiers (SVM, NB, MLP, and KNN). Although the differences in the CCP performances of the single tree-based classifiers (DT, 
Dstump, ADTree, and RT) are in some cases comparable to that of the baseline classifiers. However, ensemble (CS-Forest, SysFor, and 
LADTree) and hybrid tree (LMT, FT, REPTree, CDT, and HT) based classifiers are better than the baseline classifiers on the experi
mented original and SMOTE-balanced datasets (with and without CIP), respectively. 

RQ2: What are the intra and inter-tree-based CCP performances with and without the CIP with and without the CIP? 
For the intra-performance evaluations of the tree-based classifiers, for the single tree-based classifiers, it was observed that ADTree 

and RT and comparable in performance to DT. As for the ensemble-based tree classifiers, CS-Forest and SysFor are better predictive 
models compared to RF and LADTree while LMT and FT and the best-performing hybrid tree classification algorithms. Although the 
predictive performances of each of these tree-based classifiers are affected by CIP, however, the deployment of data sampling (SMOTE) 

Table 13 
The CCP performance of HMSE and S-HMSE against Existing CCP models on Dataset B.  

CCP Models Accuracy (%) AUC F-measure MCC 

SMOTE-RotForestRT 91.88 0.950 0.919 0.838 
SMOTE-RotForestLMT 91.39 0.948 0.914 0.828 
Tavassoli and Koosha [80](BBNGA) 77.50 - 0.773 - 
Saghir et al. [81] (Bagging) 80.80 - 0.784 - 
Shaaban et al. [84] (SVM) 83.70 - - - 
Kumar and Kumar [39] 84.26 - 0.900 - 
Long Short Term Memory (LSTM) [73] 90.04 - 0.821 - 
Gated Recurrent Unit (GRU) [73] 90.10 - 0.846 - 
CNN [73] 89.80 - 0.826 -  

F.E. Usman-Hamza et al.                                                                                                                                                                                             

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Scientific African 23 (2024) e02054

25

and homogeneous ensemble methods (Bagging, Boosting, Cascade, RotForest, and RBoost) largely improved the prediction perfor
mances of the investigated tree-based classifiers. As for the intra-performance evaluations of the tree-based classifiers, the hybrid tree- 
based classifiers are superior to other experimented tree-based classifiers with and without the CIP and on both customer churn 
datasets. 

RQ3: How effective are the homogeneous ensemble variants of the tree-based classifiers with and without CIP? 
In comparison to the ordinary tree-based classifiers, the homogeneous ensemble variants of the classifiers are in most cases superior 

in CCP performances. The enhancement in the CCP performances of the ensemble variants of the tree-based classifiers on the balanced 
customer churn datasets is significant as compared with their CCP performances on the original datasets. This indicates that ensemble 
methods can not always accommodate the CIP and the combination of a data sampling method with an ensemble can lead to effective 
CCP models. 

RQ4: How effective are the tree-based CCP models in comparison with the state-of-the-art existing rule, ML, and DL-based CCP 
solutions? 

Not all the investigated tree-based classifiers are comparable in CCP performances as existing ML and DL models. However, the 
respective top-performing tree-based classifiers for each customer churn dataset, are in most cases superior to some of the existing rule, 
ensemble, hybrid, and advanced DL CCP models. 

Threat to validity 

All scientific research relies heavily on assessing and reducing potential threats to the credibility of experimental findings [7,85]. 
The following issues have been identified as threats to the validity of this research and are presented as follows: 

External validity: Evidence from scientific studies is most convincing when it can be reliably applied in practical situations. 
Depending on the kind and size of the datasets used, the results of studies may not generalize to different settings. Thus, this study 
makes use of two popular CCP datasets that provide a broad range of features. To create and assess CCP models, several publicly 
accessible datasets are used extensively. This study also provided an in-depth analysis of the experimental procedure, which might 
increase its reliability and validity in future applications across a variety of CCP datasets. 

Internal validity: This paradigm exemplifies the significance and consistency of facts, tried-and-tested theories, and empirical 
research. As a result, this study makes use of established ML methods which have been used before. These ML techniques were selected 
because they are representative of many different approaches and are effective in ML tasks. Furthermore, the analyzed CCP models 
were trained (handcrafted) using the CV strategy on the chosen CCP datasets, and each experiment was conducted 10 times to ensure 
reliability. This method helps lessen the possibility of discovering contradictions in the results. Yet, future studies may concentrate on 
other tactics and techniques for assessing models. 

Construct validity: This issue stems from the criteria used to evaluate the effective CCP models investigated. Accuracy, AUC, F- 
measure, and MCC were only a few of the statistical performance indicators used in this study. The research’s CCP models were 
empirically evaluated in depth using these metrics. The CCP models were developed with careful attention paid to the churning process 
and its status. 

Conclusions and future works 

This research work conducted an empirical analysis of tree-based classification models for CCP. Categorically, the prediction ca
pabilities of thirteen tree-based classifiers with distinct computational characteristics were evaluated. In addition, the efficacy and 
resilience of these tree-based classification models and their respective homogeneous variants models to CIP were evaluated and 
analyzed on two publicly available telecommunication customer churn datasets from Kaggle and UCI repositories. The viability and 
effectiveness of the tree-based classification models were tested via experiments. The experimental findings observed on the studied 
CCP datasets (original and balanced) indicated the effectiveness of the tree-based classifiers over baseline ML models. In addition, it 
was observed that the CIP can deteriorate the CCP performances of the tree-based classifiers, but the deployment and combination of 
data sampling (SMOTE) and the homogeneous ensemble methods will not only resolve the CIP but also enhance the CCP performances 
of the tree based classification models. The hybrid tree classifiers were in most cases superior in CCP performances to single, and 
ensemble tree-based classifiers with or without the CIP. Consequently, this research work recommends the use of sophisticated tree- 
based classifiers such as SysFor, CS-Forest, LMT, FT, and ADTree for CCP and other ML tasks as they are superior to the DT and RF and 
are relatively resilient to data quality problems such as the CIP. Also, the combination of a data sampling method and an ensemble 
method to address CIP is recommended against the sole use of the ensemble or data sampling method as reported in some existing ML 
studies. 

The next step of this study will examine how outliers and extreme values influence the correctness with which CCP models make 
predictions. The presence of outliers and extreme values in a dataset may have a significant influence on a classifier’s prediction 
ability. Both outliers and extreme values have the potential to skew the dataset leading to an imbalance and high variability dataset, 
and make the model less reliable, resulting in inaccurate predictions. Also, studies have shown that classifiers respond differently to 
outliers and extreme values. For instance, outliers and extreme values may have a significant influence on distance-based and in most 
cases linear classification algorithms such as kNN, LR (linear) and SVM (linear and non-linear) since these algorithms depend on the 
distance between data points, and outliers might introduce significant distances, which may be critical to the decision boundaries of 
such models. That is, a single outlier can significantly affect the placement and orientation of the decision boundary. This, in turn, can 
lead to misclassification of other data points. Hence, the effect of outliers and extreme values must be investigated and understood for 
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data preparation and model selection. Furthermore, the expected customer churn pattern will be investigated since consumers with a 
low churn probability may be more valuable in the long run, this information may help businesses make intelligent and strategic 
decisions regarding the retention of customers who are prone to churn. Regardless, more investigation into the topics is planned. 
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Appendix 

A. Description of Dataset A (Orange Company Dataset)   

No. Feature Feature Description Feature Type 

1 State States in the United States of America Categorical 
2 Account Length Active duration of accounts Numeric 
3 Area Code Costs of areas Categorical 
4 International Plan 1=Active, 2= Inactive Categorical 
5 Voice Mail Plan 1=Active, 2= Inactive Categorical 
6 Number of VMail Messages Amount of voice mail messages Numeric 
7 Total day minutes Total day call minutes clients have used Numeric 
8 Total day calls Total number of day calls Numeric 
9 Total day charge Today day fee Numeric 
10 Total eve minutes Total call minutes clients have used in the evening Numeric 
11 Total eve calls Total amount of evening calls Numeric 
12 Total eve charge Toal evening fee Numeric 
13 Total night minutes Total night call minutes clients have used Numeric 
14 Total night calls Total amount of night calls Numeric 
15 Total night charge Total night fee Numeric 
16 Total international minutes Total call minutes clients have used for international calls Numeric 
17 Total International calls Total amount of international call Numeric 
18 Total international charge Total international fee Numeric 
19 Customer Service Calls Amount of customer service calls made Numeric 
20 Churn 1=Churner, 0= Non-Churner Categorical  

B. Description of Dataset A (UCI Dataset)   

No. Feature Feature Description Feature Type 

1 Age Client’s Age Numeric 
2 Gender Client’s Gender Categorical 
3 MarStatus Marital Status Categorical 
4 AvgInMinUse Average Minute of In calls with the same service provider Numeric 
5 AvgOutMinUse Average Minute of Outcalls with the same Service Provider Numeric 
6 AvgAllMinUse Average Minute of All calls with the same service provider Numeric 
7 AvgInMinUseOSP Average Minute of In calls with another service provider Numeric 
8 AvgOutMinUseOSP Average Minute of Outcalls with another Service Provider Numeric 
9 AvgAllMinUseSOSP Average Minute of All Calls with other service provider Numeric 
10 AvgInMinUseSOSP Average Minute of In calls from same and other service provider Numeric 
11 AvgOutMinUseSOSP Average Minute of Out calls from same and other service provider Numeric 
12 MeanAllMinUseSOSP Average Minute of All calls from same and other service provider Numeric 
13 ChangeMinUsed Change in call rate (decreased, normal, increased) Nominal 
14 AvgSMS Average Short Message Services Numeric 

(continued on next page) 
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(continued ) 

No. Feature Feature Description Feature Type 

15 AvgMonthRev Average Monthly Revenue Numeric 
16 AssocProduct Associated Product (Yes or No) Nominal 
17 AssocService Associated Service (Yes or No) Nominal 
18 AvgCustCareCall Average Customer Care Calls Numeric 
19 AvgDropCalls Average Drop Calls Numeric 
20 AvgComplaints Average Complaints Numeric 
21 NoChnageTarrifPlan Number of changes of tariff Numeric 
22 MaxCallDistance Maximum Time distance between calls Numeric 
23 Churn 1=Churner, 0= Non-Churner Categorical  
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