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ABSTRACT Optical wireless networks realized bymeans of gigabit optical wireless communication (OWC)
systems are becoming, in a variety of applications, an important alternative, or a complementary solution,
to their fiber-based counterparts. However, performance of the OWC systems can be considerably degraded
in periods of unfavorable weather conditions, such as heavy fog, which temporarily reduce the effective
capacity of the network. In this paper, we focus on optical wireless mesh networks that use terrestrial
links (called FSO – free-space optical – links) composed of several parallel full-duplex FSO systems, and
present two complementary solutions that together provide ameans tomaximize network traffic performance
in various weather conditions encountered during network operation. The first solution is a method for
estimating the degradation of the effective FSO link capacity in adverse weather conditions such as fog,
rain and snow (called the weather states in this paper). The second solution is an optimization model
aiming at maximizing the network traffic throughput for a given list of weather states, derived from the
conducted measurements. The model assumes the so-called affine flow thinning (AFT) traffic routing
and protection mechanism capable of controlling the end-to-end traffic flows in response to fluctuations
of capacity available on FSO links caused by changing weather conditions. The proposed link capacity
modeling approach and the elaborated optimization model are verified through an exhaustive numerical
study, illustrating the trade-off between the increase of traffic performance of the FSO networks and the
corresponding cost of additional OWC systems.

INDEX TERMS Adverse weather conditions, affine flow thinning, FSO link capacity degradation, optical
wireless communications, optimization, resilience, wireless mesh networks.

I. INTRODUCTION
Optical wireless communications (OWC) is a promising
alternative (or a complementary solution) to optical fiber
communications (OFC) [1]. In particular, OWC systems,
based on light emitting diodes (LED) generating the optical
signal at wavelengths in the 780–1600 nm range (encompass-
ing visible light, infrared and ultraviolet [2]), are important
for such applications as 5G communications and beyond [3],
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provisioning ‘‘last-mile’’ connectivity in metropolitan area
networks [4], point-to-point and point-to-multipoint connec-
tions [5], and enabling connectivity in areas where fiber
installation is hardly possible or costly [6].

Besides, over the last 15 years, optical wireless transmis-
sion systems have become critical to a variety of ground and
aerial applications, in particular in relation to train, ship and
airplane operation [7], [8].

In this paper, we consider still another, networking ori-
ented application of the OWC systems, namely, optical
wireless mesh networks (OWMN), relevant for example
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for metropolitan areas [2], [9], [10] and cellular backhaul-
ing [11], [12]. In such networks links are composed of parallel
full-duplex OWC systems of the range of several kilome-
ters, referred to as free-space optical (FSO) systems, linking
transceivers that are in line of sight. In metropolitan area
networks (MAN) the transceivers can for example be installed
on the roofs of high buildings. As compared to an alterna-
tive solution, that is wireless mesh networks using radio-
frequency (RF) systems, the so-configured FSO networks
have such important advantages (that stem from the usage of
the FSO systems) as unlicensed spectrum, high full-duplex
system capacity (of at least several Gbps) and robustness to
electromagnetical interference [2]. Besides, components of
FSO systems are characterized by low cost and power con-
sumption as compared to RF equipment [13]. And, clearly,
FSO systems do not require optical cables so their deploy-
ment cost is much lower than that of optical fiber-based
systems.

In the related literature, FSO networks are often considered
as a promising candidate solution to bewidely used in the next
decade 6G wireless backhaul networks due to their capacity
by far exceeding that of RF systems [14], the possibility
of dynamic rearrangement of FSO systems (reconfigurable
topology to meet time-varying demands [15], or to adjust to
changing adverse weather conditions [16]), cost-efficiency
and scalability [17], as well as resource-efficiency and reli-
ability [18]. Also, although currently the overall FSO market
seems to be underdeveloped as compared to its potential,
the usage of FSO systems is likely to be significantly boosted
in the next few years [19].

It is worth noticing that a variety of FSO systems
operating at a transmission rate of the order of 10 Gbps
are already commercially available [2], [20], [21]. Also,
research experiments have shown a remarkable poten-
tial of the FSO systems in increasing nominal trans-
mission rates, e.g., up to 1.72 Tbps for distances of
over 10 km (see [22], [23]), or even up to 13.16 Tbps
over a distance of 10.45 km (achieved in 2018 by DLR
and ADVA) – https://www.adva.com/en/newsroom/press-
releases/20180510-dlr-and-adva-set-new-world-record-for-
optical-free-space-data-transmission.

Although solutions to issues concerning, e.g., advanced
modulation and coding [24], [25], or multiple access [26]
have been provided, the adverse weather conditions charac-
teristic to the lowest part of the atmosphere up to 10 km
above the Earth sphere (i.e., the troposphere also called the
weather sphere) can still pose severe problems to FSO com-
munications. Indeed, apart from many challenges to resilient
communications highlighted in [13], [27] including

1) atmospheric turbulence (also called scintillation [22])
responsible for increased bit error rate (BER) and
decreased signal-to-noise ratio (SNR) due to random
changes of the atmospheric refractive index; atmo-
spheric turbulence typically decreases with the altitude
(except for weather inversion periods when the oppo-
site behaviour can occur) [28],

2) a proper pointing, positioning and tracking of signal
(mechanical alignment issues)

as alreadymentioned, FSO communications can often be sub-
stantially affected by the adverse weather conditions such as
fog, clouds and snow [10], leading to partial or even complete
unavailability of multiple FSO links at a time. Although the
impact of weather conditions is mostly temporal, the fre-
quency of their occurrence implies the need to pay special
attention to the mitigation of their effect on the performance
of FSO communications.

Concerning multihop transmission in OWMNs, the atmo-
spheric attenuation caused by weather conditions can be
observed in multiple locations at a time along the routing
path. Generally, this attenuation is low during clear days
but can increase during periods of adverse weather condi-
tions [29], [30]. Among all weather events, fog has been
found responsible for the most significant degradation of
FSO link capacity. Especially during periods of thick fog,
a remarkable Mie scattering causing deflection of a part of
the light beam from the receiver can be observed, as the size
of water droplets (between 1 and 20 µm) is similar to the size
of infrared wavelengths [27].

The impact of fog on FSO link capacity has been found to
depend also on the fog type. Maritime fog has been verified
to cause the highest attenuation of even several hundred
dB/km (similar to clouds). The impact of continental fog was
found to be lower – about 100 dB/km. Besides, continental
fog is more stable than the maritime one [22]. It is worth
noting here that Mie scattering can also occur in the areas
of clouds [22] and, therefore, affect space-to-ground com-
munications. However, since in this paper we consider only
terrestrial FSO systems operating below clouds, the impact of
clouds is beyond the scope of this paper.

Concerning other weather conditions such as rain and
snow, their influence on the performance of FSO systems is
relatively low. In particular, higher robustness of FSO systems
to rain, as compared to fog, is due to the radius of rain-
drops being commonly greater than 100µm (which is visibly
larger than the FSO wavelengths [31], [32]). As a result,
rain can typically cause only geometrical scattering with
a minimal influence over the optical laser energy [33]. Typ-
ical signal attenuation due to rain is, therefore, marginal
(about 3 dB/km [5]) and can be meaningful only under severe
rain [7]. The effect of snow is also not significant and posi-
tioned between the impact of light rain and moderate fog [7].

As wireless systems based on RF transmission are robust
to fog conditions, a hybrid RF/FSO architecture has been
investigated in several research papers (see, e.g., [34], [35]).
Indeed, these two technologies can be often regarded as com-
plementary since the weather events affecting RF and FSO
systems are diverse (FSO systems are vulnerable to fog, snow
and clouds, while RF transmission is sensitive to rain [7]).
However, the nominal capacity of FSO systems is typically
far greater than that of RF ones [7]. Therefore, in such hybrid
configurations, RF links can be used, for example, to provide
parallel transmission of only part of the traffic (for instance of
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high-priority). Another application of RF links could be for
control plane purposes (RF links acting as control plane links
while FSO systems being used for data transmission). As the
RF technology is costly (due to exclusive licensing of most of
the RF sub-bands [7]), and since RF links installed parallel to
FSO systems cannot assure full recovery of all the affected
FSO flows, such a hybrid architecture is not considered in
our paper.

In this paper, we aim at investigating the impact of fog,
rain and snow on the performance of operating FSO net-
works, and at elaborating an optimization model for recon-
figuring the location of the FSO transmission systems to
maximize the (network) traffic throughput in all (nominal and
adverse) weather conditions that can be expected during net-
work operation. Furthermore, when considering atmospheric
conditions (such as fog and rain), we neglect atmospheric
turbulence. This is assumed for three reasons:

1) realistic consideration of atmospheric turbulence
would require reliable measurement results, which
were not available in the databases we could access

2) some FSO architectures (such as Multiple Input Single
Output (MISO) [22]) are robust to atmospheric turbu-
lence

3) considering atmospheric turbulence effects in the opti-
mization model presented in Section IV would lead to
losses in its effectiveness.

More precisely, our investigations can be summarized as
follows.

1) Development of a methodology for determining the
influence of adverse weather conditions on the degra-
dation of the FSO system capacity. In effect, we obtain
formulas which determine the fraction (called link
availability coefficient) of the maximal capacity
(expressed in Gbps) that is available on an FSO system
between two given locations, based on the weather
records that specify the parameters of fog, rain and
snow conditions. With such formulas we are then able
to calculate the availability coefficients for all links and
all states in a given network inside a certain area (like
the Paris metropolitan area analyzed in the numerical
part of the paper) for which the weather records, typ-
ically for each hour of the year, are available. In such
records, the area is represented by a grid of measure-
ment points separated by a fixed distance, and the
weather conditions observed in a given hour at each
node are characterized by fog type and density (visibil-
ity), as well as rain/snow intensity (precipitation rate)
impacting the overall visibility. Based on that, a list
of representative weather states characterized by link
availability coefficients can be prepared for an FSO
network of interest.

2) Development of an optimization model for maximizing
the traffic throughput taking into account all weather
states from a given (realistic) list of states prepared
as described above. For this, we assume a traffic

routing and protection mechanism called affine flow
thinning (AFT) capable of on-line controlling the end-
to-end traffic flows in response to fluctuations of
link capacity caused by changing weather conditions.
In effect, the AFT parameters necessary for the effec-
tive day-to-day operation of the network can be set.

As compared to earlier works, the originality of the
presented approach consists of two major elements. First,
the methodology for determining the FSO link availability
coefficients for adverse weather conditions is novel and more
adequate for links with the length of the order of kilometers
than the previous modeling proposals of this kind. Second,
the optimization model for the FSO systems reconfiguration,
combined with an appropriate traffic flow routing and protec-
tion mechanism and the max-min fairness objective for traffic
throughput that is supposed to be realized in different weather
states, is a far-reaching extension of the previous optimization
models for FSO networks.

The remaining part of the paper is organized as follows.
First, in Section II, we present the works related to mod-
elling FSO link capacity available under adverse weather
and summarize the state-of-the-art in optimization models
suitable for traffic routing and protection. Then, in Section III,
we introduce our model for determining the degradation of
the FSO link capacity due to unfavorable weather conditions,
while in Section IV we describe our optimization approach
to maximize the network traffic throughput in scenarios of
reduced link capacity. A numerical study verifying the pro-
posed optimization procedure for FSO network traffic pro-
tection under adverse weather conditions (based on the real
weather data collected for the Paris metropolitan area) is
presented in Section V. Section VI concludes the paper.

II. RELATED WORKS
Considerations of this paper belong to the field of resilient
network design that takes into account not only the nominal
condition of network operation but also scenarios when the
network capacity is not fully available. Below, we will briefly
discuss the work in this field related to two fundamental
problems dealt with in our paper: modeling of FSO transmis-
sion systems availability in adverse weather conditions, and
network optimization models taking into account the limited
availability of the capacity of network links.

A. FSO LINK AVAILABILITY UNDER ADVERSE
WEATHER CONDITIONS
Performance of an FSO system strictly depends on the type
of the selected technology, commonly IM/DD-based (Inten-
sity Modulation/Direct Detection) [36]. Design of terrestrial
FSO systems resilient to the background noise/attenuation
involves non-conventional solutions, where apart from ampli-
tude, also phasemodulation is utilized. This is for example the
case for FSO systems considered in [36]. In such terrestrial
systems using the optical-intensity modulation techniques,
FSO transmission can be characterized by the IM/DDAWGN
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(additivewhite Gaussian noise) channelmodel. Inmost cases,
the intensity-modulated information is transmitted in discrete
periods that transform the terrestrial channel into a discrete-
time one. For example, in an urban areas considered in
Section V, FSO terrestrial systems realizing direct transmis-
sion within distances of several kilometers are exposed to
adverse weather conditions – mostly to fog (the Mie scat-
tering) and also partly rain and snow often leading to severe
attenuation of the optical signal, and thus also limiting the
available link capacity. In general, atmospheric turbulence
also causes fading, worsening the quality of the received
optical signal. Nevertheless, the used hereby multiple input
FSO systems [22] aim to significantly mitigate the effect of
turbulence which is neglected due to the need for additional
specific weather data for the area of Paris. Furthermore,
the evaluation of its influence is the subject of further work.

In general, the Mie theory is a complex but useful tool
to evaluate interaction between water droplets in the air and
the optical signal. In particular, assessment of the impact of
fog on FSO transmission is possible, for example through
applying the superposition principle for a given distribution
of fog particle size and theMie theory [37]. However, weather
stations that measure the weather-related parameters in an
urban FSO network (such as temperature, density, humidity,
and the empirical visibility) are usually not equipped with
particle size analyzers [37].

Because of the complexity of the Mie analytical approach,
empirical models for calculating the Mie scattering attenua-
tion based on the notion of visibility (denoted by V ) are often
applied. The most important models include those of Kim,
of Kruse and of Al Naboulsi [22], [38] for accurate evaluation
of optical attenuation, which, apart from the weather-related
factors, also depends on physical FSO link characteristics
such as wavelength and distance.

A comparison of the models by Kim, Kruse and
Al Naboulsi is presented in [38]. As stated in [22], the Kruse
model proposed for the visibility range reaching over 50 km
is mainly designed for a dense haze and its precision for fog
with V ≤ 1 km is low. To address this issue, the Kim and
Al Naboulsi empirical models should be considered. In par-
ticular, the Al Naboulsi model is suitable for the wavelength
range between 0.69 and 1.55 mm and provides formulas
dedicated to maritime and continental fog. The disadvantage
of this model is the 1 km limit on the visibility parameter.
Similarly to the Krusemodel, the Kimmodel covers the entire
visibility range and additionally provides high accuracy for
V ≤ 1 km. A characteristic feature of the Kim model is
that if V ≤ 0.5 km, the fog attenuation is non-wavelength
dependent [33]. Therefore, the Kimmodel is often considered
in the literature as themost accurate approach for determining
fog attenuation.

It should be mentioned here that the most general method
for evaluation of channel capacity is based on Shannon
information theory [39], and the efforts in finding solutions
to the problem of evaluating the information capacity of
the intensity-modulated FSO signals are presented in many

research papers summarized for example in [40]. However,
methods of a straightforward calculation of the FSO sys-
tem capacity expressed in bits per second [bps] are hardly
available. This is because the IM/DD AWGN FSO channel
is characterized by peak, average and non-negativity con-
straints on the parameters specifying a given random variable
describing the input of a communication channel (related to
the optical power of a light source), which requires a different
approach [40].

Hence since the Shannon theory cannot be applied directly
for FSO systems, only the upper and lower bounds on the
available system capacity can be determined. In particular,
the upper bound on the FSO channel capacity can be calcu-
lated using a dual expression for the channel capacity [41],
or sphere-packing [42]. For the case of continuous random
variables used for input characterization, the lower bound can
be determined, using for example the expressions discussed
in [40]. Moreover, the case of the lower bound of the channel
capacity is examined for the capacity-approaching discrete
distributions. While, in general, the throughput is expressed
in bits per symbol [40], when considering the time domain,
metrics expressed in bits per second (bps) are well-suited for
the empirical analysis of FSO systems.

The complexity of the problem of determining accurate
upper and lower capacity bounds calls for introducing an
approximation method for determining the channel capacity
based on signal-to-noise ratio (SNR). As the maximum data
rates of commercially available FSO systems are expressed in
Gbps (e.g., 10 Gbps), derivation of the available link capacity
must be done without a direct use of the Shannon theory.
In fact, an important contribution of this paper is introduction
of an approximation method to evaluate the available link
capacity for IM/DD AWGN channels depending on the bit
error ratio (BER) expected for a given SNR [24].

A detailed derivation of the available FSO system capacity
based on the normalized SNR [43] and the corresponding
BER is introduced in Section III-C. The BER parameter is
of major importance for evaluating the available FSO system
capacity, as it allows for consideration of the influence of
all types of noise (for example background noise) and the
adverse atmospheric effects on the operation of optical wire-
less links. Although theoretical solutions for obtaining BER
values (applied in the current paper in terms of the on-off
keying (OOK) modulation) of various IM/DD FSO systems
are widely used and well defined in the literature [24], a rea-
sonable accuracy of BER estimation can be obtained only if
real measurement data are used.

Finally, we would like to mention that a method for evalu-
ating the fraction of the FSO link capacity lost because of an
unfavorable weather condition (with respect to the maximal
capacity realized in a good weather condition) is considered
in papers [44]–[46]. The method assumes that link capacity is
controlled by means of adjusting the modulation and coding
scheme (MCS) used in order to make it appropriate for the
current channel condition. Thus, when bad weather (like fog,
rain or snow) is observed, an appropriate MCS, allowing for
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an increased SNR threshold (but decreased bitrate), is applied
at the transmitter. In the method, a simple characterization of
theweather condition affecting a given link, namely theworse
of the two conditions observed at its end nodes is assumed for
all points along the link. A detailed description of the method
can be found in [47].

B. OPTIMIZATION MODELS
In general, the optimization part of this paper is devoted to
traffic protection in networks, the links of which are subject
to frequent capacity degradation. In particular, it applies to
optical wireless networks (like OWMNs), where the links
are exposed to unfavorable weather conditions (e.g., fog)
that weaken the optical signals delivered to the receivers
and thus reduce the actual throughput provided by the
links.

As such, our investigations deal with the multi-state opti-
mization of multicommodity flow networks – an important
area of operations research.

However, although the research achievements in the
above-mentioned area include a wide set of optimization
models for a variety of network applications (see [48]–[50]),
they do not encompass the model introduced in this paper.
Our proposal examines the case where an operational net-
work, designed to handle traffic in clear weather, is expected
to efficiently protect the traffic against adverseweather condi-
tions described by means of a list containing link availability
states corresponding to typical situations characterized by
subsets of links that lose a fraction of their normal (maximal)
capacity realized when the transmitted optical signal is not
disrupted. To capture these features, the following opportuni-
ties are included in our model.

1) To make room for traffic protection under the con-
sidered conditions of reduced network capacity, it is
assumed that the operating FSO transmission systems
can be rearranged. Also, a set of additional systems can
be installed within some extra budget.

2) A special traffic routing and protection (TRP) mecha-
nism (a particular case of the so-called affine flow thin-
ning (AFT) mechanism) that ensures a quick response
to link capacity fluctuations is considered when the
rearrangement and extension of link capacity is opti-
mized.

3) The traffic volumes realized for individual demands
in the reduced-capacity states are maximized in a fair
manner.

These items, although clearly advantageous for the con-
sidered purpose, have virtually not been considered in the
literature. The reasons are as follows.

1) The models considered so far are focused mainly on
joint link capacity and routing optimization in order to
minimize the total cost of the links assuming that the
entire traffic specified in the traffic matrix is restored
in the states (called failure states in this context) other
than the normal state.

2) Traffic routing and protection/restoration mechanisms
considered in optimization are either hardly imple-
mentable but traffic-efficient (unrestricted or restricted
flow restoration, or link restoration), or vice versa (path
diversity, hot stand-by).

3) Almost all models assume that in the failure states
the capacity of a link is either totally unavailable or
fully available. However, even such states (sometimes
referred to as shared-risk link groups—SRLG [51]) are
considered less commonly than the single-link failure
states, where only one link can be unavailable at a time.

4) Even when the requirement of 100% traffic protection
is relaxed, it is assumed that fractions of the demand
traffic volumes to be realized in the considered states
are predefined.

A detailed discussion of these issues can be found in the
monograph [50], the doctoral dissertation [48] and the arti-
cle [52].

Let us now summarize the works that share common ele-
ments with the optimization approach presented in this paper.
Like our model, the model presented in [53] (see also [54])
examines a network with given link capacities and traffic
flows and optimizes the amount of capacity to be released
on each link and used as protection capacity by the link pro-
tectionmechanism. For this, the demand volumes specified in
the trafficmatrix must be decreased, and this is done using the
max-min fairness concept. The main difference as compared
to our approach is that in [53], [54] only single-link failures
are assumed and that the assumed protection mechanism is
different.

Another relevant work is presented in [55], where a joint
link capacity and routing optimization problem is studied in
the context of microwave links, whose capacity is depen-
dent on the modulation and coding scheme and the channel
condition. The approach uses chance-constrained program-
ming with independent random variables characterizing link
availability (our approach uses an explicit description of
link availability states). The problem assumes static routing
and realization (with a given probability) of a given traf-
fic matrix in all states, thus considerably simplifying the
problem.

It is also worthwhile to mention that among the traffic
routing and protection/restoration strategies considered in
the literature, only unrestricted reconfiguration (also called
global rerouting – GR) is applicable in the partial multiple
link failure context considered in our model. This particu-
lar mechanism restores the demands traffic by establishing
path-flows from scratch in the surviving link capacity. This
feature makes GR virtually impractical due to excessive end-
to-end flow rerouting (and other reasons, such as erroneous
flow control decisions in the unforeseen weather states).
On the other hand, from the theoretical point of viewGR is the
most efficient traffic restoration mechanism we can think of
and because of that can be useful for testing the efficiency of
other mechanisms, including TRP. An application of GR to a
joint link capacity and routing optimization problem relevant
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to the link availability state characterization used in ourmodel
is studied in [45].

The two main elements of our optimization approach are
the use of the max-min fairness (MMF) principle for traffic
throughput maximization and the assumed routing and pro-
tection mechanism (TRP).

As far as the MMF principle and its applications in multi-
commodity network design are concerned, our investigations
are based on the material presented in [50] (Chapter 8) and,
in more detail, in [54], [56]. The assumed TRP mechanism
is a special case of the so-called affine flow thinning (AFT)
which is a variant of the general concept called flow thinning
(FT) originally introduced in [57].

FT is an active TRPmechanism, where the end-to-end traf-
fic demands are equipped with dedicated logical tunnels (for
example MPLS tunnels) whose maximal capacities are sub-
ject to thinning to respond to the fluctuations of the currently
available link capacities. In consequence, the instantaneous
traffic realized between the end nodes of the demands must
adjust to the current total capacity available on its dedicated
tunnels. FT can be viewed as an extension (to multiple partial
link failure scenarios) of a path diversity traffic protection
mechanism called demand-wise shared protection (DWSP)
proposed in [58] (see also [52], [59], [60]) that assumes
multiple total link failures. In DWSP, traffic flows using
currently unavailable links are deleted, and the remaining
path flows must be sufficient to meet the (possibly reduced)
traffic volumes given in the traffic matrix.

Let us note that FT is also related to a specific mechanism
called elastic rerouting [61].
The affine versions of FT are based on the idea intro-

duced in [62]. In AFT, the capacity of each tunnel is thinned
according to a tunnel-dependent flow thinning function –
an affine function whose arguments are the link availability
coefficients (recall that for a given link, such a coefficient
is the fraction of the maximal link capacity available in
a given link availability state). This makes AFT different
from the FT solution, where the tunnels can be thinned
in an unconstrained manner. Due to that, AFT becomes
feasible for potential implementations, and also applicable
to the states not foreseen when optimizing the parameters
of affine thinning functions. For a detailed description of
AFT and its implementation issues the reader is referred
to [57], [63]–[66].

Finally, let us observe that the FSO network optimiza-
tion model introduced and studied in this paper is based
on rigid problem formulations and exact solution algorithms
involving linear and mixed-integer programming methodol-
ogy underlying modern solvers. However, other approaches
can be thought of, first of all those based on heuristic meth-
ods that allow for extending the range of tractable problems
at the expense of limited capability of delivering globally
optimal solutions and, for that matter, also of approximate
solutions with a given gap. This kind of approach to FSO (and
other networks’) optimization can be found, for example,
in [67].

III. EVALUATING THE DEGRADATION OF FSO LINK
CAPACITY IN ADVERSE WEATHER CONDITIONS
This section presents our approach to estimate the link avail-
ability coefficients α. In particular, the derivation of the
formula for this parameter is given in Section III-B, while
in Section III-C we describe our method used in this paper
to estimate the current capacity of FSO systems due to the
considered weather conditions, namely fog, rain and snow.

A. THE CONSIDERED FSO SYSTEM
The advances in FSO technology provide a wide spectrum of
commercially available products that are installed in various
urban access networks as well as backhaul and last-mile
communication links [11], and can be considered for WMNs
as well. For reasons of simplicity, the implemented FSO
transceivers are assumed in our paper to be properly aligned
and are based on Multiple Input Single Output (MISO)
architecture being a slightly improved version of Single
Input Single Output (SISO) architecture serving normally as
a benchmark for performance analyses [26]. In particular,
this type of architecture involving multiple transmitters (i.e.,
≥4), allows for significant mitigation of atmospheric turbu-
lence [22]. Moreover, the utilized FSO transceivers are based
on Intensity Modulation/Direct Detection (IM/DD) scheme
consisting of internally modulated laser source with On/Off
keying (OOK) modulation as well as a receiver supporting
direct detection of the incident optical intensity [68]. Those
types of transceivers are easily realized even based on small
form-factor pluggable (SFP) devices that offer high data rates
of 10 Gbps. The basic concept of the utilized transceivers is
provided in Fig. 1. Furthermore, a general set of parameters
for FSO systems operating at 10 Gbps (at distances between
2.38 km and 12.65 km in the topology analyzed in our paper)
discussed, e.g., in [30], [69]–[71], are presented in Table 1.

FIGURE 1. A basic structure of the utilized FSO transceiver.

In particular, the used transceivers within the considered
urban FSO network are selected to operate at 10 Gbps The
operating wavelength is 1550 nm and the normalized electri-
cal SNR is assumed to be a fixed value of 45 dB independent
of the link distance. In order to achieve such performance
for all considered FSO scenarios, each system architecture is
designed in accordance with the FSO link distance. Consid-
ering the different lengths of FSO link (i.e., 2.38–12.65 km),
an example for a 10 km FSO link operating at 10 Gbps is
given in [70] and [71]. Moreover, a shorter link of 2.7 km
implemented in the architecture considered by us in this
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TABLE 1. Assumed FSO system parameters.

paper (Fig. 1) is provided in [30], [70]. As discussed in
[30], [69]–[71], the parameters of all FSO systems should
be carefully tuned. In particular, the FSO transmitters imple-
ment vertical-cavity surface-emitting laser (VCSEL) operat-
ing at 1550 nm and supporting typical FSO optical power
of 4–15 dBm. Having in mind the used MISO architecture
with larger number of separate transmitters, the accumulated
optical power is boosted and eye-safety regulations should
also be considered. While in general, VCSELs are low-power
lasers, much higher power can be generated with VCSEL
arrays at the expense of beam quality. Moreover, distributed
feedback laser (DFB) is also a well-suited alternative operat-
ing in the range between 0.8 µm and 2.8 µm with a few tens
of milliwatts [26]. In general, the used PIN photodetector,
converting the received optical signal into electronic signal is
characterized by a threshold between -30 dBm and –16 dBm
for a maximum BER of 10−8. In case of larger distances, also
avalanche photodiode (APD) can be applied. Both APD and
PIN utilize germanium or indium gallium arsenide (InGaAs)
substrates when longer wavelengths up to roughly 1.7µm are
needed.

The applied MISO architecture leads to considerably facil-
itated arrangement with single frontend optics at the receivers
as well as multiple optics in the transmitter part. In particular,
the divergence angle of the transmitters is between 0.1 and
0.3 mrad and the frontend lens of the receiver is featured with
50–100 mm diameter [71].

In the proposed architecture, the normalized electri-
cal SNR is 45 dB (for all considered link distances of
2.38 km–12.65 km), which value can be enhanced with
changes of the transmitter and receiver technologies in
parallel to adjusting the frontend optics characterized by
divergence angle and lens diameter. However, using such
a predefined SNR value in our paper allows considering
a simplified model not requiring a detailed FSO link budget.

B. FORMULAS FOR FSO SYSTEM CAPACITY UNDER
ADVERSE WEATHER CONDITIONS
In general, the capacity available on a given FSO sys-
tem changes over time as it depends on the time-varying
BER, which, in turn, follows from the instantaneous SNR,
which is, in turn, characterized by the given level of signal

attenuation (A). As presented in [38] and explained in the
introduction of this paper, the overall instantaneous attenua-
tion A of an FSO system due to atmospheric effects including
fog, rain and snow is composed of three components as shown
in the following formula

A = Af + Ar + As, (1)

where Af , Ar , As denote attenuation (in [dB]) caused by fog,
rain and snow, respectively, observed at the receiver of a given
system. Note that in a given weather state, only one of these
three attenuation components can be greater than 0, which
means that fog, rain and snow exclude each other. A way of
calculating these values is described in Section III-C.

Attenuation A observed at the receiver of a given FSO
system is a major factor impacting the SNR measured in the
electrical domain. Following [43], the normalized variant of
SNR (that is SNRn with its values expressed in [dB]) can be
specified as:

SNRn = SNRt − SNRth − 2A (2)

where
• SNRth is the SNR threshold value defined for scenarios
without the presence of free-space atmospheric effects
given by formula (3) being a function of photodetector
responsivity ρ, the noise intensity variance σ 2 of the
AWGN channel model, and the required minimum opti-
cal power Pth for clear-air conditions [43]:

SNRth =
(ρ × Pth)2

σ 2 (3)

• SNRt is the SNR at the target (receiver) node for the
scenario of geometrical scattering (rain and snow) and
the Mie scattering (fog) attenuation expressed by the
formula:

SNRt =
(ρ × Pth)2

σ 2 (P× A)2 = SNRth × (P× A)2 (4)

where P is the power required for an acceptable quality
of transmission in the presence of atmospheric effects
(therefore P > Pth), while the other parameters in
formula (4) have the same meaning as in formulas (2)
and (3). Similarly to [43], the current analysis relies on
a simplified approach, where the quality of transmission
is characterized by means of SNR. In effect, the charac-
terization based on optical power P is omitted.

Since formula (2) uses the logarithmic scale in [dB],
subtraction of SNRth from SNRt allows for confining the
analysis only to the atmospheric effects (without a detailed
consideration of the FSO system performance). Following
the fact that FSO systems are characterized by the target
electrical SNRt of up to 60 dB [7], the difference between
SNRt and SNRth for adverse weather conditions can be sub-
stituted by a constant value, e.g., of 45 dB in the electrical
domain which corresponds to the value 22.5 dB in the optical
domain extracted from figure 1 presented in [72] in the case
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TABLE 2. BER performance of a typical terrestrial IM/DD FSO system based on OOK modulation concerning the Mie scattering (fog) from [30].

BER = 10−12 and OOK modulation. (The relation of the
SNR values in optical and electrical domains is explained
in [73].) In general, the selected value of the electrical SNR
equal to 45 dB corresponds to the highest operational SNR of
a standard IM/DD system operating with OOK. Therefore,
formula (2) can be rewritten as follows:

SNRn = 45− 2A [dB]. (5)

The value of SNRn has, in turn, a direct impact on the bit
error ratio (BER) of an FSO system. As BER is expressed in
a non-logarithmic scale, the transformation of the normalized
SNRn in [dB] into its SNR′n counterpart in the non-logarithmic
scale [73] is applied as follows.

SNR′n = 10SNRn/10. (6)

Assuming
• the AWGN channel model
• the fixed pulse detection threshold of 0.5 (a standard
assumption for binary transmission channels for equally
distributed symbols with probability 0.5),

the value of BER can be obtained for most of the commercial
FSO systems implementing the IM/DD technique combined
with on-off keying – non-return to zero (OOK-NRZ) modu-
lation [73] using the formula:

BER =
1
2
erfc

(√
SNR′n
2
√
2

)
, (7)

where erfc is the error function (i.e., the Gauss error function).
Based on the concept described in [68] for the packet

error rate, the capacity c of a given link for a given BER is
calculated as follows:

c = ĉ× (1− BER)
k

log2 M , (8)

where ĉ is the nominal capacity of an FSO system (data rate),
k is the number of bits of the transmitted packet, and M is
the order of Pulse Position Modulation (where M = 2 for
the OOK modulation assumed in this paper). A typical FSO
packet size k for the Ethernet protocol is 512 bits (64 bytes),
but it can reach up to 12,176 bits (1522 bytes). The analysis
presented in this paper is done for k = 512 bits.

Finally, the link availability coefficient α(A) referring to
the degradation of the capacity of an FSO system is defined
as given in the following formula.

α(A) =
c
ĉ
= (1− BER)

k
log2 M . (9)

Fig. 2 presents the values of BER (calculated for a realistic
value of the electrical SNR= 45 dB) and the related normal-
ized link capacity (parameter α = c/ĉ) as a function of the
atmospheric optical attenuation.

FIGURE 2. Link availability coefficient α and BER as a function of the
overall atmospheric optical attenuation ratio.

Table 2 presents an example of the average monthly values
of BER and the available link capacity for an IM/DD system
operating under typical continental European weather condi-
tions in Austria from [30].

C. CALCULATION OF ATTENUATION ALONG A LINK
Suppose that a set ofM measurement points (calledM-points)
representing weather stations is available in the considered
network area. The network area is represented by a rectangle
in the first quadrant of the coordinate system with one of the
vertices placed at point (0, 0). TheseM-points will be indexed
with m = 1, 2, . . . ,M and identified by the coordinates
x(m), y(m). We assume that the M-points keep track of the
basic parameters characterizing the fog, rain and snow (and,
for that matter, that these parameters are stored in a database).
The parameters in question are visibility (V for fog, in [km]),
and precipitation rate (ϕ for rain and ψ for snow, both in
[mm/h]).

Moreover, we assume that for any point (x, y) of the
considered rectangle we can reasonably estimate (by means
of some calculation procedure) the values of parameters
V , ϕ, ψ observed at (x, y) corresponding to the values of
these parameters measured at the M-points (clearly, when
(x, y) happens to coincide with an M-point, then the esti-
mation must provide the actual values). Note here that for
the considered estimations there is software available that
finds the approximation function F(x, y), the values of which
coincide with the set of values determined for a given set of
points {(x(m), y(m)) : m = 1, 2, . . . ,M} in the given rect-
angle. For example, in [74], [75] three such approximations,
one non-continuous (nearest-point approximation) and two
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continuous (piece-wise linear approximation and piece-wise
cubic approximation) can be found.

Let us now consider a given FSO link, denoted by AB,
linking nodes A and B with respective coordinates x(A), y(A)
and x(B), y(B). For convenience, AB will be represented by
interval [0,D] on the horizontal axis, where D is the line-of-
sight distance between A and B, i.e., the Euclidean distance

D =
√
(x(A)− x(B))2 + (y(A)− y(B))2.

This is done by first translating and rotating plane (x, y)
so that point A of interval [A,B] is moved to point (0, 0) and
point B to (D, 0). Then each value z ∈ [0,D] represents the
corresponding point Z (z) in [A,B] in the original plane, and
the values of V (z), ϕ(z), ψ(z) are calculated by the assumed
approximation procedure for point Z (z).

The above considerations are illustrated in Figs. 3 and 4.
The considered link AB (of lengthD = 10.26 km) is depicted
in Fig. 3, and its horizontal representation (obtained by trans-
lation/rotation) in the lower part of Fig. 4. The figures show
the case when the nearest point approximation of the mea-
surements from the M-points is assumed and the visibility
parameter V is analyzed. The circles depicted in colors show
the locations of the six M-points (note that there are in total
168 M-points in the considered rectangle) which are actually
used in the nearest-point approximation for the points in
interval [A,B]. The following visibility values V (k), k =
1, 2, . . . , 6, are assumed for those M-points: 3, 2, 2, 1, 1, 2.

FIGURE 3. The network rectangle, M-points, link AB and its nearest
M-points.

In the lower part of Fig. 4 the interval [0,D] on the
horizontal axis is divided into colored subintervals, where
the subinterval of a given color represents the points in the
corresponding subinterval of [A,B] for which the M-point of
the same color is the nearest one. Finally, in the upper part of
Fig. 4, we plot the approximation of the visibility function
V (z) characterizing link AB for the above-listed visibility
values observed at the colored M-points. This piece-wise
constant function is represented in the upper part of Fig. 4
by brown segments.

FIGURE 4. Representation of link AB and its nearest M-points in the
translated/rotated plane (lower part) and the visibility function V (z),
the corresponding attenuation rate function af (z) and the attenuation
function Af (z) for link AB (upper part).

Now we proceed to the main issue, i.e., the way of cal-
culating the attenuation (expressed in [dB]) experienced by
the optical signal sent from node A to node B. We will first
describe such a calculation for a foggy weather state; in
this case the attenuation in question will be denoted by Af .
We will come back to the rainy or snowy weather state cases
afterwards. (In fact, fog has been reported to be responsible
for the most significant attenuation, due to theMie scattering,
(see [22]) among all the weather factors that can affect optical
wireless transmission.)

Basic for the calculation of Af is the following formula that
expresses the attenuation rate af (z) at a given point z along the
link by means of the visibility V (z) observed at this point:

af (z) =
10log10(

1
τ
)

V (z)

(
λ0

λ1

)−q(V (z))
. (10)

The above empirical formula for the fog-related attenua-
tion rate expressed in [dB/km] follows from the considera-
tions discussed in [24], [33], [76].

Following [68], the visibility V (z) shown in Fig. 4 is
defined as 2% or 5% (i.e. the visual contrast threshold τ ) of
the atmospheric transmission distance, for which only black
objects on the horizon can be detected. While 5% is the
proper value of the visual contrast threshold τ for aeronautical
purposes, in our case the proper value of τ is equal to 2%.
Moreover, the wavelength of the transmitted optical signal
λ0 used due to eye-safety regulations is 1550 nm, and the
reference wavelength λ1 is equal to 550 nm.

The last parameter in formula (10), i.e., the value of the
quantity q(V ) in the exponent depends on the visibility V
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(expressed in [km]) in the following way:

q(V ) =


1.3, if 6 ≤ V ≤ 50
0.16V + 0.34, if 1 ≤ V < 6
V − 0.5, if 0.5 ≤ V < 1
0, if 0 < V < 0.5.

(11)

For the considered example, the values af (z), 0 ≤ z ≤ D,
of the attenuation rates along link AB are calculated for the
values determined by the V (z) and plotted in the upper part
of Fig. 4.

Finally, let Af (z) denote the attenuation (expressed in [dB])
of the optical signal sent (from point A) along link AB
observed at any given point Z (z) lying on linkAB (z ∈ [0,D]).
Then, by the definition of attenuation we get:

Af (z) =
∫ z

0
af (t) dt. (12)

Observe that the attenuation we are looking for, i.e., the
attenuation observed at node B experienced by the optical
signal sent from node A, is given by Af (D).
Clearly, for the piece-wise constant visibility function V (z)

resulting from the nearest-point approximation (depicted
in Fig. 4), calculation of the value of the integral in (12) is
straightforward, as illustrated in the upper part Fig. 4. How-
ever, in the case of more sophisticated (and more accurate)
approximations, like piece-wise linear or piece-wise cubic
approximations, calculation of the visibility for a given point
(x, y) on the plane is done by means of some algorithm
(because the formula specifying the approximation function
V (x, y) is not available), and therefore computation of Af (z)
specified in (12) must be done by some approximate numeri-
cal method. For example, in order to calculate the attenuation
at point B, we can divide the interval [0,D] into n subintervals
of equal length (equal to D

n ), determine the visibilities V (z)
and attenuation rates af (z) at the end of these subintervals and
compute the sum

Af (D) =
D
n

n∑
i=1

af (i), (13)

where af (i) is the average of the values of the attenuation rates
at the two end points of subinterval number i.

Concerning rainy and snowy weather, since droplets of
water are substantially larger than λ0, the resulting geometri-
cal scattering has typically a negligible effect on attenuation
(<3 dB/km), and its effect at optical SNR greater than 20 dB
on link capacity is insignificant. In practice, it means that
only FSO links longer than 2-3 km can become noticeably
affected by rain and snow. The respective empirically derived
formulas for ar and as (expressed in [dB/km]) described
in [26], [38] are as follows:

ar (z) = 1.29× ϕ(z)0.64 (14)

as(z) = (0.000102× λ0 × 10−9 + 3.79)× ψ(z)0.72, (15)

where ϕ(z) and ψ(z) express the precipitation rates (in
[mm/h]) observed at point Z (z) respectively for rain and snow.

Clearly, the corresponding attenuations Ar (z) and As(z) are
computed by means of formula (12).

IV. OPTIMIZING NETWORK TRAFFIC THROUGHPUT IN
THE STATES OF REDUCED LINK AVAILABILITY
In this section, we will present an optimization approach
based on mixed-linear programming (MIP) formulations,
which aims to solve the problem of protecting traffic in a
network with varying link availability.

The problem is as follows. Let us consider an operating
network that implements a given traffic matrix in a normal
state where all links (and nodes, for that matter) are fully
available. However, the network is subject to external con-
ditions (such as changing weather) that affect the capacity
currently available on the links, i.e., they reduce the capacity
of a subset of links below their nominal (maximum) level.
Thus, in order to protect the traffic in the states of reduced
link capacity (called degradation states), the operator should
be able to reschedule the traffic flows upon a given state,
so that the maximum traffic throughput is achieved and, what
is important, accomplish this in a fair way, i.e., ensuring that
the traffic between all individual node pairs is evenly reduced.

To achieve this goal, two basic decisions must be made.
One is a protection/routing mechanism applied for traffic
flow reallocation, and second what measure of fairness in
traffic restoration to select. The solution we consider below
assumes, respectively, the affine flow thinning (AFT) mech-
anism [57], [64] and the max-min fairness (MMF) mea-
sure [50], [54], [56]. The proposed optimization approach is
composed of twomain phases: preprocessing of path lists and
link capacity, and an iterative phase of MMF optimization.

A. NETWORK DESCRIPTION
The notation related to the network model and to the opti-
mization problems considered in this paper is summarized
in Table 3. Generally speaking, the network is modeled by
means of an undirected graph G = (V, E,D), where V is the
set of nodes, E is the set of undirected links, andD is the set of
undirected (traffic) demands. The number of nodes is denoted
by V (i.e., V = |V|), the number of links by E (i.e., E = |E |),
and the number of demands by D (i.e., D = |D|). Thus, each
link e ∈ E represents some unordered pair of nodes {v,w},
and so does each demand d ∈ D. The capacity of link e
is specified by a given integer number c(e) expressing the
number of transmission systems (FSO systems in our case)
installed on this link. Each such transmission system has a
fixed capacity of M traffic demand units (e.g., 10 Gbps).
Thus, the total bandwidth realized on a link is equal toMc(e).
This bandwidth is realized in the normal network operation
state denoted by 0. In fact, in the optimization model used in
this paper, we will assume thatM = 10 Gbps.

The traffic demand volumes to be realized (i.e., carried) in
the normal state are denoted by h(d), d ∈ D. Each demand
volume h(d) is realized by means of path-flows that use an
admissible set of paths P(d, 0) between the end nodes of a
demand d , selected from the set of all simple paths, where
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TABLE 3. Notation.

the set of all such paths is denoted by P̂(d, 0). Recall that a
path p ∈ P̂(d, 0) is simple if it does not contain loops and
thus can be described by means of the set of links E(d, p) it
traverses.

As the network is subject to unfavorable weather condi-
tions, its links are subject to capacity degradation. In effect,
when the network experiences a weather state s ∈ S (where
S is the set of the considered states and S = |S| is its car-
dinality), the bandwidth realized by the transmission systems
installed on some of the links is in general degraded. This is
reflected by given link availability coefficients α(e, s) (where
0 ≤ α(e, s) ≤ 1, e ∈ E, s ∈ S), meaning that the actual
bandwidth on link e in state s is in general decreased and
equal to α(e, s)Mc(e). In the following, we will also use the
notion of link degradation coefficient β(e, s), where β(e, s) =
1− α(e, s), e ∈ E, s ∈ S.
Note that when α(e, s) = 0 then link e is unavailable in

state s, so the set of links available in state s (i.e., the links
with α(e, s) > 0), denoted by E(s), can be a proper subset
of E . (In the following we will use a symmetrical notion
S(e) – the set of states where link e is available.) In effect,
some paths from the sets P̂(d, 0) may become unavailable
(the set of paths from P̂(d, 0) that are available in state s
will be denoted by P̂(d, s)). Moreover, the network graph
can become disconnected and split into disjoint components.
In this case, the demands with the end nodes in different
components cannot be realized at all. (In the following, the set

of the demands that can be realized, i.e., the demands having
the end nodes in the same component will be denoted by
D(s).) In general, when the network is in state s we do not
require that the entire demand volumes h(d) are realized;
actually, we admit a decreased volume, h(d, s), to be realized.
These (decreased) carried volumes are realized by means of
path-flows using allowable sets of paths, P(d, s), d ∈ D(s),
where P(d, s) ⊆ P̂(d, s).
In the optimization problem formulations considered in

this paper, we will use several kinds of variables. In partic-
ular, when the link capacities are optimized, then they are
expressed by variables y0 = (y0e, e ∈ E). Path-flows, in turn,
will be denoted by x0 = (x0dp, d ∈ D, p ∈ P(d, 0)) (flows in
the normal state) and by xs = (xsdp : d ∈ D(s), p ∈ P(d, s))
(flows in state s ∈ S).

Please note that in the following the variables will
be considered as continuous, unless otherwise specified.
We will also use a notational convention that places the
indices in brackets in the case of constant parameters (like
c(e), f (d, p, s), z(d, p, e)), while in the case of the corre-
sponding variables the indices will appear as subscripts or
superscripts (like y0e, x

s
dp, z

e
dp).

B. PATH LISTS AND LINK CAPACITY PREPROCESSING
Consider a network with a given link capacity vector c =
(c(e), e ∈ E) that is dimensioned to carry a given traffic
matrix represented by vector h = (h(d), d ∈ D) of demand
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traffic volumes. This means that the traffic volume h(d) for
each demand d ∈ D is split into a number of non-zero
path-flows f (d, p, 0), p ∈ P ′(d, 0), where P ′(d, 0) is the
set of paths between the end-nodes of demand d , and that
the resulting link-flows do not exceed link capacities. This
conditions are expressed like this:∑

p∈P ′(d,0)
f (d, p, 0) = h(d), d ∈ D (16a)∑

d∈D

∑
p∈R′(e,d,0)

f (d, p, 0) ≤ c(e), e ∈ E . (16b)

Note that in the second condition, R′(e, d, 0) is the set of
those paths in P ′(d, 0) that pass through link e, hence the
left-hand side of (16b) expresses the load of link e.
In fact, in the network setup so described, the total number

of necessary (non-zero) path-flows f (d, p, 0) is no more than
D + E (see [50]), so the path lists P ′(d, 0) are very limited
as most of them only contain one path. Hence, since our goal
is to protect traffic in the states of limited link availability,
we need to find path lists appropriate to each state s ∈ S. This
is necessary for obvious reasons, such as because a single
path used for a given demand in the normal state may not
be available in some other states. We use the following linear
programming (LP) formulation to define the path lists.

PATH LISTS GENERATION

min
∑

e∈E
ξ (e)y0e (17a)

[λ0d ]
∑

p∈P(d,0)
x0dp ≥ h(d), d ∈ D (17b)

[π0
e ]
∑

d∈D

∑
p∈R(e,d,0)

x0dp ≤ y
0
e, e ∈ E (17c)

[λsd ]
∑

p∈P(d,s)
xsdp ≥ h(d), d ∈ D(s), s ∈ S (17d)

[π se ]
∑

d∈D(s)

∑
p∈R(e,d,s)

xsdp ≤ α(e, s)y
0
e,

e ∈ E(s), s ∈ S (17e)

y0 ≥ 0; x0 ≥ 0; xs ≥ 0, s ∈ S. (17f)

Above, variables in vector y0 = (y0e, e ∈ E) represent link
capacities, while variables in vectors x0 = (x0dp, d ∈ D) and
xs = (xsdp, d ∈ D(s), s ∈ S) represent path-flows that realize
traffic demands in the normal state and in the degradation
states, respectively, which is ensured by constraints (17b)
and (17d). Constraints (17c) and (17e), make sure that link
loads (expressed by the left-hand sides of the considered
constraints) do not exceed the capacity available on the links.
Note that the variables that make up the vector x0 correspond
to path-flows f (d, p, 0) in an operating network, and hence
constraints (17b) and (17c) correspond to conditions (16a)
and (16b).

The (non-compact) linear program formulated in this way
is solved by column generation. For that, the quantities
appearing in square brackets in front of the constraints, which
denote the dual variables associated with them, are used.
Initially, each list P(d, 0) and P(d, s), s ∈ S, contains only
one path, which is a shortest (in terms of link weights equal
to the unit link costs ξ ) path between the end nodes of the

considered demand. Note that for a given s ∈ S, such a path
can only use links in E(s). Then the LP formulation (17) is
iteratively solved, extending the path lists in each iteration.
After solving (17), the optimal values of the dual variables
π0
e are used as the weights in finding a shortest path for each

demand d ∈ D. Similarly, for each s ∈ S, the optimal values
of the dual variables π se are used as the weights in finding
a shortest path for each demand d ∈ D(s). If the length of
a path thus found is strictly less than the optimal value of
the corresponding dual variable λ0d or λsd , then the path is
added to the appropriate path list. After that, the algorithm
is iterated, until no such path is found. (Details about the
described algorithm can be found in Chapter 10.1 of [50].)
Note also that among the paths on the lists P(d, s) there are
no paths containing links with α(e, s) = 0.

In all the optimization formulations considered below,
we will use the following extension of the path lists thus
obtained:
• Step 1: P(d, 0) := P(d, 0) ∪

⋃
s∈S P(d, s), d ∈ D.

• Step 2: P(d, s) := P(d, s) ∪
(
P(d, 0) \ {p ∈ P(d, 0) :

E(d, p) ∩ (E \ E(s)) 6= ∅}
)
, d ∈ D(s).

Note that in Step 1 we assume P(d, s) = ∅ for d /∈ D(s).
This extension ensures that, on one hand, path lists for the
normal state include all paths generated by (17) for all states
in S, and, on the other hand, for any state in S all its path lists
include all paths used in the normal state besides the paths
that contain at least one link with capacity degraded to 0.

The problem formulated in (17) finds a cheapest link
capacity vector y0 that ensures realization of the traffic
demand vector h = (h(d), d ∈ D) in the normal state
and in all states from the assumed list S. The way the
traffic demands are realized is specified by the optimized
path-flows vectors x0 and xs, s ∈ S. Note that the traffic
routing and protection mechanism adopted in (17) allows for
restoring the path-flows in each state s from scratch, because
the flow patterns x0, xs, s ∈ S, are independent of each
other. While this mechanism, known as Global Rerouting or
Unrestricted (Flow) Reconfiguration [50], is most effective
in restoring traffic, it is practically not applicable to real
networks. Therefore, we do not consider this mechanism for
traffic protection, but use formulation (17) only to create path
lists that will be used for the (practical) traffic routing and
protection mechanism we choose.

The chosen mechanism, known as affine flow thinning
(AFT) [57], in the form assumed in this paper relates the
path-flow on a given path p ∈ P(d, s), d ∈ D(s), s ∈ S,
to its normal flow f (d, p, 0) through the following affine
formula [64]:

f (d, p, s) = f (d, p, 0)−
∑

e∈E(d,p)
z(d, p, e)β(e, s),

p ∈ P(d, s), d ∈ D(s), s ∈ S. (18)

The formula defines, for a given path p ∈ P(d, 0), its flow
f (d, p, s) in a given state s ∈ S. (By definition, this flow is
equal to 0 when d /∈ D(s).) This flow is an affine function
of link degradation coefficients β(e, s), e ∈ E(d, p) (where
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β(e, s) = 1−α(e, s), and E(d, p) is the set of links composing
the considered path) with the coefficients f (d, p, 0) (normal
flow on the considered path) and z(d, p, e) ≥ 0, e ∈ E(d, p).
Note that by definition f (d, p, s) ≤ f (d, p, 0) which means
that the path-flow in the degraded states is not greater than
the normal path-flow (i.e., the flow is thinned). Moreover,
each thinned path-flow depends only on the (state-dependent)
degradation coefficients of the links composing the path on
which the flow is realized.

Coefficients z(d, p, e), p ∈ P(d, s), d ∈ D(s), e ∈ E(d, p),
together with the path-flows f (d, p, 0), p ∈ P(d, 0), d ∈ D,
used in the normal state, determine the path-flows for all
states in S, provided that P(d, s) ⊆ P(d, 0). Recall that the
last condition is met thanks to the above-described extension
of the path lists generated by solving formulation (17).

Now let us consider the final step in the preprocessing
process, which is to re-optimize (adjust) the capacity installed
on the links in the existing network (specified by the vector
c = (c(e), e ∈ E), where c(e) is the number of modules
installed on link e) in order to prepare room for improv-
ing traffic throughput in the degradation states. This adjust-
ment is done within a given budget equal to B + 1, where
B =

∑
e∈E ξ (e)c(e) is the cost of the existing link capacity

and 1 is an assumed percentage of B allowing for capacity
expansion, by solving the following MIP formulation.

LINK CAPACITY ADJUSTMENT

max t (19a)∑
e∈E

ξ (e)y0e ≤ B+1 (19b)∑
p∈P(d,0)

x0dp ≥ h(d), d ∈ D (19c)∑
d∈D

∑
p∈R(e,d,0)

x0dp ≤ y
0
e, e ∈ E (19d)∑

p∈P(d,s)
xsdp ≥ h(d, s)t, d ∈ D(s), s ∈ S (19e)∑

d∈D(s)

∑
p∈R(e,d,s)

xsdp ≤ α(e, s)y
0
e

e ∈ E(s), s ∈ S (19f)

xsdp = x0dp −
∑

e∈E(d,p)
β(e, s)zedp,

d ∈ D(s), p ∈ P(d, s), s ∈ S (19g)

t ≥ 0; y0 ≥ 0 and integer; x0 ≥ 0;

xs ≥ 0, s ∈ S; z ≥ 0. (19h)

Above, the vector y0 = (y0e, e ∈ E) expresses the number
of modules installed on the links after the adjustment. The
total cost of such optimized capacity is limited by inequality
(19b). Furthermore, the meaning of the path-flow variables
that make up the vectors x0 = (x0dp, d ∈ D) and xs =
(xsdp, d ∈ D(s), s ∈ S) is the same as in formulation (17).
With this interpretation and the so defined link capacity,
constraints (19c), (19d) and (19f) have the same meaning as
in formulation (17).

However, now constraint (19e) and its counterpart (17d)
are different. Since in general, because of the limited budget
B, it will not be possible to assure traffic throughput specified

by h when link availability is reduced, we allow for reducing
the traffic throughput by factor t , which is a variable that is
maximized in objective (19a). In fact, this reduction depends
also on a state-dependent constant factor T (s) as follows:

T (s) = w(s)F(s), s ∈ S (20a)

F(s) =

∑
e∈E α(e, s)c(e)∑

e∈E c(e)
, s ∈ S (20b)

h(d, s) = T (s)h(d), d ∈ D(s), s ∈ S. (20c)

In (20a), the parameters w(s) are proportional to the occur-
rence frequency of state s during the considered period of
time of network operation, while the quantity F(s) (defined
in (20b)) is the proportion of the total installed capacity
available in state s with respect to the total capacity installed.
In effect, for the maximum value t∗ of the maximized vari-
able t , the fraction T (s)t∗ of the traffic demand h(d) is
restored in state s.

Finally, constraint (19g) assures that the path-flows are
thinned according to the AFT rule (18). Note that the AFT
formulae are optimized by means of variables z = (zedp, d ∈
D(s), s ∈ S, e ∈ E), which correspond to the constant affine
coefficients z(d, p, e) in definition (18).

C. MAX-MIN FAIR OPTIMIZATION OF TRAFFIC
PROTECTION
After the preprocessing phase described in Section IV-B,
we are now able to tackle the main issue of the proposed
optimization approach, that is max-min fair traffic throughput
optimization for the states with limited link capacity included
in the list S .

Thus, as the result of preprocessing, we consider the net-
work with adjusted link capacities C(e) = y0

∗
, e ∈ E , where

the vector y0 is optimized through formulation (19), and the
same path lists as in (19). Moreover, we modify the values
of F(s) in coefficients T (s) for link capacities adjusted in this
way:

F(s) =

∑
e∈E α(e, s)C(e)∑

e∈E C(e)
, s ∈ S. (21)

Let Q = {(d, s) : d ∈ D(s), s ∈ S} be the set of
all demand-state pairs for which traffic protection is to be
provided, and let t = (t(d, s), (d, s) ∈ Q) be the vector
of coefficients specifying the fractions of the traffic volume
h(d, s) (defined in (20c)) realized for demand-state pairs
(d, s). We will call such a vector feasible if the following
system of linear equations/inequalities is feasible:

constraints (19c), (19g) (22a)∑
d∈D

∑
p∈R(e,d,0)

x0dp ≤ C(e), e ∈ E (22b)∑
p∈P(d,s)

xsdp ≥ h(d, s)t(d, s), (d, s) ∈ Q (22c)∑
d∈D(s)

∑
p∈R(e,d,s)

xsdp ≤ α(e, s)C(e),

e ∈ E(s), s ∈ S (22d)

Clearly, the feasibility of t means that the traffic
demand vector h and the reduced traffic demand vectors
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h(s) = (h(d, s)t(d, s)), s ∈ S) can be realized in the normal
and the degraded states, respectively, by means of some fea-
sible AFT path-flows x0, xs, s ∈ S.
A question arises as to what property of feasible vectors

should be used to choose the most appropriate one from a
traffic protection viewpoint. Our (natural) answer ismax-min
fairness (MMF) [50]. In order to explain what MMF actually
means in the considered optimization model, let us consider
the set F of feasible vectors t, i.e., a polyhedron in the
Euclidean space of dimension N =

∑
s∈S |D(s)| (i.e., RN )

obtained by projecting the polyhedron defined by the sys-
tem (22) onto RN . Moreover, let Et denote the vector obtained
from t by arranging its elements in nondecreasing order. Then
vector t∗ ∈ F is called lexicographically maximal (lex-max)
if, and only if, Et∗ � Et for all t ∈ F , where ‘�’ denotes the
lexicographical order. It can be shown that (thanks to the con-
vexity of polyhedron F), a lex-max vector is also a max-min
fair vector in F (see [54], [56] for details). For finding a
lex-max vector, we will use an algorithm (called the MMF
algorithm) based on iterative solving of the following LP
formulation, where the sets Q′ and Q′′ constitute a partition
of the set Q.
Basic MMF problem: MMFP(Q′,Q′′)

max t (23a)∑
p∈P(d,0)

x0dp ≥ h(d), d ∈ D (23b)∑
d∈D

∑
p∈R(e,d,0)

x0dp ≤ C(e), e ∈ E (23c)∑
p∈P(d,s)

xsdp ≥ h(d, s)t, (d, s) ∈ Q′ (23d)∑
p∈P(d,s)

xsdp ≥ h(d, s)t
∗(d, s), (d, s) ∈ Q′′ (23e)∑

d∈D(s)

∑
p∈R(e,d,s)

xsdp ≤ α(e, s)C(e),

e ∈ E(s), s ∈ S (23f)

xsdp = x0dp −
∑

e∈E(d,p)
β(e, s)zedp,

d ∈ D(s), p ∈ P(d, s), s ∈ S (23g)

t ≥ 0; x0 ≥ 0; xs ≥ 0, s ∈ S; z ≥ 0. (23h)

The above formulation is similar to formulation (19), with
one important difference: the traffic volumes realized for the
demand-state pairs in the setQ′ are lifted by maximizing the
value of variable t (constraint (23d)), while for the remaining
pairs the realized traffic volume is just lower bounded by the
fixed parameter t∗(d, s) (constraint (23e)).

The following MMF algorithm will find a lex-max vector
t∗ for the considered traffic protection problem. (In the algo-
rithm, λsd , (d, s) ∈ Q′, denote the dual variables correspond-
ing to the constraints in (23e).)

The explanation of MMFA is as follows (see [50]). During
the first passage of the algorithm, in Step 1, formulation
MMFP(Q,∅) is solved, whose optimal solution t∗ lifts the
traffic volumes h(d, s) at an equal pace for all demand-state
pairs in Q. Then the pairs for which the h(d, s) (i.e., t∗(d, s)
cannot be lifted any further) are identified: these are the
pairs for which λsd

∗ is strictly greater than 0 (this follows

MMF Algorithm (MMFA)
Step 0: Initialization: Q′ := Q and Q′′ := ∅.
Step 1: Solve MMFP(Q′,Q′′); let t∗ denote the opti-
mal value of objective (23a) and λsd

∗ the optimal value
of the dual variable λsd .
Step 2: Let Q̂ := {(d, s) ∈ Q′ : λsd

∗ > 0}, and put
t∗(d, s) := t∗, (d, s)∈Q̂; Q′ :=Q′\Q̂, Q′′ :=Q′′∪Q̂.
Step 3: If Q′ 6= ∅ go to Step 1. Otherwise stop:
t∗ := (t∗(d, s), (d, s) ∈ Q) is the MMF solution we
are looking for.

from the complementary slackness property). Then, in Step 2,
the pairs identified in this way are moved from the set Q′
(equal to Q in the first passage) to the set Q′′ (which is
empty in the first passage) and the value t∗ is assigned to the
corresponding elements in the constructed lex-min vector t∗.
Finally, in Step 3, it is checked whether or not the vector t∗

has been fully specified, and if not, the next iteration is started
in Step 1.

It should be clarified here that λsd
∗
= 0 does not neces-

sarily mean that the current maximum t∗ for this particular
demand-state pair can be improved in the future iterations.
Yet, in the next iteration, in the set Q′ \ Q̂ there will appear
at least one demand-state pair (d ′, s′) (possibly (d, s)) with
λs
′

d ′
∗
> 0. This is due to the dual constraint

∑
(d,s)∈Q′ λ

s
d = 1

and the nonnegativity of the considered dual variables. In fact,
this observation also means that MMFA will eventually stop.

Let us finally note that MMFA is an instance of a general
MMF algorithm for convex problems described in detail
in [54], [56].

D. DISCUSSION
Let us briefly return to three issues: the choice of AFT as
a traffic routing/protection mechanism, the choice of MMF
for measuring traffic protection performance, and the com-
putational complexity of our optimization model.

The reasons for choosing the AFT mechanism are as fol-
lows (see [57], [64]):

• The considered AFT mechanism controls the individual
path-flows f (d, p, 0), d ∈ D, p ∈ P(d, 0), at their
source nodes.

• The information required at the source node to adjust
a given flow f (d, p, 0) according to formula (18) in
any state s ∈ S consists merely of the degradation
coefficients β(e, s) of the links included in the path
p ∈ P(d, 0).

• This information can be sent back to the path’s orig-
inating node from the path’s transit nodes as soon as
the degradation coefficient of any of the path’s links has
changed (up or down).

• Because such backwards signalling can be made virtu-
ally instantaneous, the current path-flows are adjusted
on-line.
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• When one of the path’s links becomes totally unavail-
able, then the path’s originating node is immediately
informed about this by the originating node of the
unavailable link closest to the path’s originating node
and the flow is cancelled.

• Because the flows on the degraded paths are in general
thinner than the normal flows, formula (18) can be (rel-
atively) safely used in the degradation states that are not
taken into account in the optimization process.

In summary, once the affine coefficients z are optimized by
means of MMFA, the resulting AFT formulae can be used at
the path’s originating nodes for on-line flow adjustments in
any link degradation state. This property is hardly achievable
by any other mechanism.

The advantages of MMF, in turn, can be summarized like
this (see [54], [56]):

• The MMF vector t∗ found by MMFA has the following
property (see [56]): any of its elements t∗(d, s) cannot
be increased without decreasing some element t∗(d ′, s′)
that is less than t∗(d, s).

• Having this in mind, and taking the definition (21) of
the T (s) coefficients that express the importance of a
given state s ∈ S (i.e., w(s)), as well as its fraction
of available capacity (i.e., F(s)), the MMF vector t∗

maximizes the traffic throughput h(d, s)t∗(d, s) realized
for each demand-state pair (d, s) in a fair way.

In fact, instead of the pure max-min fairness measure applied
in MMFA, its variant, called max-total fairness (MTF) here,
could be considered. The difference is that in MTF, vector
t ′ = (

∑
d∈D(s) h(d, s), s ∈ S) is the subject of MMFA, and

not vector t = (t(d, s), d ∈D(s), s ∈ S). In effect, an optimal
vector t ′ will lexicographically maximize the total volumes
of traffic realized in the individual states, and not the traffic
volumes of individual demands in individual states. Although
this variant is computationally much faster than MMF (as
now MMFA requires at most S iterations), its use can result
in allowing no traffic at all for some demands in some states
to be realized.

Finally, let us consider the computational complexity of
the presented optimization model. The main observation
here is that among the three main optimization problems,
i.e., path list generation (17), link capacity adjustment (19)
and basic MMF problem (23), the second one is NP-hard
(see Section 4.3.1 in [50]) while the remaining two are poly-
nomial (as compact linear programming problems). Never-
theless, as illustrated at the end of Section V-D, in practice
solving (19) is rather fast and most of the time of the whole
numerical procedure is spent in MMFA because of a large
number of iterations required to achieve an optimal MMF
vector t∗.

V. NUMERICAL STUDY
In this section, we will illustrate an application of the pro-
posed approach for traffic protection, using an FSO net-
work instance created on the basis of realistic network

topology, traffic data, and weather state description. All the
reported calculations were executed on a PC-class computer
(Windows 10 64-bit, 16 GB RAM, Processor Intel Core
i7-10510U, four 2.3GHz logical processors) using CPLEX
12.6.3.0.

A. DESCRIPTION OF THE NETWORK INSTANCE
The considered network instance, depicted in Fig. 5, was first
presented in [45]. It consists of V = 12 nodes selected from
the Paris Metropolitan Area (PMA), interconnected by E =
21 undirected links representing sets of parallel bi-directed
(full-duplex) FSO links (in the figure, the number inside a link
specifies its index). The symmetric traffic matrix (specified
in Table 4) of the PMA network (PMAN)was prepared taking
into account realistic demographic data (see [45]).

FIGURE 5. Paris metropolitan area network.

TABLE 4. PMAN traffic matrix [Gbps].

The link availability state list S used in the numerical
experiments was prepared (using the hourly weather data
records for PMA available in the database accessible at
www.worldweatheronline.com) in the following way:

1) We consider the weather conditions observed dur-
ing a one year period, from January 1, 2016 until
December 31, 2016, where among all 8784 hourly
weather states, 804 states are identified as adverse
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(weather) states; the remaining 7980 are the normal
states, i.e., with no fog, rain or snow reported.

2) For each (‘foggy’, ‘rainy’ or ‘snowy’) state s, its link
availability coefficients α(e, s), e ∈ E, are calculated
(using the data in the corresponding weather records)
by means of our general methodology described in
Section III. The so obtained coefficients are rounded
to two meaningful digits and all α(e, s) less than the
assumed transmission quality threshold 0.25 are set
to 0.

3) Out of 804 adverse states, 187 states turn out to be con-
nected (i.e., the network graph remains connected after
deleting all links with α(e, s) = 0), while the remaining
617 states become disconnected (which means that in
these states the network graph is split into two or more
disjoint connected components). Moreover, out of 617
disconnected states, 68 states are fully disconnected
(α(e, s) = 0 for all e ∈ E). Hence, since it is not
possible to realize any traffic in such states, we delete
them and in effect consider only 617 − 68 = 549
disconnected states.

4) In effect, S = 206 representative link availability states
are identified and included in the final list of states S.
By definition, each such state s represents the subset
of N (s) adverse states with the same link availability
vector α(s), and hence the vectors α(s) for all states s
in S are mutually different. More precisely, in the so-
defined list S, there are S ′ = 101 states representing
the 187 connected foggy states, and S ′′ = 105 states
representing the 549 disconnected foggy states. Note
that

∑
s∈S N (s) = 736.

5) Next, we delete from S all states with N (s) = 1 (i.e.,
the states that appear only once a year).

6) In effect, S = 75 states remain on the constructed list
and they represent 605 hourly weather states. Out of
them, S ′ = 30 states are connected (they represent
116 hourly states), and S ′′ = 45 states are discon-
nected (they represent 489 hourly states). Note that now∑

s∈S N (s) = N = 605.
7) Finally, the resulting values of the w(s) parameters are

as follows: w(s) = N (s)
N , s ∈ S.

In the calculations of link availability coefficients per-
formed in the second step of the above procedure for state
list preparation, we used a simple ad-hoc approach for esti-
mating the visibility function V (z) (and, for that matter, also
for estimating the precipitation rates ϕ(z), ψ(z)), which is as
follows.

We consider the actual locations of all 168 M-points in
PMA depicted in Fig. 6 (the locations of the M-points are the
same as in Fig. 3), together with the actual positions of the
PMAN nodes and links. Note that the nodes are numbered
in the same way as in Table 4 but now they are placed in
their actual geographical locations; this is why the PMAN
configuration in Fig. 6 looks different than the schematic (but
nicer) configuration depicted in Fig. 5.

FIGURE 6. PMAN: M-points, nodes, links.

FIGURE 7. Analysis of link AB: actual visibility at the M-points in the
center of the intersected circles, November 2, 2016, 4:00 am.

Next, we find the minimum value of radius R, for which
each of the 21 PMAN links intersects at least 3 circles of
radius R with the center in one of the M-points. This value
turns out to be equal to 1.5 km and the resulting circles
are illustrated in Fig. 6. For the obtained configuration of
circles, for each link we identify the circles it intersects. Then,
to estimate the values of the parameter of interest (one of V ,
ϕ or ψ) at all points along a given link, we use the values
of this parameter measured only in the M-points placed in
the centers of the intersected circles. We note here that the
idea of using such circles for whether state characterization
can be found in Section 3.2 of paper [77], where the radius
of 500 m was considered for measurement points located in
urban areas. In our calculations, we allow for increasing this
value in order to get a reasonable number of measurements
(at least 3) for every link.

Let us illustrate the idea how this is done in the two follow-
ing examples that analyze visibility along the link between
node A (Paris1) and B (Saint-Denis) of length D = 10.26 km
marked in Fig. 6 (and, for that matter, also in Fig. 3). Its
translated/rotated version (obtained in the way explained in
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Section III-C) is shown in the lower part of Fig. 7, together
with the five circles it intersects (these circles are visible
in Fig. 6). In order to plot the visibility function V (z) anal-
ogous to that depicted (for the same link) in the upper part of
Fig. 4, we first project the centers of the considered circles
onto the z-axis; these projections are placed on the z-axis at
the following distances (expressed in [km]) from the origin:
z(1) = 3.90, z(2) = 4.57, z(3) = 6.10, z(4) = 8.92, z(5) =
10.50. Next, we assign the visibility value observed at the
centre of each circle (shown in the figure) to its projection
point. In effect, we get V (z(1)) = V (z(2)) = V (z(3)) =
V (z(4)) = 1,V (z(5)) = 3. Then, we notice that there are
two projection points, z(1) and z(2), that lie inside a segment
of the link that belongs to two circles (with the centers on
the opposite sides of the link). In general, to be on the safe
side, in this case we would delete the projection point with
larger visibility from further consideration, but since in our
particular case both projections are assigned the same visibil-
ity, we leave both projections for further use. (In fact, if the
two circles had their centers on the same side of the link,
we would delete the projection point whose distance to the
center of its circle is larger, and leave both projections when
their visibilities are equal.) After that, we set the visibility of
the end nodes of the link,V (0) toV (z(2)) andV (D) toV (z(5)),
i.e., to the visibilities assigned to the nearest projection points.

Finally, we define visibility function V (z) as the piece-wise
linear function with breakpoints at z(2), z(3), z(4). This func-
tion is plotted in the upper part of Fig. 7, together with
functions af (z) and Af (z) defined in Section III-C by formulas
(10) and (12), respectively. As the result we get the value
Af (D) = 98.7 dB, for which the link availability coefficient
α(Af (D)) is calculated by means of the formulas presented
in Section III-B. The consecutive calculation steps, based on
formulas (5)-(9), are as follows:

1) SNRn = 45− 2× 98.7 = −152.4 [dB]
2) SNR′n = 10

SNRn
10 = 5.754 · 10−16

3) BER = 1
2 erfc

(√SNR′n
8

)
=

1
2
erfc

(√
0.72 · 10−16

)
≈

0.5
4) α(98.7) = (1− BER)512 =

( 1
2

)512
≈ 0.

The visibility values at the five considered M-points (i.e.,
1, 1, 1, 1, 3) in Fig. 7 are the real values specified in the
weather records for November 2, 2016, 4:00 am. In the sec-
ond example, considered in Fig. 8, we alter these values
to 3.6, 4.2, 5.0, 4.7, 5.715 in order to obtain another, more
complicated, visibility function V (z) and the corresponding
functions af (z) and Af (z); these functions are shown in the
upper part of Fig. 8. In this case Af (D) = 14.72 dB and

1) SNRn = 45− 2× 14.72 = 15.56 [dB]
2) SNR′n = 10

SNRn
10 = 35.97

3) BER = 1
2 erfc

(√SNR′n
8

)
=

1
2
erfc

(√
4.5
)
= 1.355 ·

10−3

4) α(14.72) = (1− BER)512 = 0.99865512 = 0.5.

FIGURE 8. Analysis of link AB: modified visibility at the M-points in the
center of the intersected circles.

Observe that the value Af (D) = 14.72 dB lies in the
critical region of the arguments of the BER function shown
in Fig. 1 in Section III.A, i.e., in the region where the BER
value is very sensitive to attenuation.

In the considered PMA network, the demands are directed
since they model Internet traffic. Moreover, the links are bi-
directed (i.e., each link represents two oppositely directed
arcs of the same capacity) since they are composed of par-
allel full-duplex FSO transmission systems (i.e., each such
system realizes two oppositely directed transmissions of the
same data rate). On the other hand, the optimization problem
formulations in Section IV assume undirected links (note that
then the direction of demands is not important). This, how-
ever, is not an issue. As explained in [78], the network with
bi-directed links and directed but symmetric traffic matrix
can be transformed to an equivalent network with undirected
links and undirected demands. In such a network, each orig-
inal bi-directed link (of capacity c(e) in each direction) is
replaced by an undirected link of capacity c(e), and the orig-
inal directed symmetric traffic matrix is reduced to its upper
part, whose elements represent undirected traffic demands.
Then, any optimal solution of any of the optimization formu-
lations in Section IV applied to the transformed network is
optimal for the considered network configuration. To obtain
such a directed solution, the demands from the upper part
of the traffic matrix are made directed again and the path-
flows x0, xs, s ∈ S, are made directed accordingly. Then,
the reversed copies of the so defined path-flows are used to
realize the directed demands from the lower part of the traffic
matrix. Finally, the resulting directed link-flows are assigned
to the appropriate arcs of the bi-directed links in the original
network.

In the numerical experiments discussed below, we assume
that the capacity (in each direction) of one full-duplex FSO
system is 10 Gbps, and its cost is the same for all links and
equal to 1 (i.e., ξ (e) = 1, e ∈ E). Moreover, to be consistent
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FIGURE 9. F (s), w(s) and T (s) for all s ∈ S; 1 = 10%.

with the formulations of Section IV, for the purpose of opti-
mization we will re-scale the elements of the traffic matrix
by dividing them by 10. In this way, the unit of the demand
volume becomes equal to 10 Gbps, and the modularity of
links becomes equal to one such unit. In other words, now
c(e) (or C(e)) means that each link e is composed of c(e) (or
C(e)) parallel FSO transmission systems and its capacity is
actually equal to 10× c(e) (or 10× C(e)) Gbps.
Below, the (undirected) demands will be numbered accord-

ing to the lexicographical order of the elements in the upper
part of the traffic matrix, i.e., each index d (where 1 ≤
d ≤ D and D = 66) denotes, respectively, the node-pairs
{1, 2}, {1, 3}, . . . , {1, 12}, {2, 3}, {2, 4}, . . . , {11, 12}. Thus,
the demand vector h = (h(d), d = 1, 2, . . . , 66)
(specified by the upper triangle of Table 4) is equal to
(10, 9, . . . , 7, 9, 9, . . . , 6). Note that the total traffic volume
is equal to 42.9 units, i.e., to 429 Gbps.

B. PATHS AND LINK CAPACITIES PREPROCESSING
In the preprocessing phase of our approach, we first construct
the path lists P(d, 0),P(d, s), d ∈ D(s), s ∈ S. This is done
by means of formulation (17) solved by path generation, and
after that appropriately extended, by the two-step procedure
described in Section IV-B, for the normal state and all states
in S. The so obtained path lists consist of 1 to 11 paths each
(310 paths in total), and will from now on be used in all
optimization formulations.

Next, using path lists P(d, 0), d ∈ D, and the resulting
path lists R(e, d, 0), e∈E, d ∈D, we calculate the cheapest
link capacity vector sufficient to carry the traffic defined by
the vector h in the normal state. This is done by means of the
following MIP formulation.

Calculation of link capacities for the normal state

min
∑

e∈E
y0e (24a)

TABLE 5. Link capacity vectors.

∑
p∈P(d,0)

x0dp ≥ h(d), d ∈ D (24b)∑
d∈D

∑
p∈R(e,d,0)

x0dp ≤ y
0
e, e ∈ E (24c)

y0 ≥ 0 and integer; x0 ≥ 0. (24d)

In our traffic protection procedure, the so obtained optimal
link capacities y0e

∗
, e ∈ E, are denoted by c(e), e ∈ E, and

are assumed to be installed in the existing network. These
capacities, shown in the first row of Table 5, determine the
value of budget B =

∑
e∈E c(e) and the values of parameters

h(d, s) (see (20)) that are used for calculating the extended
link capacity vectors C for the increased budget values B+1
(for 1 = 0%, 10%, 20% of B) through solving formula-
tion (19). Note that since all ξ (e) are equal to 1, B is equal
to the number of FSO systems installed in the network, and
we can assume that the cost of link capacity adjustment is
equal to the number of extra FSO systems, i.e., to 1, which
are to be provided. This is because the cost of rearranging the
existing FSO systems (there are B of them) is negligible as it
only requires moving a number of transceivers, which can be
included in the network maintenance costs.

The resulting vectorsC are given in Table 5, where column
‘total’ shows the total number of modules installed on the
links.

Once the capacity vector (for a given 1) is established,
the state-dependent demand reduction parameters F(s), w(s),
and T (s) are calculated using formulas (20a)-(20c); note that
the values of parameter w(s) do not depend on the budget
value. The values of these parameters are shown in Fig. 9 for
the extra budget1 = 10%. In the figure, the states in S (there
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are 75 of them, from s = 1 to s = 75) are ordered according
to non-decreasing F(s). The peak at state s = 11 is observed
because this state occurs about 10 times more often than any
other state.

C. RESULTS OF THE MMF PROCEDURE
Now we proceed to the main part of the numerical study,
i.e., application of the MMF algorithm to the PMA network.
For that, we will need some new notation: i – the number of
iteration in MMFA (i = 1, 2, . . . , I ), I – the total number of
iterations executed by MMFA, and t∗(d, s; i) – the value of
t∗(d, s) assigned to the pair (d, s) ∈ Q as the result of iteration
no. i. The presented results concern the following measures
defined for s ∈ S and d ∈ D(s):

ĥ(d, s; i) = min{h(d, s)t∗(d, s; i), h(d)} (25a)

H (i) =

∑
s∈S N (s)

∑
d∈D(s) ĥ(d, s; i)∑

s∈S N (s)
∑

d∈D(s) h(d)
(25b)

D̂(s, ϕ) = {d ∈ D(s) :
ĥ(d, s; I )
h(d)

≥ ϕ}, ϕ ∈ [0%, 100%]

(25c)

Ĥ (s, ϕ) =
∑

d∈D̂(s,ϕ)
ĥ(d, s; I ) (25d)

Ĥ (s) = Ĥ (s, ϕ) =
∑

d∈D̂(s)
ĥ(d, s; I ). (25e)

The quantity ĥ(d, s; i) defined in (25a) measures the traffic
realized for a pair (d, s) ∈ Q calculated in iteration no. i
(the minimum is used because the realized traffic cannot be
greater than the nominal traffic h(d)). Note that ĥ(d, s; I ) is
the final value of the traffic realized for (d, s) when MMFA
stops. The value of H (i) defined in (25b) expresses the pro-
portion of traffic realized by the MMFA solution after itera-
tion no. i (for all weather states corresponding to the assumed
list S – that is why the weights N (s) are used) with respect
to the total traffic calculated for all demand-state pairs (d, s)
in Q. Next, equality (25c) defines the set D̂(s, ϕ) of those
demands d in D(s) for which the percentage of the traffic
volume ĥ(d, s; I ) in relation to the nominal traffic volume
h(d) is greater than or equal to ϕ percent. Finally, the quantity
Ĥ (s, ϕ) defined in (25d) gives the total traffic volume realized
for demands d ∈ D̂(s, ϕ), that is the total traffic volume
realized in state s ∈ S with the percentage ϕ or more (in
relation to the nominal traffic). Note that for the special case
of ϕ = 0%, quantity Ĥ (s) defined in (25e) specifies the total
traffic volume realized in state s.
Table 6 gives the execution details of MMFA, where the

consecutive columns express the total computation time (col-
umn ‘time [s]’), the total number I of iterations (column
‘#iter.’), and the final value H (I ) of the traffic realization
measure (column ‘H (I )’). Observe that the extra budget1 =
10% allows to increase the traffic realization by about 8% as
compared to the case 1 = 0% with no extra budget; adding
10% of B to the extra budget increases the traffic realization
by only 1.4%, reaching H (I ) = 0.831.
Fig. 10 illustrates how the measure H (i), for the three bud-

get values, 1 = 0%, 10%, 20%, increases in the consecutive

TABLE 6. Summary of MMFA.

FIGURE 10. Traffic realization measure H(i ) in consecutive iterations of
MMFA for the three extra budget values.

FIGURE 11. t∗ and |Q′′| in the consecutive iterations of MMFA (1 = 10%).

iterations i = 1, 2, . . . , I . Note that the increase, quite steep
in the initial 200 iterations, say, becomes rather flat from
iteration no. 600 on.

Next, Fig. 11 illustrates how MMFA increases the value of
t∗ and the size of Q′′ in consecutive iterations for 1 = 10%.
(Recall that MMFA stops when Q′′ = Q, i.e., when the
value of t∗(d, s) becomes fixed for all demand-state pairs.
In each iteration, the size of Q′′ increases by about 2.7 on
the average, and all |Q| = 3313 demand-state pairs are
finally moved to Q′′ in 1204 iterations. On the other hand,
the t∗ value increases very slowly except for the few (4-5)
final iterations where the increase becomes significant (note
the logarithmic scale of the t∗ axis). This is because of the
presence of several severe states in which only a few demands
can be realized. Note that for such states the state-dependent
demand reduction T (s) factor is small, so it compensates for
the large t∗ values on the left-hand side of constraint (23d).

In the following, additional results illustrating traffic real-
ization are discussed for three selected states: s = 68, s = 29,
s = 7, where the states are numbered as in Fig. 9. The param-
eters of the selected states, i.e., link availability coefficients
α(e, s), the number of demands that can be realized in state s
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TABLE 7. Parameters of the three selected states.

FIGURE 12. Traffic realized by each demand in the final MMFA solution
as compared to the nominal demand volume; state s = 68; 1 = 10%.

|D(s)|, together with the parameters F(s), w(s), and T (s) are
presented in Table 7.

In Figs. 12,13 and 14, the volume of the realized traffic
ĥ(d, s; I ) with respect to the nominal traffic volume h(d)
is compared for the states s = 68, s = 29, s = 7,
respectively, assuming the extra budget 1 = 10%. In state
s = 68, one link is unavailable while the others are fully
available and |D(s)| = 66. For this state, as shown in Fig. 12,
only 7 demands are not fully realized. The state s = 29 is
more severe: 8 links are fully available, 9 links are partially
available, 4 links are not available. In this state, the network
is split into two disjoint connected components, and hence
not all demands can be realized (|D(s)| = 55). As can be
seen in Fig. 13, for such demands we assume ĥ(d, s, I ) = 0
and h(d) = 0. Realization of the remaining demands varies
between 20% and 100%. The state s = 7 is even more severe:
2 links are fully available, 4 links are partially available,
15 links are not available. In this state, only |D(s)| = 10
demands can be realized (and 6 of them are fully realized).

The next three figures, i.e., Figs. 15, 16, 17, correspond
respectively to Figs. 12,13, 14, and illustrate the quantity
Ĥ (s, ϕ) defined in (25d). Recall that this quantity expresses
the total volume of the traffic realized in state s for those
demands whose percentage of realized traffic is equal to
at least ϕ percent, i.e., for those d ∈ D(s) for which
ĥ(d,s,I )
h(d,s) 100% ≥ ϕ. It can be seen that for the least severe of the
considered states, i.e., for s = 68 with only one link (entirely)
unavailable (see Table 7), 41 traffic units (recall that the traffic
unit is equal to 10 Gbps), i.e., almost the entire nominal traffic
volume (which is equal to 42.9 units), are realized in at least

FIGURE 13. Traffic realized by each demand in the final MMFA solution
as compared to the nominal demand volume; state s = 29; 1 = 10%.

FIGURE 14. Traffic realized by each demand in the final MMFA solution
as compared to the nominal demand volume; state s = 7; 1 = 10%.

20%, and only a slightly smaller volume is realized at the level
of at least 60%; moreover, as much as 39.3 units of traffic are
realized in 100%. For the second state, i.e., s = 29 with 13
affected (mostly partly) links, 11 out of (almost) 18 traffic
units are realized in 100%. Finally, although state s = 7 is
very severe (only 2 links entirely available while as many as
15 links are entirely unavailable), 4.5 out of 5 traffic units are
realized in 100%. This may look like a good score but, in fact,
it is not since in this state the network becomes disconnected
and only 10 demands can be realized, i.e., only 10 node pairs
are in the same components.
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FIGURE 15. Total traffic realized for the demands with at least ϕ percent
of carried traffic; state s = 68; 1 = 10%.

FIGURE 16. Total traffic realized for the demands with at least ϕ percent
of carried traffic; state s = 29; 1 = 10%.

FIGURE 17. Total traffic realized for the demands with at least ϕ percent
of carried traffic; state s = 7; 1 = 10%.

To have a more general insight into how the traffic real-
ization measure H (s) is related to the two basic state char-
acteristics let us examine Fig. 18, which illustrates, for the
consecutive states, the dependence on the proportion of the
total available link capacity F(s) (20b) and on the state
connectivity measured by the number of realizable demands
|D(s)|. (The states are ordered according to non-decreasing
F(s), like in Fig. 9.) The figure reveals that three groups of
states can be distinguished: s = 1 to s = 28, s = 29 to
s = 55, and s = 56 to s = 75 (these groups are described
in Table 8). For group S(3), F(s) is high (greater than 0.83)

FIGURE 18. F (s), H(s) and |D(s)|; 1 = 10%.

TABLE 8. Groups of states.

and the number of demands to be realized |D(s)| is 55 or 66,
and hence H (s) ranges from 0.7 to 1. Next, for group S(2),
|D(s)| is similar to that for S(3), while F(s) ranges from 0.56
to 0.83, so the value ofH (s) increases and is between 0.45 and
0.75. Finally, group S(1) consists of the most severe states,
for which F(s) is less than 0.55 and |D(s)| ≤ 30 so less than
half of the demands can be realized (for some of these states
only a few demands are realizable). At the same time, H (s) is
kept at a higher level than in the case of group S(2), because
the available link capacity serves less than 30 demands.

D. REMARKS
To conclude this section, let us consider some points that have
not yet been discussed. First of all, we would like to point
out that protecting network traffic from unfavorable weather
conditions is not an easy task. Besides a method for trans-
lating the current traffic conditions into the corresponding
link availability coefficients (see Section III), it requires a
pretty complicated mathematical model for optimizing the
link capacities and demand traffic flows for each element of
the assumed list of states S (characterized by the precalcu-
lated link availability coefficients) that represents all (foggy)
states observed in reality.

An important question here is what proportion of the
normal traffic volumes (specified by a given traffic matrix)
should be realized in a given state s ∈ S. Our choice is to
make this proportion equal to T (s) = N (s)

N F(s) (see (20a)),
where N (s) is the number of real (hourly) states that are
represented by s, N is the total number of the considered
hourly states, and F(s) is the fraction of the total link capacity
available in state s with respect to the total maximal link
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capacity. In this way we take into account the real duration
(N (s) hours) of state s, i.e., its importance when we calculate
the total volume of data transmitted in the network during N
hours, as well as the current capacity available in s.

Another issue is the max-min fairness principle considered
for traffic protection. In our case, we require that the traf-
fic vector (h(d)T (s)t∗(d, s), d ∈ D(s), s ∈ S) expressing
the traffic to be carried for each demand in each state (in
which the demand is realizable) should be lexicographically
maximal. This means that when this vector is ordered in a
non-decreasing manner then it is lexicographically maximal
among all feasible traffic vectors ordered in a non-decreasing
manner. (Note that in the final solution we assume that the
element corresponding to (d, s) in the considered vector is
equal to h(d) if T (s)t∗(d, s) > 1, but those rare cases do
not disrupt the idea of MMF.) This approach is more effec-
tive than a frequently used naive fairness approach where
the MMFA is executed only once, which is equivalent to
maximization of the minimum element of the traffic vector.
In fact, such a naive approachwould result in the traffic vector
(h(d)T (s)t1(d, s), d ∈ D(s), s ∈ S) where all t1(d, s) are
equal to t∗ obtained in the first execution of Step 1, which
realizes a substantially smaller amount of traffic than the
vector obtained from MMFA.

Another important observation is that for FSO-based
metropolitan area networks it would in general be very costly
to provide 100% traffic protection. For the considered PMAN
instance this issue is illustrated in Table 9 which shows that
even with additional budget (which is equal to the number
of extra FSO systems) equal to 500%, it is not possible
to achieve this goal (recall that the demands that become
disconnected are not supposed to be realized). This is because
in the states heavily affected by fog there appear links with
very low availability coefficients. This observation implies
that the links that suffer from fog to a large degree should be
realized, if possible, using fiber rather than employing FSO
systems [11], [46]. Another possibility to achieve a satisfac-
tory level of traffic throughput during fog is to use combined
FSO/RF links [7]. Because RF links are not as susceptible to
fog as FSO links (see [79]), their use, combined with flexible
routing (achievable due to the mesh network topology) can
substantially help in providing a good level of overall traffic
throughput, distributed fairly amongst individual demands.
Example proposals of hybrid FSO/RF network architectures
are presented in [34], [35].

Let us notice that even without the backup fiber/RF links,
the mesh topology of networks like PMAN can help to
improve the level of fairness in traffic throughput for indi-
vidual demands. This happens when in a given foggy state
there are areas with different fog density. Then, for example,
the FSO links in an area clear from fog can be used to transit
more traffic between the areas currently affected by fog at the
expense of decreasing the intra-area traffic.

Finally, let us mention that MMFA is computationally
efficient. The time spent in the consecutive parts of the whole
optimization procedure described above are as follows:

TABLE 9. Traffic level H(I) achieved with additional budget 1.

• path list generation (17): 15–20 s
• link capacity for the normal state (24): < 1 s
• link capacity adjustment (19): 10–15 s
• MMFA: 600–1100 s.

VI. CONCLUSION
In the paper we have proposed a comprehensive approach
for traffic protection in FSO networks exposed to adverse
weather conditions. The approach consists of two main ele-
ments. The first element is a methodology for calculating
the degradation ratios characterizing the extent to which the
effective bandwidth realized on the FSO links is decreased
when the weather is degraded, used for preparing realistic
lists of weather states and the corresponding link availability
coefficients. Such lists constitute basic input data, on top of
the data describing network topology, traffic matrix, exist-
ing equipment, etc., for an optimization procedure (which
is the second main element of the proposed approach) that
protects, in a fair way, the network traffic in the considered
states bymeans of the AFT (affine flow thinning)mechanism.
The optimization procedure is pretty advanced and takes
into account the FSO systems already provided and also a
budget for extra systems required for achieving reasonable
protection. An extensive numerical study performed for a
Paris Metropolitan Area network shows that the proposed
approach works well in terms of both traffic effectiveness
of the delivered solutions and of computation time. It also
shows that full network traffic protection in highly unfavor-
able weather conditions can be very costly. Hence, intentional
reduction of the assumed traffic throughput (with respect to
the nominal traffic matrix) in such conditions is reasonable,
especially when this is done in a max-min fair way.

As far as future work is concerned, one of the important
issues is to find an efficient, in terms of accuracy, method for
estimating the values of the weather parameters (i.e., visibil-
ity for fog, and precipitation rate for rain and snow) at arbi-
trary points within the network area using the values available
at the measurement points. Possible approaches for that are
for example general function approximation procedures men-
tioned at the beginning of Section III-C and ad-hoc heuristics
as the one described in Section V-A. Both approaches, how-
ever, have some intrinsic disadvantages: general estimation
methods may neglect the specific character of the functions
that characterize the weather conditions in a given area,
while the ad-hoc calculations can be unacceptably inaccurate.
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It seems that artificial intelligence approaches (like deep
learning) is a promising direction of research here.

Another interesting issue is to extend research (and take
this opportunity to refine optimization procedures) to the
specific types of the FSO systems available on the market.
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