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4AGH University of Science and Technology, Institute of Computer Science,
30-059 Kraków, Poland

5University of Social Sciences, Institute of Information Technologies,
9 Sienkiewicza Street, 90-113 Łódź, Poland
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Abstract

In the verification of identity, the aim is to increase effectiveness and reduce involve-
ment of verified users. A good compromise between these issues is ensured by dynamic
signature verification. The dynamic signature is represented by signals describing the
position of the stylus in time. They can be used to determine the velocity or accelera-
tion signal. Values of these signals can be analyzed, interpreted, selected, and compared.
In this paper, we propose an approach that: (a) uses an evolutionary algorithm to create
signature partitions in the time and velocity domains; (b) selects the most characteristic
partitions in terms of matching with reference signatures; and (c) works individually for
each user, eliminating the need of using skilled forgeries. The proposed approach was
tested using Biosecure DS2 database which is a part of the DeepSignDB, a database with
genuine dynamic signatures. Our simulations confirmed the correctness of the adopted
assumptions.
Keywords: identity verification, dynamic signature, hybrid partitions, partitions’ selec-
tion, evolutionary algorithm.
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1 Introduction

In the verification of identity, the aim is to in-
crease the effectiveness and reduce involvement of
verified users. A good compromise between these
issues is ensured by the dynamic signature verifi-
cation as the signature is a socially acceptable bio-
metric attribute and its acquisition does not require
the use of advanced devices. The typical devices
for the acquisition of dynamic signatures include a
graphics tablet, often used, for example, in banks.
In some applications, a device with a touch screen is
sufficient for the acquisition of signatures. The dy-
namic signature is represented by signals describing
the position of the stylus in time along the abscissa
and ordinate axes. This position is read discreetly
with a certain sampling frequency depending on the
technical capabilities of the used device. From the
stylus position signals, for example, velocity or ac-
celeration signals can be obtained, which are also
discrete signals. Some features that can be eas-
ily compared are sometimes determined from these
discrete signals [34, 35]. In the case of a static
signature, it is only its shape that is available. It
is a subject of geometric transformations and ad-
justments. Despite this, the shape of the signature
is easier to reproduce than its dynamics. On the
other hand, the discrete values of the signals de-
scribing the signature dynamics can be analyzed.
The purpose of such an analysis is, for example,
to select the most characteristic fragments. Then,
such fragments can be associated with the signature
shape fragments, and next interpreted, verified, and
compared. This usually results in the creation of
different signature descriptors. Descriptors aggre-
gate certain properties, have their own interpreta-
tion and are used in the practical use phase of the
method. The signature descriptors can be partitions
created in the domains of time, velocity, pressure,
etc. [31, 32]. In the designing and creating of dy-
namic signature descriptors, the aim is to ensure
that they are matched to the reference signatures of
the user and are possibly different from the descrip-
tors created for the signatures of other users.

It is worth emphasizing that the advantage of
biometric systems is the ability to analyze dynamic
signals individually for each user. There are sev-
eral reasons. First, the biometric system must
work properly even for a single user from the user
database. Second, it eliminates the need to use

skilled forgeries during the verification phase. This
is important because the quality of such forgeries
prepared by skilled forgers determines the effective-
ness of the verification. Third, the ability to analyze
dynamic signals individually for each user can re-
duce the problem of accuracy loss when verifying
machine-forged signatures, for example with CNC
devices. Such machine tools can reproduce the dy-
namics of a signature based on its shape. The con-
trol algorithms of these machine tools can take into
account the rules linking the signature shape with its
dynamics and can be extracted, for example, from
the available dynamic signature databases. More-
over, the possibility of an individual analysis of
each user’s signatures decomposes the problem into
sub-problems, which increases the scalability of the
method.

In this paper, we propose an approach that uses
the capabilities of an evolutionary algorithm to cre-
ate and select dynamic signature partitions. This is
a hybrid problem because it consists in determining
the boundaries between partitions and selecting a
subset of partitions to use them in the signature ver-
ification process. The problem is therefore a combi-
nation of two problems, i.e. a continuous one (cre-
ating a partition) and a combinatorial one (selecting
a partition). For this reason, the use of an evolution-
ary algorithm seems to be an interesting solution.
The evolutionary algorithms belong to the group of
population-based algorithms (Population-Based Al-
gorithms, PBAs [10, 11, 16, 19, 36, 38]). They are
widely used to solve problems in which the evalua-
tion function may be non-differentiable [18].

1.1 Related work

In the literature, various approaches to dynamic
signature processing are proposed. Some of them
are summarized in this section.

The purpose of dynamic signature verification
methods is most often the extraction of certain char-
acteristic features in order to increase the effec-
tiveness of verification. In [1] the authors pro-
posed an approach to the verification of dynamic
signatures in which the velocity signals are inter-
polated from the stylus displacement data, and the
frequency components of the signals are calculated
using a continuous wavelet transform. This allowed
them to focus in the verification process on domi-
nant frequencies as barcodes.

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl
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In [24] the authors proposed a dynamic signa-
ture verification system based on the so-called crit-
ical segments. They identify unchanging parts of
signatures independently for each user. The pro-
posed system distinguishes functions describing the
geometric arrangement of the signature, its behav-
ioral and physiological features. This approach also
uses the assessment of signatures in the context of
the possibility of their effective verification.

In [15] the authors proposed an approach based
on the use of one reference signature and a dedi-
cated calculation method called the curve similarity
model. This model is based on the analysis of geo-
metric similarity in order to eliminate differences in
sizes, positions and angles of rotation of the com-
pared signatures. The matching of the similarity
curves is performed in an evolutionary way and uses
extraction of local fitness functions.

In [4] the authors proposed to verify the dy-
namic signature with the use of a hybrid wavelet
transform and a hidden Markov model classifier.
The hybrid wavelet transform is generated using
the Kronecker product on the basis of two selected
orthogonal transforms. The following transform
methods were considered: Discrete Cosine trans-
form, Discrete Hartley transform, Discrete Walsh
transform, and Discrete Kekre transform.

In [13] the authors proposed to verify the dy-
namic signature in which the curvature and torsion
feature were used. They were associated with Haus-
dorff distance measure which is used in the verifi-
cation process. A set of curvature and torsion value
of the extreme point is computed from both x co-
ordinate and y coordinate, and a pressure feature so
that the dimension of the curve is reduced. In the
considered approach, the signature curve is created
independently for each user, and the distance be-
tween the test signatures and the signature template
is determined in an eight-dimensional space.

If authors take into account skilled forgeries or
signatures of other users, then they can take ad-
vantage of deep learning methods. In [17] the au-
thors proposed a stroke-based bidirectional RNN
architecture for the dynamic signature verification.
The main idea is to split the signature into multi-
ple patches using strokes. Concatenation of query
and reference signature pairs are used as input. The
proposed method uses two LSTM RNN networks
to extract different features. One extracts the fea-

tures of the strokes and the other extracts the global
features of the whole signatures.

In [29] the authors proposed writer-independent
on-line signature verification systems based on Re-
current Neural Networks (RNNs) with a Siamese
architecture whose goal is to learn a dissimilar-
ity metric from the pairs of signatures. The tests
include skilled forgeries and random signatures
treated as forgeries. This reduces the verification of
signatures to two-class classification and eliminates
the problem of designing one-class classifiers. Pa-
per [28] is a continuation of the research described
in [29]. It is a summary of solutions in the field of
the use of deep learning methods in the verification
of dynamic signatures.

1.2 Motivation

Partitioning of dynamic signatures is an effec-
tive way of identity verification. A single partition
is usually a subset of the signals describing the sig-
nature dynamics that correspond to the discretiza-
tion points. Partitioning can be done in different
ways: in the time domain [5], in the velocity do-
main [6], in the pen pressure domain [6], and their
combination [7], etc. In addition, partitions can be
interpreted differently, for example: as subsets of
distributed discretization points or occurring after
each other [6, 5, 7].

The basis of velocity partitioning in most meth-
ods is the arithmetic mean of the values of parti-
tioned signals. However, this approach may not be
beneficial for a certain class of signatures. This ap-
plies, for example, to a signature in which the signer
creates the final underline faster than in the case of
the main part of the signature. In this case, using
the arithmetic mean causes the loss of important in-
formation, which might lower the accuracy of the
verification. Therefore, in this paper, we use an evo-
lutionary algorithm to partition signals. It belongs
to a group of population-based algorithms that per-
form well in a variety of application areas [26, 37].
We assume that this algorithm will perform appro-
priate partitioning of the signature template, taking
into account the adopted evaluation function, and
then select the partitions most characteristic for the
signatures of the considered user.
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1.3 Contribution of the paper

In this paper, we propose a new approach to
identity verification based on the dynamic signature
partitioning. It uses an evolutionary algorithm to
create partition in time and velocity domains. The
goal of the evolutionary algorithm is also to select
the most characteristic partitions in terms of match-
ing to the reference signatures. These actions are
performed individually for each user, which elimi-
nates the need of using skilled forgeries. Therefore,
the evolutionary algorithm aims at solving a contin-
uous and discrete problem.

An interesting issue considered in this paper
is also the comparison of the non-evolutionary ap-
proach to dynamic signatures verification (proposed
by us earlier) with the evolutionary approach. In
this comparison, real dynamic signatures from the
Biosecure DS2 database were used (which is a part
of the DeepSignDB, see [12, 21, 22, 30]).

1.4 Structure of the paper

In Section 2 we describe the proposed approach
to the evolutionary selection of the dynamic signa-
tures partitioning. In Section 3 we present simu-
lation results. In Section 4 we summarize the most
important conclusions and plans for future research.

2 Description of the proposed ap-
proach

The approach proposed in this paper operates
in two phases: learning and action (testing). These
phases are described later in this section.

2.1 Training phase description

Learning is performed once for each user ac-
cording to the algorithm presented in Figure 1. The
remarks regarding this algorithm can be summa-
rized as follows:

– The algorithm performs the initial rejection of
Ndispre j (in %) discretization points related to
the highest and the lowest pen velocity. This
is performed in order to eliminate information
about accidental pen movements, which should
not have a significant impact on the verification
of signatures.

Table 1. The formulas used in the learning and
testing phases by the algorithms shown in

Figures 1-4.

No. Description and formula

1.
User index:

i

2.
Signature index:

j ∈ {1, ...,J}

3.
Pen trajectory:

a ∈ {x,y}

4.
Dynamic signal:

s ∈ {velocity, pressure, ...}

5.
Horizontal partition index:

p ∈ {1, ...,P}

6.
Vertical partition index:

r ∈ {1, ...,R}

7.

Discretization point index
in partition (p,r):

k ∈
{

1, ...,Kc{s,a}
i,p,r

}

8.
template of the signature:

tc{s,a}
i,p,r =

[
tc{s,a}

i,p,r,k=1, ..., tc
{s,a}
i,p,r,k=Kc{s,a}

i,p,r

]
,

where tc{s,a}
i, j,p,r,k =

1
J

J
∑
j=1

a{s}
i, j,p,r,k.

9.

Descriptor of the signature:

d{s,a}
i, j,p,r =

1
Kc{s,a}

i,p,r

Kc{s,a}
i,p,r

∑
k=1

∣∣∣a{s}
i, j,p,r,k − tc{s,a}

i,p,r,k

∣∣∣

10.

Weights of importance
of the partitions used in the classification:

w{s,a}
i,p,r = 1− σ̄{s,a}

i,p,r

max
p = 1,2, . . . ,P{s}

r = 1,2

{
σ̄{s,a}

i,p,r

}

11.

Parameters used to determine fuzzy
sets used in the classification process:

d max{s,a}
i,p,r = σi·

max
j=1,...,J





1
Kc{s,a}

i,p,r

Kc{s,a}
i,p,r

∑
k=1

∣∣∣a{s}
i, j,p,r,k − tc{s,a}

i,p,r,k

∣∣∣



– The algorithm works on the basis of the tem-
plate of model signatures. This template is one
of the reference signatures submitted by the user
before the learning phase. It is the reference
signature for which the Euclidean distance be-
tween its discretization points and discretization
points of other reference signatures is the small-
est. Thus, the template is not created by averag-
ing the corresponding discretization points from
the reference signatures - the use of averaging
discretization points may result in losing infor-
mation.
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Figure 1. Learning phase for a single user. The
operation of the HPBA is shown in Figure 3.

– The main step in the learning phase is to use a
population-based hybrid algorithm (Hybrid Pop-
ulation Based Algorithm, HPBA) to: (a) deter-
mine the boundaries between partitions in the
time and velocity domains and (b) find a subset
of partitions. The algorithm is hybrid in nature
because its task is to find a solution in the con-
tinuous and discrete domains. The details of the
use of the algorithm are described in Section 2.2.

– As a result of the HPBA operation, we obtain in-
formation on the performed partitioning which
is encoded in the best individual of the popula-
tion (see Section 2.2.1). On its basis, the param-
eters of the signature classifier should be spec-

ified. The formulas are analogous to those we
have described in detail in [33]. They are briefly
summarized in Table 1. The basic structure of
the classifier can be easily modified [2].

– The learning phase ends with storing in the
database the parameters individually set for the
user. They include used discretization points,
signature template normalization parameters, in-
formation determining the partitioning, informa-
tion indicating used partitions (see Figure 2),
and the classifier parameters.

Figure 2. The idea of using HPBA in the learning
phase for a single user.

2.2 Description of the use of the
population-based hybrid algorithm
(HPBA)

The use of the HPBA is an important stage in
the learning phase (see Figure 1). As an HPBA, you
can use an algorithm that can be created by combin-
ing two methods that look for a solution in a contin-
uous and discrete spaces. These methods affect the
individuals of the population according to the rule
shown in Figure 2. In the simulations we used a

Start

Use a hybrid PBA for: determination of
the boundaries between partitions in

the time and velocity domains
(DE algorithm) and selection of partitions'

subset (GA)

Stop

Rejection of (%) discretizationNdisprej
points related to the highest
and the lowest pen velocity

Creation of the template for discretization
points belonging to available
training signatures of the user

Normalization of the template
discretization points

Determining parameters of the signature
classi�er on the basis of the values encoded

in the best individual of the population:
boundaries of partitions and a subset of

selected partitions

Saving to the database information about:
used discretization points, normalization
parameters, partitioning, used partitions

and classi�er parameters

v

t

1
vdiv

2vdiv

2tdiv Nt-1tdiv

2,1part 2,2part 2,Ntpart

1,2part 1,Ntpart1,1part

hybrid
PBA

+

DE

GA

boundaries between partitions

binary activation keys of partitions

1tdiv

Nv-1vdiv

,2Nvpart ,Nv Ntpart,1Nvpart
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genetic algorithm (GA) [27] and a differential evo-
lution algorithm (DE) [23]. In this paper, we do
not describe the widely known rules of operation of
these algorithms, but focus on their use in the con-
sidered problem (see Figure 3 and Figure 2). The
remarks on the hybrid algorithm can be summarized
as follows:

Figure 3. Mode of operation of the HPBA used in
the learning phase for a single user.

– Its operation begins with a random initializa-
tion of the population. For each parameter of
each individual, its domain is taken into account.
The interpretation of the parameters encoded in
a single individual of the population is shown in
Figure 2, and a description is presented in Sec-
tion 2.2.1.

– Assessing a population consists in evaluating
each individual in the context of the partitioning
expectations. These expectations take into ac-
count, among others, similarity level of the user
reference signatures within the partitions defined
in the population individual in accordance with
Figure 2. The definition of evaluation function
is presented in Section 2.2.2.

– The HPBA stop condition check may take into
account the allowable number of steps, the per-
missible number of calls to the evaluation func-
tion, or the threshold value of the evaluation
function.

– The use of evolutionary and genetic operators
is typical for the component algorithms used in
the construction of the HPBA. The GA and DE
methods use mutation and crossover operators.
Their mode of operation is typical and will not
be considered in this paper.

– Returning the best solution consists in returning
the best individual of the population in terms of
the evaluation function. It encodes the method
of partitioning the dynamic signature of the con-
sidered user (see Section 2.2.1).

2.2.1 Encoding of individuals

Each individual of the population encodes one
possible solution of the considered problem - a pro-
posal for partitioning the template of the reference
signature of the user i. Each individual Xi,ch is a set
of two components:

Xi,ch = {Xdivi,ch,Xseli,ch} , (1)

where ch is an index of the individual in the pop-
ulation. Each component Xi,ch is processed by a
different component algorithm (see Figure 2). This
is due to the specificity of the used algorithms, one
of which seeks a solution in the continuous domain,
and the other in the discrete domain.

Component Xdivi,ch is processed by the DE al-
gorithm, which encodes boundaries between parti-
tions and has the following structure (see Figure 2):

Xdivi,ch =

{
tdiv1, tdiv2, . . . , tdivNt−1,
vdiv1,vdiv2, . . . ,vdivNv−1

}
, (2)

where tdivp is a boundary between partitions p and
p+ 1 in the time domain (p = 1,2, . . . ,Nt − 1; Nt
is the number of partitions in the time domain);
vdivr is a boundary between partitions r and r+1 in
the velocity domain (r = 1,2, . . . ,Nv−1; Nv is the
number of partitions in the velocity domain). For a
better readability of formula (2) and Figure 2 user
index i was omitted in the notation of the compo-
nents {vdivr, tdivp}.

Start

Random initialization of the population
taking into account the assumptions

of partitioning: number of partitions in
the time ( ) and velocity ( )Ntpart Nvpart

domains

Assessment of the population using
the adopted evaluation function

checking
the stop criterion

Using evolutionary operators to correct
the boundaries of partitions

Using genetic operators to correct
a subset of selected partitions

Returning the best individual
from the population

Stop
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genetic algorithm (GA) [27] and a differential evo-
lution algorithm (DE) [23]. In this paper, we do
not describe the widely known rules of operation of
these algorithms, but focus on their use in the con-
sidered problem (see Figure 3 and Figure 2). The
remarks on the hybrid algorithm can be summarized
as follows:

Figure 3. Mode of operation of the HPBA used in
the learning phase for a single user.

– Its operation begins with a random initializa-
tion of the population. For each parameter of
each individual, its domain is taken into account.
The interpretation of the parameters encoded in
a single individual of the population is shown in
Figure 2, and a description is presented in Sec-
tion 2.2.1.

– Assessing a population consists in evaluating
each individual in the context of the partitioning
expectations. These expectations take into ac-
count, among others, similarity level of the user
reference signatures within the partitions defined
in the population individual in accordance with
Figure 2. The definition of evaluation function
is presented in Section 2.2.2.

– The HPBA stop condition check may take into
account the allowable number of steps, the per-
missible number of calls to the evaluation func-
tion, or the threshold value of the evaluation
function.

– The use of evolutionary and genetic operators
is typical for the component algorithms used in
the construction of the HPBA. The GA and DE
methods use mutation and crossover operators.
Their mode of operation is typical and will not
be considered in this paper.

– Returning the best solution consists in returning
the best individual of the population in terms of
the evaluation function. It encodes the method
of partitioning the dynamic signature of the con-
sidered user (see Section 2.2.1).

2.2.1 Encoding of individuals

Each individual of the population encodes one
possible solution of the considered problem - a pro-
posal for partitioning the template of the reference
signature of the user i. Each individual Xi,ch is a set
of two components:

Xi,ch = {Xdivi,ch,Xseli,ch} , (1)

where ch is an index of the individual in the pop-
ulation. Each component Xi,ch is processed by a
different component algorithm (see Figure 2). This
is due to the specificity of the used algorithms, one
of which seeks a solution in the continuous domain,
and the other in the discrete domain.

Component Xdivi,ch is processed by the DE al-
gorithm, which encodes boundaries between parti-
tions and has the following structure (see Figure 2):

Xdivi,ch =

{
tdiv1, tdiv2, . . . , tdivNt−1,
vdiv1,vdiv2, . . . ,vdivNv−1

}
, (2)

where tdivp is a boundary between partitions p and
p+ 1 in the time domain (p = 1,2, . . . ,Nt − 1; Nt
is the number of partitions in the time domain);
vdivr is a boundary between partitions r and r+1 in
the velocity domain (r = 1,2, . . . ,Nv−1; Nv is the
number of partitions in the velocity domain). For a
better readability of formula (2) and Figure 2 user
index i was omitted in the notation of the compo-
nents {vdivr, tdivp}.
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Component Xseli,ch is processed by GA and it
encodes the information which partitions marked by
indices {p,r} (p= 1,2, . . . ,Nt i r = 1,2, . . . ,Nv) are
to be included in the verification of the signatures
of a user who claims to be the user i (test phase).
Component Xseli,chhas the following structure (see
Figure 2):

Xseli,ch=




part1,1, part1,2,. . ., part1,Nt ,
part2,1, part2,2,. . ., part2,Nt , . . .
partNv,1, partNv,2,. . ., partNv,Nt


 ,

(3)

where partr,p ∈ {0,1} is a parameter determining
whether the partition marked by indices {p,r} is to
be taken into account in the test phase. If partr,p =
1, then partition {p,r} is considered in the test
phase, otherwise it is not. For a better readability
of formula (3) and Figure 2 user index i was omit-
ted in the notation of components partr,p.

2.2.2 Individuals evaluation

Each individual (1) is evaluated in the proce-
dure presented in Figure 3. The following fitness
function is used for the evaluation:

FF(Xi,ch) =

=

J
∑

j=1, j ̸= j∗

Nt
∑

p=1

Nv
∑

r=1




∣∣S j∗,p,r −S j,p,r
∣∣ ·

·partp,r




(J−1)·
Nt
∑

p=1

Nv
∑

r=1
partp,r

,
(4)

where S j,p,r is a fragment of the reference signature
shape associated with partition {p,r} and reference
signature j ( j = 1,2, . . . ,J; J is the number of refer-
ence signatures created before the learning phase),
j∗ is the index of the reference signature treated as
the template of the reference signatures, S j∗,p,r is
the fragment of the reference signature shape asso-
ciated with partition {p,r}, and |·| is the Euclidean
distance.

Fragments
{

S j∗,p,r,S j,p,r
}

are subsets of the
corresponding discretization points allocated to par-
tition {p,r} on the basis of the information con-
tained in the assessed individual Xi,ch. These dis-
cretization points correspond to the signature shape
signals represented by the pen movement signals on
the ordinate and the abscissa, which we wrote about
in detail in our previous papers [6, 5, 7].

Function (4) can be interpreted as the average
match of the reference signatures template to the
template within the partition. The goal of the HPBA
is to minimize this function.

2.3 Description of the test phase

Figure 4. Verification of a single test signature of a
user claiming to be user i.

After the learning phase has been completed,
the method can be tested. Testing of signatures can
be performed repeatedly in accordance with the al-
gorithm presented in Figure 4. The remarks regard-
ing this algorithm can be summarized as follows:

Start

Rejection of (%) discretizationNdisprej
points selected in the learning phase

and related to the highest
and the lowest pen velocity

Loading from the database information
about used discretization points,

normalization parameters, partitioning,
used partitions and classi�er parameters

Normalization of the template
discretization points using loaded

normalization parameters

Determining the similarity of the test
signature to the reference signaures'

template of the user within the adopted
partitioning and for a subset of partitions

selected for the user

Veri�cation of the test signature using
a classi�er with parameters loaded from
the database which analyzes deviations
of the test signature from the template
within the adopted partitioning and
for the subset of partitions selected

individually for the user

Stop
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– In the first step, the algorithm reads from the
database individual parameters characterizing
the reference signatures of user i and the way of
their partitioning. Then, it is prepared to verify
the authenticity of the signatures of the user who
claims to be user i.

– The next two steps of the algorithm are: (a) re-
jection of discretization points corresponding to
those that were rejected in the learning phase;
(b) normalization of the remaining discretization
points. These steps are the same as in the learn-
ing phase.

– Verification of the test signature depends on its
similarity to the reference signature. It is deter-
mined independently for each of the partitions
set and selected in the learning phase. This leads
to the determination of descriptors, the number
of which corresponds to the number of partitions
(see Table 1, row 1).

– The test signature descriptors are put to the in-
puts of the fuzzy signature similarity evalua-
tion system. Its parameters are selected indi-
vidually for each user. They take into account
the stability of signing the reference signatures.
The method of determining these parameters is
shown in Table 1 (row 2) and described in our
previous papers [6, 7, 33].

3 Simulations

In the simulations the BioSecure DS2 database
(which is a part of the DeepSignDB, see [12, 21,
22, 30]) was used to test the algorithm for the veri-
fication of the dynamic signatures using HPBA pro-
posed in this paper. Details on the number of users
and signatures used in simulations are presented in
Table 2. In the learning phase, the reference signa-
tures were taken into account, while in the testing
phase, the test signatures and skilled forgeries were
used (they were not included in the learning phase).
The remarks on the simulations can be summarized
as follows:

– The parameters of the proposed approach are
given in Table 3. Parameters 1-8 are related to
HPBA, therefore their meaning will not be con-
sidered in this paper. Parameter 9 concerns the
learning and testing phases (see Figure 1 i 4).

– The simulations were performed in several vari-
ants described in Table 4. The BASC11 variant
does not perform partitioning and it is the base
variant. Variants AVCO31, AVCO13, AVCO33,
and AVCO55 relate to non-evolutionary deter-
mination of partition boundaries without select-
ing them. They are variants that can evaluate:
(a) the impact of partitioning in time and ve-
locity domain, and (b) the impact of increas-
ing the number of partitions on the accuracy of
signature verification. Variants DECO33 and
DECO55 are related to partitioning with evo-
lutionary partitions’ boundary selection, but do
not use partitions’ selection. They are variants
that allow to assess the influence of the evolu-
tionary selection of partitioning boundaries on
the accuracy of signature verification. Vari-
ants AVGA33 and AVGA55 are related to non-
evolutionary partitioning with genetic partition
selection. They are variants that allow to assess
the impact of partition selection on the accu-
racy of signature verification. Variants DEGA33
and DEGA55 implement evolutionary partition-
ing with genetic partition selection. Therefore,
they concern the full version of the algorithm
proposed in this paper.

– The results obtained in the simulations are pre-
sented in Table 5. They concern the variants
summarized in Table 4. They contain accuracies
expressed by typical errors used in biometrics:
FAR (False Acceptance Rate), FRR (False Re-
jection Rate), and average error value.

– The comparison of the best simulation results
with the results of other methods is presented in
Table 6. This table takes into account several
popular dynamic signature partitioning methods
and compares them with the best variant of the
partitioning method proposed in this paper.

The conclusions from the simulations can be
summarized as follows:

– Partitioning is an effective mechanism to sup-
port dynamic signature verification (see rows
BASC11 and the other ones, Table 6).

– Time and velocity domain partitioning works
better than time or velocity domain par-
titioning (see rows AVCO31/AVCO13 and
AVCO33/AVCO55, Table 6).
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– In the first step, the algorithm reads from the
database individual parameters characterizing
the reference signatures of user i and the way of
their partitioning. Then, it is prepared to verify
the authenticity of the signatures of the user who
claims to be user i.

– The next two steps of the algorithm are: (a) re-
jection of discretization points corresponding to
those that were rejected in the learning phase;
(b) normalization of the remaining discretization
points. These steps are the same as in the learn-
ing phase.

– Verification of the test signature depends on its
similarity to the reference signature. It is deter-
mined independently for each of the partitions
set and selected in the learning phase. This leads
to the determination of descriptors, the number
of which corresponds to the number of partitions
(see Table 1, row 1).

– The test signature descriptors are put to the in-
puts of the fuzzy signature similarity evalua-
tion system. Its parameters are selected indi-
vidually for each user. They take into account
the stability of signing the reference signatures.
The method of determining these parameters is
shown in Table 1 (row 2) and described in our
previous papers [6, 7, 33].

3 Simulations

In the simulations the BioSecure DS2 database
(which is a part of the DeepSignDB, see [12, 21,
22, 30]) was used to test the algorithm for the veri-
fication of the dynamic signatures using HPBA pro-
posed in this paper. Details on the number of users
and signatures used in simulations are presented in
Table 2. In the learning phase, the reference signa-
tures were taken into account, while in the testing
phase, the test signatures and skilled forgeries were
used (they were not included in the learning phase).
The remarks on the simulations can be summarized
as follows:

– The parameters of the proposed approach are
given in Table 3. Parameters 1-8 are related to
HPBA, therefore their meaning will not be con-
sidered in this paper. Parameter 9 concerns the
learning and testing phases (see Figure 1 i 4).

– The simulations were performed in several vari-
ants described in Table 4. The BASC11 variant
does not perform partitioning and it is the base
variant. Variants AVCO31, AVCO13, AVCO33,
and AVCO55 relate to non-evolutionary deter-
mination of partition boundaries without select-
ing them. They are variants that can evaluate:
(a) the impact of partitioning in time and ve-
locity domain, and (b) the impact of increas-
ing the number of partitions on the accuracy of
signature verification. Variants DECO33 and
DECO55 are related to partitioning with evo-
lutionary partitions’ boundary selection, but do
not use partitions’ selection. They are variants
that allow to assess the influence of the evolu-
tionary selection of partitioning boundaries on
the accuracy of signature verification. Vari-
ants AVGA33 and AVGA55 are related to non-
evolutionary partitioning with genetic partition
selection. They are variants that allow to assess
the impact of partition selection on the accu-
racy of signature verification. Variants DEGA33
and DEGA55 implement evolutionary partition-
ing with genetic partition selection. Therefore,
they concern the full version of the algorithm
proposed in this paper.

– The results obtained in the simulations are pre-
sented in Table 5. They concern the variants
summarized in Table 4. They contain accuracies
expressed by typical errors used in biometrics:
FAR (False Acceptance Rate), FRR (False Re-
jection Rate), and average error value.

– The comparison of the best simulation results
with the results of other methods is presented in
Table 6. This table takes into account several
popular dynamic signature partitioning methods
and compares them with the best variant of the
partitioning method proposed in this paper.

The conclusions from the simulations can be
summarized as follows:

– Partitioning is an effective mechanism to sup-
port dynamic signature verification (see rows
BASC11 and the other ones, Table 6).

– Time and velocity domain partitioning works
better than time or velocity domain par-
titioning (see rows AVCO31/AVCO13 and
AVCO33/AVCO55, Table 6).
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Table 2. The number of users and signatures from
BioSecure DS2 database used in the simulations.

No. Description and value
1. number of users: 140

2.
number of reference signatures

for the user: 4

3.
number of genuine test signatures

for the user: 15

4.
number of forged test signatures

(skilled forgeries) for the user: 15

Table 3. Parameters of the proposed approach to
the dynamic signature partitioning.

No. Description and value
1. mutation probability in GA: 0.02
2. crossover probability in GA: 0.80
3. parameter F [23] value in DE: 0.50
4. parameter CR [23] value in DE: 0.90
5. population size: 1000
6. selection method in GA and DE: roulette wheel
7. allowable number of steps: 1000
8. number of repetitions of each simulation: 50

9.
number of rejected discretization

points Ndispre j: 5%

Table 4. Considered variants of the simulations.

Nota-
tion

Nt Nv
Select-
ion of

Xdivi,ch

Select-
ion of

Xseli,ch

BASC11 1 1 -
= 1

(constant)

AVCO31 3 1 avg
= 1

(constant)

AVCO13 1 3 avg
= 1

(constant)

AVCO33 3 3 avg
= 1

(constant)

AVCO55 5 5 avg
= 1

(constant)

DECO33 3 3 DE
= 1

(constant)

DECO55 5 5 DE
= 1

(constant)
AVGA33 3 3 avg GA
AVGA55 5 5 avg GA
DEGA33 3 3 DE GA
DEGA55 5 5 DE GA

Table 5. Obtained simulation results averaged
within the performed repetitions. The best results

are shown in bold.

Variant
Average
FAR [%]

Average
FRR [%]

Average
error [%]

BASC11 6.88 7.64 7.26
AVCO31 2.59 5.69 4.14
AVCO13 3.02 4.02 3.52
AVCO33 3.56 3.24 3.40
AVCO55 7.18 5.38 6.28
DECO33 3.34 3.26 3.30
DECO55 6.76 5.36 6.06
AVGA33 3.50 3.26 3.38
AVGA55 7.10 5.22 6.16
DEGA33 2.92 3.04 2.98
DEGA55 6.82 5.22 6.02

Table 6. Comparison of the best (averaged)
simulation results with the results of other methods

using BioSecure DS2 database. The best results
are shown in bold.

Method
Average
FAR [%]

Average
FRR [%]

Average
error [%]

Methods presented
in [14]

- - 3.48-30.13

Method based
on TA-RNNs [30]

- - 3.00

DEGA33 2.92 3.04 2.98

– Increasing the number of partitions does not
necessarily increase the accuracy of the sig-
nature verification (see rows AVCO33 and
AVCO55, DECO33 and DECO55, AVGA33
and AVGA55, DEGA33 and DEGA55, Table 6).

– Evolutionary partition boundary selection and
genetic partition selection increases the accu-
racy of the dynamic signature verification (see
DEGAxx and AVGAxx / DECOxx / AVCOxx,
Table 6). This proves the validity of using HPBA
in the partitioning of signatures. DEGA33 was
the best variant in the simulations.

– A comparison of the DEGA33 variant with other
partitioning variants shows that it is a method
that works with a high and satisfactory accuracy.
It should be emphasized that the given accuracy
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of DEGA33 is the accuracy resulting from aver-
aging the simulation repetitions. This proves the
stability of the proposed method.

– Variants using GA only, DE only, or HPBA (GA
and DE) are more computationally complex than
the methods that do not use evolutionary parti-
tioning. This is due to the specificity of the op-
eration of PBAs and is a disadvantage of the ap-
proach. However, it is worth emphasizing that
the learning phase is carried out once, and its
course does not depend on the number of users
in the database. On the other hand, the advan-
tage of the proposed approach is a greater pre-
cision of signature processing, which results in
the stability of the method and a high accuracy.

4 Conclusions

In this paper, we propose a new method for the
dynamic signature verification. It uses partition-
ing performed with a hybrid population-based al-
gorithm. This algorithm finds the boundaries be-
tween partitions and selects partitions individually
for each user. The operation of this algorithm
has been tested and compared with other methods.
The simulations show that evolutionary dynamic
signature partitioning is more effective than non-
evolutionary partitioning. This may be due to the
evolutionary algorithm omitting the signature areas
related to accidental stylus movements, for exam-
ple, quick underlines. After comparing the accu-
racy of the proposed method with the accuracy of
other partitioning methods, it can be concluded that
it performs slightly better and more reproducibly.

Our future plans include developing a partition-
ing method supported by neural networks and deep
learning methods [3, 9, 20], the use of various ap-
proaches to the selection of the fuzzy system struc-
ture [2], the use of other population-based methods
in the implementation of partitioning [26], and for-
mulation of various criteria for assessing the con-
sidered problem (modeled on [25]).

Acknowledgment

The project financed under the program of
the Polish Minister of Science and Higher Edu-
cation under the name "Regional Initiative of Ex-

cellence" in the years 2019-2023 project number
020/RID/2018/19 the amount of financing PLN
12,000,000.

References
[1] O. Alpar, Signature barcodes for online verifica-

tion, Pattern Recognition, 124, 108426, 2022.

[2] Ł. Bartczuk, A. Przybył, K. Cpałka, A new ap-
proach to nonlinear modelling of dynamic sys-
tems based on fuzzy rules, International Journal
of Applied Mathematics and Computer Science
(AMCS), 26(3), 603-621, 2016.

[3] J. Bilski, B. Kowalczyk, A. Marchlewska,
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of DEGA33 is the accuracy resulting from aver-
aging the simulation repetitions. This proves the
stability of the proposed method.

– Variants using GA only, DE only, or HPBA (GA
and DE) are more computationally complex than
the methods that do not use evolutionary parti-
tioning. This is due to the specificity of the op-
eration of PBAs and is a disadvantage of the ap-
proach. However, it is worth emphasizing that
the learning phase is carried out once, and its
course does not depend on the number of users
in the database. On the other hand, the advan-
tage of the proposed approach is a greater pre-
cision of signature processing, which results in
the stability of the method and a high accuracy.

4 Conclusions

In this paper, we propose a new method for the
dynamic signature verification. It uses partition-
ing performed with a hybrid population-based al-
gorithm. This algorithm finds the boundaries be-
tween partitions and selects partitions individually
for each user. The operation of this algorithm
has been tested and compared with other methods.
The simulations show that evolutionary dynamic
signature partitioning is more effective than non-
evolutionary partitioning. This may be due to the
evolutionary algorithm omitting the signature areas
related to accidental stylus movements, for exam-
ple, quick underlines. After comparing the accu-
racy of the proposed method with the accuracy of
other partitioning methods, it can be concluded that
it performs slightly better and more reproducibly.

Our future plans include developing a partition-
ing method supported by neural networks and deep
learning methods [3, 9, 20], the use of various ap-
proaches to the selection of the fuzzy system struc-
ture [2], the use of other population-based methods
in the implementation of partitioning [26], and for-
mulation of various criteria for assessing the con-
sidered problem (modeled on [25]).
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