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ABSTRACT

There are special cases in the marine industry, where additional material tests, such as the fracture toughness test, must be performed. Additional fracture toughness tests, such as CTOD (Crack Tip Opening Displacement), are typically performed on three-point bend specimens. The dimension that defines all the specimen dimensions is the thickness of the material to be tested. It is recommended by classification societies (e.g. DNVGL) to test specimens that are twice as high as the material thickness. The width determines the length and, therefore, the weight of the specimen which, for a 100 mm plate is over 140 kg. Current ASTM E1820, BS7448-1 and ISO 12135 testing standards also allow for proportions other than those recommended. This results in a much smaller test piece. Reducing the specimen size allows the testing machine to achieve lower forces than a specimen with a width to thickness ratio of two. This paper presents the effect of changing the specimen geometry on CTOD test results. Research was performed for specimens with a height to thickness ratio of one and two. Abaqus software was used for numerical calculations. The numerical results were, at selected points, verified experimentally.
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INTRODUCTION

Contemporary research on modern ship and offshore structures and their production methods is carried out in many fields. One of the branches of study is the technology of joining ship’s plates by welding. The issues raised include the influence of non-typical welding processes on material properties [1]. A similar issue (related to post-welding processes), straightening is the effect of straightening processes on the corrosion resistance and mechanical properties of austenitic steels [2]. Another group of research is the study of phenomena, carried out on models. In this group of studies, we can find publications on the working mechanisms and failure of structures made of composites [3], behaviour of stiffened panels in ultimate load conditions [4] or the influence of corrosion factors on mechanical properties [5]. Moreover, the fracture toughness of structures is a frequent topic of research and this is the intent of this paper.

The basic criterion for the assessment of ductility of steel plates used for ship hulls is absorbed energy determined by impact using the Charpy test method. Depending on the steel category, the test is performed at different temperatures. Energy absorbed during impact is a quantitative parameter; a value higher than the criterion value indicates the suitability of the material batch for hull construction. The result does not give information about the nature of the fracture. The criterion, based on the Charpy method, is sufficient in the vast majority of cases. Thick plates, particularly plates thicker
than 50 mm, with higher yield points (equal or higher than 315 N/mm²) and high strength (yield point from 420 to 960 N/mm²) are an exception. In members of this thickness, the predominant mode of operation is the plane strain state. In addition, high stress levels are allowed, due to the high strength of steel. In such cases, the standard Charpy test, performed on standard size specimens (10 × 10 × 55 mm) may prove to be unreliable. For this reason, for materials used in safety-critical structures, additional tests are performed based on the principles of fracture mechanics. One such test, most often performed in shipbuilding and the offshore industry is the Crack Tip Opening Displacement Test (CTOD).

Fracture mechanics describes the ductility of a material, unlike the Charpy test, not only quantitatively but also qualitatively. Current testing standards specify three quantities that can be determined experimentally: \( K_I \) (stress intensity factor), CTOD and J-integral (a value describing the energy state in the crack front zone), which are used depending on the nature of the crack. CTOD is an appropriate quantity to describe cracks of a mixed brittle and ductile nature [6-8].

Current regulations for the construction of ship hulls [9] and offshore structures [10] require a CTOD test to be performed in accordance with ISO 12135 [11] and ISO 15653 [12]. The regulations do not specify the particular type of specimens to be tested. This is a marked change from previously issued regulations. The offshore regulations [13], issued in 2011 but currently up to date, explicitly impose three-point bend specimens with Bx2B proportions, where B is the material thickness (see Fig. 1). The test is performed according to British Standards [14]. A similar situation occurred in a more recent edition of DNV offshore rules [15]. The regulations directly imposed the type and geometry of the specimen: three-point bend with proportions Bx2B. The more recent edition of EEMUA 158 (Amendment 5), of 2005 [16] also imposed the type of specimen: three-point bend Bx2B (preferred) or BxB (subsidiary). All of the cited regulations provide a single criterion value for CTOD. This may suggests that the CTOD value is independent of the type of specimen and, therefore, can be treated as a material constant. It is a well-known fact that at least four major factors influence the resulting value characterizing fracture toughness. These are: strain rate, element thickness, element dimension, and slit length in relation to the rest of the material. All factors are a function of temperature and affect the final course of the brittle transition curve [7][17]. The referenced standards [11], [14], [18] impose limitations and require records to identify the referenced factor, so tests performed based on them are comparable.

![Fig. 1. Comparison of Bx2B (white) and BxB (grey) specimen size. Both types of specimen are suitable for plate thickness of 50 mm](image)

In addition to the smaller size, the specimen also requires a machine with a smaller load capacity. A comparison of the required forces for specimens BxB (W = B) and Bx2B (W = 2B), for 50 mm thick shipbuilding steel, with ultimate strength of 537 N/mm² is summarised in Table 2. The relative crack length \( a_0/W = 0.5 \) [-] was used for the calculations, where \( a_0 \) is the relative, averaged, initial crack length.

| Tab. 1. Comparison of BxB vs Bx2B specimen dimension and masses [11],[14],[18] |
|---------------------------------|------------|---------------------------------|
| Symbol, unit                   | Value for BxB specimen | Value for Bx2B specimen |
| Width B, mm                    | 50         | 50                              |
| Height W, mm                   | 50         | 100                             |
| Span S, mm                     | 200        | 400                             |
| Total length L, mm             | 230        | 460                             |
| Mass (steel for shipbuilding)  | 4.5        | 16.1                            |

Tab. 2. Comparison of requested force for BxB and Bx2B specimens

<table>
<thead>
<tr>
<th>Required force in acc. to BS [14], kN</th>
<th>BxB specimen type</th>
<th>Bx2B specimen type</th>
</tr>
</thead>
<tbody>
<tr>
<td>111.9</td>
<td>224.0</td>
<td></td>
</tr>
<tr>
<td>134.3</td>
<td>238.5</td>
<td></td>
</tr>
</tbody>
</table>

From the numerical data shown in Table 1 and Table 2, it is clear that the testing of sheet metal of the same thickness, carried out with BxB specimens will be easier than with Bx2B specimens. The purpose of the presented research, is to determine the effect of using a BxB specimen on the result obtained, in relation to a Bx2B specimen.

**RESEARCH METHODOLOGY**

The research work conducted consisted of stages. The first was to determine the mechanical properties of the tested material. Based on these, a numerical model of the material used for testing was created. The material model was implemented into a numerical three-point bending test. As a result, the force vs CMOD (Crack Mouth Opening Displacement) plots were obtained. From the obtained graph, the point value of CTOD was calculated. Eq. (1) (based on [11] and [14]) was used. Other standards, for example [18], have given other equations for calculating CTOD. There are also continuous attempts to improve the existing equations, e.g. [19-20]. Thus, it should be concluded that the quantity known as CTOD has undergone an evolution since its publication by Wells [21] in the early 1960s.
\[
\delta_0 = \left[ \frac{S}{W} \frac{F}{(2R_{po2})^{0.5}} \cdot g_1 \left( \frac{a_0}{W} \right) \right]^2 \cdot \frac{1-v^2}{2R_{po2}E} + \frac{0.4(W-a_0)}{0.6d_0+0.4W+z} \cdot V_p
\]

where: \( \delta_0 \) – CTOD, uncorrected for stable crack extension, mm; \( S \) – support span of the specimen, mm; \( W \) – specimen width, mm; \( F \) – force, N; \( B \) – specimen thickness (equal to plate thickness), mm; \( B_0 \) – specimen net thickness between side grooves (in this case \( B_0 = B \)), mm; \( g_1(a_0/W) \) – function concerning relative crack length, \([-\]]; \( v \) – Poisson’s ratio, \([-\] ]; \( R_{po2} \) – proof strength for 0.2% of plastic elongation, N/mm²; \( E \) – modulus of elasticity, N/mm²; \( a_0 \) – initial crack length, mm; \( V_p \) – plastic component of notch opening displacement, mm; \( z \) - the initial distance of the notch opening gauge measurement position from the notched edge of the specimen (in this case \( z = 0 \)), mm.

To validate the FEA (Finite Element Analysis) results, selected CMOD-force plots and calculated CTOD values were compared with experimental results. The effect of different relative crack length on CTOD was considered in the calculation plan. As the author’s experience shows, it is significant [22].

**OBJECT OF INVESTIGATION**

The test object is VL E36 hull steel (according to DNVGL PT.2 CH2 SEC.1:2016) with a nominal thickness of 50 mm. Table 3 gives the chemical composition of the tested steel, based on the material certificate.

**Tab. 3. Chemical composition of tested steel**

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Al</th>
<th>Nb</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.161</td>
<td>0.46</td>
<td>1.50</td>
<td>0.012</td>
<td>0.002</td>
<td>0.031</td>
<td>0.042</td>
</tr>
<tr>
<td>V</td>
<td>Ti</td>
<td>Ca</td>
<td>Cr</td>
<td>Ni</td>
<td>Mo</td>
<td>Ca</td>
</tr>
<tr>
<td>0.052</td>
<td>0.005</td>
<td>0.016</td>
<td>0.05</td>
<td>0.04</td>
<td>0.006</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Mechanical properties were determined by in-house testing on an upgraded ZD–40 Pu machine (force measurement accuracy ±1% of the measured value). Elongation was measured using an Epsilon 2543-050M-025M-ST extensometer with a 50 mm measuring base. The extensometer allowed measurement up to the point of specimen rupture, with an accuracy of ±0.001 mm. Specimens with a circular cross-section, 10 ± 0.1 mm in diameter, were used for the test. The specimen was tensioned with a strain rate \( \varepsilon = 0.0044 \) 1/s. A photograph of the specimen during the tensile test is shown in Fig. 2. The specified mechanical properties of the tested steel are summarised in Table 4. The properties were determined in accordance with the ISO standard [23].

**Tab. 4. Summary of mechanical properties**

<table>
<thead>
<tr>
<th>Proof strength, ( R_{p0.2}, ) N/mm²</th>
<th>Ultimate strength, ( R_m, ) N/mm²</th>
<th>Elongation, ( \delta, % )</th>
<th>Elastic modulus, ( E, ) N/mm²</th>
<th>Poisson’s ratio, ( \nu, ) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>398</td>
<td>537</td>
<td>29</td>
<td>2.15e5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Fig. 3 shows the stress-strain plot obtained from the test (nominal characteristic, blue line). The actual plastic characteristic, further used for the numerical model, is also shown in the figure, as a red line. Extrapolation beyond \( R_m \) was carried out based on Hollomon’s formula [24].

![Fig. 2. Specimen during tension test. Moment of necking can be observed](image1.png)

![Fig. 3. Stress strain curves: nominal (blue), utilized in FE model (red)](image2.png)
FINITE ELEMENT ANALYSIS

Numerical simulations were performed using Abaqus CAE 2019 software, using the explicit method. A validated elastic-plastic model of the material was used for the tests, following the procedure described in [25]. Due to the large deformations, the real characteristics (see Fig. 3), determined assuming a constant volume of the material during necking, were determined and applied to the numerical tests. The Huber-Misses-Hancke plastic strengthening model was adopted. The material model adopted included necking and a phenomenological model of material degradation based on a linear curve softening relationship as a function of strain increment. The model described by [26] was used. The case of ductile damage was considered and the model depended on 3 parameters: stress triaxiality (defined in Eq. (2)), plastic elongation and strain rate.

\[ \eta = \frac{-p}{q} \]  

where:
\( p, \text{N/mm}^2 \) – hydrostatic pressure in the material defined as (3):

\[ p = \frac{1}{3} (\sigma_1 + \sigma_2 + \sigma_3) \]  

\( q, \text{N/mm}^2 \) – equivalent stress defined as (4):

\[ q = \frac{1}{\sqrt{2}} \sqrt{(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2} \]  

\( \sigma_1, \sigma_2, \sigma_3 \) – principal stress, N/mm²

The model assumed that the onset of material degradation occurred at a value of \( \eta \geq 0.33 \) [-] and a plastic strain (failure strain) greater than 0.1605 [-]. These values were determined from the tensile test results and, similar to Bao and Wierzbicki [26], using the trial and error method. Since the CTOD test was quasistatic (performed at the same speed each time), the strain rate for which the \( \eta \) and failure strain values were given was set at the level from the tensile test. In the crack region, elements with a size of 0.5 mm were used, which is a compromise between the relatively fast computational run (10 - 15 h, depending on the model) and the agreeing force – CMOD curve with the laboratory results.

In order to reduce the computational model and time of computation, the planes of symmetry were used. The model was reduced to ¼, through appropriate boundary conditions. In the laboratory test, the load was transferred to the specimen through a 50 mm diameter bending mandrel. The former was modelled directly and the load was exerted by moving the bending mandrel along the Y axis. The roll supporting the model, which in reality has the possibility of rotation and movement, was reduced to half and supported through an elastic element with stiffness \( K = 4500 \text{ N/mm} \). The idea of the FE model is presented in Fig. 4.

The spring stiffness was selected based on the measurement of the actual roll displacement made during laboratory testing. A hard, frictionless contact was used between the elements [27]. FE models for BxB and Bx2B, with mesh refinement in the crack tip zone, are presented as Fig. 5 a) and 5 b).

The primary evaluable output of the FEA was the force – CMOD plots. The force was calculated as the sum of the nodal reactions in the Y direction (see Fig. 4). The reaction from the lower plane of the former was summed. The force reading location was exactly the same as in the laboratory tests (there is a force gauge under the mandrel), so the force from the FE model and the laboratory tests could be compared directly. CMOD was calculated as a displacement along the X axis. The displacement was read from a node in the symmetry axis of the specimen, on the top plane, at the edge of the notch. As with force, the location of the CMOD measurement coincided with the physical measurement in the laboratory.

EXPERIMENTAL VALIDATION OF FINITE ELEMENT ANALYSIS

Tests verifying the results obtained by FEM simulation were carried out on a digitally controlled 250 kN test stand (force measurement accuracy ±1%). Displacement load was
applied and the force value was the resultant. The CMOD was measured using an Epsilon 3541-010M-120M-LT extensometer with an 8-mm measurement base and a range of -2 mm to 12 mm. The accuracy of the extensometer, as determined by the calibration certificate, is ±0.5%. The specimen during the CTOD test, is shown in Fig. 6.

As mentioned above, an additional measurement to that performed according to the standards, was the offset of the support roll. HBM WA100 load cells were used with a resolution of 0.01 mm. All of the test parameters (including those from the controller of testing system) were recorded using the HBM QuantumX MX 840A Data Acquisition System, with Catman software. This provided a common time-base for all recorded parameters, which greatly facilitated further analysis of the laboratory test results.

RESULTS OF THE RESEARCH

The results are CTOD values for both types of specimens, taking into account the different relative crack lengths $a_0/W$. The basis of the calculation of CTOD values, following from Eq. (1) and the geometric values, are the maximum force and the plastic component of CMOD – $V_p$, mm. Both of these values were read from the force vs CMOD curves and then substituted into Eq. (1). The selected force vs CMOD curves obtained from FEA are shown in Fig. 7. Solid lines indicate curves for specimen type BxB, while dashed lines indicate Bx2B. It is clearly seen, as expected, that the specimens with larger cross-sections (and thus span) require significantly higher force. For BxB specimens with $a_0/W = 0.5$, the maximum force was 130.7 kN while, for Bx2B specimens with the same relative crack length it was 218.3 kN. Similarly, for relative crack length $a_0/W = 0.6$, specimen BxB required 56.6 kN, while specimen Bx2B required 87.8 kN. Thus, specimen Bx2B required 1.67 times more force compared to specimen BxB, in the first case, and 1.55 times in the second case.

Fig. 8 shows the comparison of force vs CMOD curves for numerical tests (dashed lines) and laboratory tests (solid lines). Laboratory tests were performed for specimens Bx2B and two relative gap lengths, $a_0/W = 0.5$ and $a_0/W = 0.6$.

Fig. 8 shows a good convergence of the force, run as a function of CMOD, especially for $a_0/W = 0.5$. For $a_0/W = 0.6$, the curves obtained by laboratory testing are above the curve obtained by numerical calculation. This is due to the peculiarities of conducting laboratory tests, particularly the fact that in laboratory tests it is not possible to control $a_0/W$ accurately before testing. The magnitude of $a_0$ is determined after the CTOD testing is finished. The laboratory-determined curves presented are for $a_0/W$ of around 0.59 to 0.60, which explains the fact that they lie above the numerically obtained curve in the graph.
Fig. 9 shows the calculated CTOD values for samples Bx2B (blue asterisk) and Bx2B (red caro) as a function of $a_0/W$. The results of laboratory tests (black stars) are also marked in the figure. Calculations were performed for the $a_0/W$ range from 0.45 to 0.70 [-]. The adopted range is dictated by the limitations arising from the ISO standard, Eq. (1) is valid for such a $a_0/W$ range.

**SUMMARY**

The presented results clearly show the significant effect of specimen cross-section geometry on CTOD. The yields obtained on Bx2B type specimens are clearly lower than for Bx2B type specimens. Thus, regulatory bodies, such as classification societies, should set different criterion values depending on the specimen type used.

A significant effect of relative crack length $a_0/W$ on CTOD value was observed for both of the cases studied. In both cases, it is linear. For Bx2B specimens it is significantly smaller than for specimens with a Bx2B cross-sectional ratio.

It follows from the above that, for elastic-plastic fracture mechanics, the CTOD results obtained cannot be treated as material constants - their values depend on the type of specimen used, how it is loaded and the relative crack length. In case of ductile fracture (current one), there is also the phenomenon of the crack length increase during the test. Since an increase in crack length decreases CTOD, the values that take stable tearing into account will be lower than the uncorrected values as presented in this paper. The adopted numerical model should be developed in the future and allow the gap growth to be measured during the numerical simulation. The developed model will require additional validation tests performed in the laboratory.
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