
The study summarizes recent advances in low-cost multi-objective design of 

microwave and antenna structures. The investigated techniques exceed capabilities of 

conventional design approaches involving direct evaluation of physics-based models for 
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Structured Abstract 

Purpose 

Strategies and algorithms for expedited design optimization of microwave and 

antenna structures in multi-objective setup are investigated. 

Design/methodology/approach 

Formulation of the multi-objective design problem oriented towards execution of 

the population-based metaheuristic algorithm within the segmented search space is 

investigated. Described algorithmic framework exploit variable fidelity modeling, 

physics- and approximation-based representation of the structure, as well as model 

correction techniques. The considered approach is suitable for handling various problems 

pertinent to design of microwave and antenna structures. Numerical case studies 

are provided demonstrating feasibility of the segmentation-based framework for 

design of real-world structures in setups with two and three objectives. 

Findings 

Formulation of appropriate design problem enables identification of the search 

space region containing Pareto front which can be further divided into a set of 

compartments characterized by small combined volume. Approximation model of each 

segment can be constructed using a small number of training samples and then optimized, 

at a negligible computational cost, using population-based metaheuristics. Introduction of 

segmentation mechanism to multi-objective design framework is important to facilitate 

low cost optimization of many-parameter structures represented by numerically 

expensive computational models. Further reduction of the design cost can be achieved by 

enforcing equal-volumes of the search space segments. 

Research limitations/implications 

https://doi.org/10.1108/EC-01-2019-0004


determination of trade-offs between the design objectives, particularly in terms of 

reliability and reduction of the computational cost. Studies on scalability of segmentation 

mechanism indicate that computational benefits of the approach decrease with the 

number of search space segments. 

Originality/value 

The proposed design framework proved useful for rapid multi-objective design of 

microwave and antenna structures characterized by complex and multi-parameter 

topologies, which is extremely challenging when using conventional methods driven by 

population-based metaheuristics algorithms. To our knowledge, this is the first work that 

summarizes segmentation-based approaches to multi-objective optimization of 

microwave and antenna components. 

Abstract 

The paper addresses fast multi-objective optimization of computationally-

expensive simulation models of microwave and antenna structures. In order to reduce the 

cost of the design process, a surrogate-assisted approach is adopted along with utilization 

of variable-fidelity simulation models. The initial Pareto set is obtained by optimizing an 

auxiliary kriging surrogate using a multi-objective evolutionary algorithm. The final 

Pareto set is then generated through a refinement procedure that involves response 

correction. In the above algorithm, acquisition of the training data for surrogate model 

construction is one of the main contributors to the overall optimization cost. Here, it is 

limited by introducing design space segmentation in which a relevant part of the search 

space is identified by means of single-objective optimization runs and subsequently 

covered by a set of adjacent compartments with individual surrogate models established 

within them. Segmentation permits significant reduction of the number of training points 

necessary to build a reliable surrogate and, consequently, the overall optimization cost. The 

presented technique is demonstrated using several real-world structures and compared to a 

state-of-the-art method that does not rely on domain segmentation. Thorough the work, the 

analysis of the algorithm performance, as well as its extension for more than two objectives 

are also discussed. Numerical results are supported by experimental validation of the 

selected designs. 
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1. Introduction

Practical design optimization of contemporary microwave and antenna structures 

is a challenging process. Due to reliability requirements, it heavily relies on full-wave 

electromagnetic (EM) simulation models that may be computationally expensive [1], [2]. 

If certain environmental interactions need to be accounted for (e.g., the presence of 

connectors [3], housing [4], installation fixtures [5]), the simulation time can be as long 

as several minutes but even a few hours for electrically large devices [6], [7]. 

Furthermore, optimum designs can only be obtained by simultaneous adjustment of all 

relevant geometry and/or material parameters and the typical number of such parameters 

for individual components is between ten and twenty [8], [9], but it may easily become a 

few dozen or more for, e.g., diversity antennas or complex couplers [10], [11]. 

Consequently, numerical optimization of structures EM models is a very time consuming 

process, often prohibitive. There has been considerable research effort towards alleviating 

these difficulties, in particular, reducing the cost of EM-driven design processes. The 

methods reported in the literature involve utilization of adjoint sensitivities [12]-[15], as 

well as data-driven [16]-[19] and physics-based [20]-[23] surrogate models. In addition to 

generic techniques, the algorithms tailored to particular classes of structures, e.g., multi-

band [10], [24], broadband, [3], [25], or compact [2], [4] have been proposed. 

Design of modern structures requires handling of several performance parameters 

(e.g., impedance bandwidth [6], isolation [26], coupling [11], gain [27], efficiency [25], 

radiation pattern [28], axial ratio [9], pattern stability [29], pulse fidelity [29], etc.), as 

well as physical dimensions [1]-[15]. Maintaining small size is particularly important for 

space limited applications such as wireless communication [26], wearable [30], or 
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Internet of Things devices [31]. Various design goals are usually conflicting so that 

improvement over one of them normally leads to degradation of the remaining ones [9], 

[32]. A representative problem includes design of compact antennas, where, for a given 

topology of the structure, size reduction typically leads to degradation of reflection and 

gain responses [33]. Another example is the design of miniaturized coupler where 

miniaturization is achieved at a cost of narrower bandwidth [35], [36]. Thus, any realistic 

design is a compromise between the considered requirements. The knowledge about the 

best possible trade-offs (also referred to as a Pareto front [37]) is invaluable for the 

designer as it allows to facilitate the decision making process in the context of selecting 

the most appropriate structure for a particular application [38], but also identifying the 

optimum parameter values for given performance specifications [39]. This sort of 

information can be determined by means of multi-objective optimization [37], [38]. 

There are various techniques available for carrying out multi-objective 

optimization. The simplest approaches are based on aggregating design goals into scalar 

objective functions (weighted sum methods [37]) or by imposing (hard or soft) thresholds 

on certain objectives (e.g., goal attainment [40]). This permits utilization of conventional 

optimization techniques but only allows for finding a single Pareto-optimal design in one 

algorithm run [37]. By far, the most popular multi-objective optimization approaches are 

population-based metaheuristics, including genetic algorithms (GAs) [38], [41], particle 

swarm optimizers (PSO) [1], [42] differential evolution (DE) [6], [43], or firefly 

algorithm [44], [45], etc. Because of processing sets of candidate solutions and 

implementing special mechanisms such as Pareto-ranking-based selection [37] or fitness 

sharing [46], metaheuristics are capable of identifying the entire representations of the 
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Pareto set in a single algorithm run [40]. However, computational complexity of these 

algorithms is high. Typical costs range from a few thousands to tens of thousands of 

objective function evaluations [1], [27] (specific numbers are very much problem 

dependent). Clearly, there are cases where this is not an issue, e.g., optimization of 

analytical array factor models for antenna arrays [42], [47], or circuit-model-based 

structures [48], [49]. However, for vast majority of contemporary structures, full-wave 

EM analysis is required for accurate evaluation. This is when the running cost of 

population-based metaheuristics becomes prohibitive [1], [6]. 

Computationally feasible multi-objective optimization of EM simulation models 

of microwave/antenna structures can be realized by utilization of surrogate modeling 

techniques [6]. A rudimentary approach is to construct an auxiliary data-driven surrogate 

(using, e.g., kriging interpolation [50]) and execute a metaheuristic algorithm to generate 

the Pareto front [38]. Such straightforward approaches are only feasible in case of low-

dimensional parameter spaces and for relatively narrow parameter ranges [51]. This is 

due to curse of dimensionality which makes the training data acquisition for surrogate 

model construction a serious bottleneck of the entire optimization process [19]. A 

surrogate-based optimization framework proposed in [38] also exploits kriging 

interpolation surrogates but constructed at the level of coarse-discretization EM 

simulation model. Furthermore, it relies on a space-mapping-based refinement procedure 

[21] to elevate the initial Pareto set to the high-fidelity EM model level (thus, to produce

the final Pareto set). The method of [38] alleviates to some extent the difficulties related 

to high cost of training data acquisition. In [52], further steps have been made by 

restricting the region of the design space (without formally reducing the space 
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dimensionality) by considering extreme Pareto-optimal designs obtained by optimizing 

individual objectives (one at a time). More involved design space reduction methods have 

been proposed in [33] and [53], based on exploring Pareto front geometry. As a result, 

relatively high-dimensional cases of 20 parameters and beyond were successfully handled 

[33]. 

In [54], a design space segmentation approach has been introduced which allows 

for further and significant reduction of the computational cost of multi-objective antenna 

optimization compared to [52]. According to this methodology, the region of design 

space that contains the Pareto front is covered with several intervals spanned by the 

Pareto-optimal designs found through constrained single-objective optimization runs. The 

intervals still cover majority of the front yet their total volume is dramatically smaller 

than that of the original design space and so is the number of training samples necessary 

for surrogate model construction. This leads to computational benefits in terms of 

reducing the overall optimization cost which became more pronounced for search spaces 

with increased dimensionality.  

In this paper, we review the segmentation concept and illustrate it through 

optimization of several microwave and antenna structures of various complexities. 

Furthermore, we investigate scalability of the method, in particular, the benefits of 

increasing the number of design space intervals (segments) from the point of view of 

reducing the size of the training data set for surrogate construction but also the additional 

cost of generating the intermediate points. We also propose modification of the procedure 

for obtaining auxiliary points which allows for generating equal-size compartments. 

Finally, application of the segmentation approach to optimization in tri-objective setup is 
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discussed. Segmentation-based design framework is comprehensively benchmarked 

against state-of-the art method for low-cost multi-objective optimization driven by 

population-based metaheuristic algorithm and numerical results obtained for selected 

cases are validated experimentally.  

 

2. Surrogate-Assisted Multi-Objective Optimization with Variable-Fidelity Models 

The purpose of this section is to briefly recall the surrogate-assisted optimization 

methodology of [52], which is a foundation of the design framework based on the space 

segmentation concept discussed in detail in Section 3. Here, we outline the basic 

components of the approach, including an initial design space reduction, surrogate model 

construction, identification of the initial Pareto set, as well as its refinement. 

 

2.1. Formulation of Multi-Objective Design Task 

We denote by Rf(x) a response of an accurate model of the structure under design. 

In practice, Rf(x) is obtained from high-fidelity EM simulations, whereas responses 

typically include electrical- (e.g., reflection coefficient, isolation, coupling), or field-

related (e.g., gain, efficiency, radiation pattern) performance, but also structure geometry 

(e.g., lateral size, footprint, volume). A vector x represents designable parameters, i.e., 

geometry dimensions of the structure at hand.  

Let Fk(x), k = 1, …, Nobj, represent design objectives. In case of antennas, typical 

objectives would be to minimize the antenna reflection over a certain frequency band of 

interest [52], reduce a gain variation over a frequency band (in case of wideband antennas 

[55]), increase efficiency [25], minimize the antenna size [26], improve axial ratio (in 

case of circular polarization antennas [9]), etc. For microwave circuits, the objectives 
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might include minimization of reflection [51], isolation [11], or coupling error for a 

specific frequency [34], maximization of bandwidth [11], minimization of the phase shift 

difference [36], etc. In practice, all performance specifications are formulated in such a 

way that the objectives Fk are to be minimized [6]. 

Assuming that Nobj > 1, any two designs x
(1)

 and x
(2)

 for which Fk(x
(1)

) < Fk(x
(2)

)

and Fl(x
(2)

) < Fl(x
(1)

) for at least one pair k  l, are not commensurable which means that

none is better than the other in the multi-objective sense [38], [52]. It is customary to use 

a Pareto dominance relation  [37] saying that for the two designs x and y, we have x  y 

(x dominates y) if Fk(x) < Fk(y) for all k = 1, …, Nobj. The multi-objective optimization 

task is to identify a representation of a Pareto front (or a Pareto-optimal set) XP of the 

design space X, such that for any x  XP, there is no y  X for which y  x [37]. It should

be noted that the methodology considered in this work is based on the assumption that the 

Pareto front is continuous and its shape is non-eccentric (e.g., significantly curved). 

Although this is not true in general, the assumption holds for a large body of design 

problems in microwave/antenna engineering (including the ones considered here) [6], 

[33], [49], [51]. 

2.2. Variable-Fidelity Electromagnetic Models 

Direct multi-objective optimization of the high-fidelity electromagnetic model Rf 

of the structure at hand is impractical as elaborated on in the introduction. As explained 

in [38], it is advantageous to utilize an auxiliary low-fidelity model Rc, which, can be 

obtained from circuit model simulations or coarse-mesh EM analysis. The latter involves 

reduction of discretization density of the structure at hand but also by introducing other 
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simplifications (e.g., neglecting losses, assuming perfect metal conductors [6], etc.). In 

practice, Rc can be made 10 to 50 times faster than Rf, however, at the expense of some 

accuracy degradation [6]. Figure 1 shows a few examples of real-world structures and 

typical relationships between low- and high-fidelity model responses.  

Despite the aforementioned speedup, direct multi-objective optimization is 

usually too expensive even at the Rc level. The methodology of [38] exploits data-driven 

surrogates (specifically, kriging interpolation models [50] denoted as Rs) as the main 

tools to yield the initial approximation of the Pareto set.  

 

2.3. Extreme Pareto-Optimal Designs. Initial Design Space Reduction 

For majority of microwave and antenna structures, Pareto fronts exhibit simple 

geometries. This makes it possible to considerably reduce the search space by identifying 

the extreme Pareto optimal designs xc
*(k)

, k = 1, …, Nobj, obtained by solving single-

objective problems of the form [38] 

 *( ) arg min ( )
 


l x u

x R x
k

c k cF                                                    (1) 

The lower and upper bounds of the reduced space are then defined as [52] 

*( )* *(1)min{ ,..., }objN

c cl x x                                                     (2) 

and 

*( )* *(1)max{ ,..., }objN

c cu x x                                                    (3) 

If the misalignment between the low- and high-fidelity model is considerable, the 

reduced bounds may also need to take into account extreme Pareto-optimal designs 

obtained for the high-fidelity model [52].  
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The importance of the space reduction is to make construction of the data-driven 

model computationally feasible, particularly for higher-dimensional design spaces. It 

should be noted that upon reduction, the resulting fraction of the search space normally 

contains the entire Pareto front or its vast majority [6].  
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Fig. 1. Examples of antenna and microwave structures and low- (·····) and high-fidelity (—) model 

responses: (a) ultra-wideband monopole antenna [6] and its reflection responses, (b) miniaturized triple-

band dipole antenna [56] and its reflection responses, (c) compact rat-race coupler [57]. For (a) and (b), 

both low- and high-fidelity models are EM simulations; for (c) the low-fidelity model is in the form of a 

circuit representation.  
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2.4. Generating Initial Pareto Set. Design Refinement 

The initial approximation of the Pareto set is obtained by multi-objective 

optimization of the kriging surrogate model. Here, this is realized using a standard 

floating-point multi-objective evolutionary algorithm (MOEA) with fitness sharing, 

elitism mechanism, Pareto-dominance tournament selection, and mating restrictions [37]. 

For the sake of brevity only a short description of the algorithm is considered here. More 

detailed description can be found in [37], [40]. The considered MOEA is initialized using a 

set of designs that are evenly distributed between the extreme Pareto designs obtained 

using the method of Section 2.3. Upon evaluation, each design from the population is 

assessed based on the Pareto-dominance relation, whereas the fitness sharing mechanism is 

applied to prevent clustering of solutions. Selection of designs for the next iteration is based 

on the Pareto-ranking-based tournament selection mechanism [58]. Selection of parent 

individuals for crossover operation involved mating restrictions incorporated to ensure that 

the parents are sufficiently close to each other, which prevents the offspring to be ―thrown 

away‖ from the Pareto front. The acceptable range for mating is automatically adjusted 

between iterations. The probabilities of mutation (implemented as random alteration of 

randomly selected variables of the individual with non-linear probability distribution) and 

arithmetic crossover are set to 0.2 and 0.5, respectively. Preservation of the best solutions is 

ensured using archiving and the batch-mode elitism mechanism [58].  

Because the initial Pareto set is obtained through optimization of the data-driven 

model, it needs to be refined in order to obtain the high-fidelity-model-based Pareto 

designs. Let xs
(k)

, k = 1, …, K, be the selected elements of the Pareto front found by the 
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MOEA. The refinement stage exploits the output space mapping (OSM) [21] process of 

the following form: 

 
( )

2 2

( )

( ) ( ) ( )

1

( ) ( )

( ) ( )

arg min ( ) [ ( ) ( )]
k

f

k
N fŃ objobj

k k k

f s f f s f

F F

F F

F





  
x

x x

x x

x R x R x R x (4) 

The problem (4) involves minimization of F1 and it is constrained so as not to 

increase the remaining objectives as compared to xs
(k)

. The term Rf(xf
(k)

) – Rs(xf
(k)

) is

introduced to make the corrected surrogate coincide with the high-fidelity model at the 

starting point (i.e., xs
(k)

 =
 
xs

(k)
). In practice, two or three iterations of (4) are sufficient to

find a refined high-fidelity model design xf
(k)

. A discrete set of high-fidelity designs is the

final outcome of the optimization process. An alternative design refinement procedure 

based on co-kriging [59] has been described in [51].  

It should be noted that acquisition of the training samples required for surrogate 

model construction is the major contributor to the computational cost of the considered 

optimization algorithm. This is because the number of points necessary to ensure 

acceptable accuracy of the surrogate model (say, 5% of the relative RMS error, cf. [60]) 

can be considerable even in the initially reduced space. From this perspective, further 

reduction of the computational cost is desirable. It can be achieved using segmentation-

based approach which narrows down the search space to the sub-regions containing 

fractions of the Pareto front [54]. 

3. Multi-objective Optimization with Design Space Segmentation

A large number of training samples required for construction of the data-driven 

surrogate is a limiting factor for low-cost MOEA-based optimization. Although this 
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challenge can be mitigated to some extent using the initial design space reduction, data 

acquisition is still the main contributor to the computational cost when surrogate-based 

design of multi-parameter structures is considered [6]. The goal of segmentation is to 

further narrow down the initially reduced design space to a set of sub-regions (referred to 

as segments, or intervals) that enclose fractions of the Pareto front [54]. These segments 

are characterized by small volume, which promotes construction of accurate surrogates 

using a small number of data points. In this section, the segmentation approach is 

explained along with its novel extension that allows for maintaining equal-volume of the 

compartments. The section is concluded with discussion of the design framework for 

multi-objective optimization within the space segmentation setup.  

 

3.1. Search Space Segmentation for Bi-Objective Problems 

The formulation of the design space segmentation for bi-objective problems is as 

follows. Let X0 = {x : l  x  u} represent the region of the n-dimensional search space 

determined by the extreme Pareto-optimal designs x
*(k)

 (cf. Section 2.3). The volume of 

X0 is defined as [54] 

V0 = i = 1,…,ndi
(1)                                                     

    (5) 

where dk
(1)

 are elements of the size vector given by 

d
(1)

 = [d1
(1)

 d2
(1)

 … dn
(1)

]
T
 = |x

*(1)
 – x

*(2)
|                  (6) 

The absolute value in (6) is understood as component-wise. The segmentation is realized 

by identifying the intermediate points located along the Pareto front between the x
*(k)

 

extreme designs. The points are then used to establish a set of intervals covering the 

Pareto front. The combined volume of the resulting sub-domains is much smaller than the 
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volume of X0. The intermediate points xI
(l)

, l = 1, …, L, are obtained by solving a

constrained single-objective problem  

 
( )

2 2.

( )

1
, ( )

arg min ( )
l

I

l

I c
F F

F



x x

x R x (7) 

In general, (7) can be used to generate an arbitrary number L of auxiliary points which 

define L + 1 corresponding sub-domains XL.p, p = 1, …, L + 1. The starting points for (7) 

are generated using (1 – l/L)x
*(1)

 + (l/L) x
*(2)

 which provide a decent approximation of xI
(l)

under assumption that the Pareto front is non-eccentric (cf. Section 2.1). The threshold 

values F2.I
(l)

 are defined as [54]

     * 1 * 2(

2. 2

) (

2

)1 –
l

I

l l
F F F

L L

 
 





x x     (8) 

The volumes of the XL.p segments determined based on the auxiliary points are given by 

VL.p = i = 1,…,ndI.i
(l)

(9) 

where dI
(1)

 = |x
*(1)

 – xI
(1)

|, dI
(l)

 = |xI
(l–1)

 – xI
(l)

| for l = 2, …, L, and dI
(L+1)

 = |x
*(2)

 – xI
(L)

|. The

volume of the concatenated sub-domains 

VL = VL.1 + VL.2 + … + VL.L+1    (10) 

is much smaller compared to the initially reduced space X0. In the most optimistic 

scenario, the volume reduction ratio is given by 

1

0

1

( 1)

L

n

V

V L 



     (11) 

In reality, however, the reduction ratios are lower than in (11) due to the lack of a 

mechanism that ensures equal-size compartments. Notwithstanding, segmentation 

substantially narrows down the search space to the region of interest and thus the 

combined number of training samples required for construction of local data-driven 

models within sub-domains is smaller compared to X0. Conceptual illustration of the bi-
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objective search space segmentation in a setup with one and two intermediate points is 

shown in Fig. 2. 

 

3.2. Bi-Objective Segmentation with Equal-size Compartments 

As already mentioned, there is no guarantee that the intermediate points obtained 

by solving (7) will result in compartments of equal size, which would lead to the best 

possible VL/V0 ratio as in (11). In case the compartment volumes are significantly 

different, the computational benefits of segmentation can be compromised. This problem 

can be mitigated by introducing geometrical constraints into (7) so as we have  

 

 

F1( )x
*(2)

F2

F1

F1( )x
*(1)

F2( )x
*(2)

F2( )x
*(1)

F2.I

(1)

x
*(1)

X1.1

x1

X0

(1) X1.2

x
*(2)

 
(a) 

x
*(1)

X2.1

xI

X0

(1) xI

(2)

X2.2

X2.3

x
*(2)

F1( )x
*(2)

F2

F1

F1( )x
*(1)

F2( )x
*(2)

F2( )x
*(1)

F2.I

(1)

F2.I

(2)

 
(b) 

Fig. 2. Conceptual illustration of design space segmentation in bi-objective setup with: (a) one- and (b) 

two-intermediate points obtained by solving (7) in feature (left) and search (right) spaces. Note that L 

intermediate points define L + 1 sub-domains. 
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( )

2 2.

.1 .2

. . 1

( )

1
, ( )

arg min ( )
l

I

L L

L L L L

l

Ie c
F F

V V

V V

F










x x

x R x        (12) 

The first constraint in (12) allows for maintaining acceptable allocation of the auxiliary 

point in the feature space, whereas the remaining ones ensure equal-volumes of the 

segments. It should be noted that the solution to (12) is Pareto optimal because the 

volumes VL.1, VL.2, … VL.L, VL.L+1 change continuously when locations of the intermediate 

points along the Pareto front are adjusted. At the same time, (12) has to be solved 

simultaneously for all intermediate points because evaluation of the volume-related 

constraints requires the knowledge of all point coordinates. 

3.3. Design Segmentation for Tri-Objective Problems 

Conceptual illustration of the design segmentation for tri-objective problem in a two-

fold segmentation setup is shown in Fig. 3. In the considered case, three auxiliary points 

xI
(1.2)

, xI
(1.3)

, xI
(2.3) 

are required to generate four segments that cover the entire Pareto set. The

points are determined by solving the following single-objective optimization problem [55] 

 
(1)

.

( . )

, ( )
arg min ( )

j j I

k j

I k c
F F

F



x x

x R x (13) 

where k, j = 1, 2, 3 are the indexes of the selected design objectives (k < j); k and j also indicate 

the pair of the corner points x
*(k)

 and x
*(j)

 between which the intermediate point is located (cf.

Section 2.3). In (13), the optimization is performed with respect to the selected objective with 

constraint imposed on the second one. At the same time, the third objective is disregarded 

which allows for relocating the intermediate points to the ―edges‖ of the Pareto front. 

Segmentation involving more intermediate points or greater number of design objectives is 

also possible. However, due to complexity of notation its formulation is omitted here. 
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F1

F2

F3

(1.2)

(1.3)

(2.3)

 
Fig. 3. Conceptual illustration of a two-fold design space segmentation in a tri-objective setup in the feature 

space (left) and the design space (right). The search space compartments are denoted using different colors. 

Note that the sub-domain X3.4 partially overlaps with the remaining ones. 

 

 

3.3. Optimization Flow 

The design framework for multi-objective optimization in the segmented search 

space can be summarized as follows: 

1. Identify extreme Pareto-optimal designs (cf. (1));  

2. Perform design space reduction (cf. (2)); 

3. Find intermediate points and set up segmentation compartments; 

4. Sample the compartments and construct the local surrogate models; 

5. Find the initial Pareto set within compartments using MOEA; 

6. Obtain the overall initial Pareto set by concatenating the sets found in Step 5. 

7. Select designs from the overall initial Pareto set and obtain the refined set (cf. (4)). 

Sampling of each sub-space and construction/updates of the surrogate model 

within it is performed iteratively until acceptable accuracy (verified by cross-validation 

[18]) is achieved. It should be emphasized that the high-fidelity model is not evaluated 

until the last stage of the process. Typically, around 10 to 15 refined designs are 

sufficient to obtain comprehensive data about available trade-offs between objectives so 

that the cost of the refinement process is low.  
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Although segmentation leads to reduction of the VL/V0 ratio which allows for 

constructing local surrogate models using limited number of training samples, 

identification of intermediate points required for determination of the sub-domains 

substantially contributes to the overall cost of the optimization process. Moreover, the 

number of points required for segmentation grows quickly with the number of design 

objectives (cf. Section 3.2). Therefore, an appropriate balance between the cost of 

obtaining the intermediate points (and hence their number) and computational savings 

resulting from the volume reduction due to space segmentation has to be sought. 

 

4. Test Cases and Results 

In this section, the segmentation-based multi-objective design framework is 

demonstrated using real-world engineering examples. Specifically, we perform bi-

objective optimization of a miniaturized impedance transformer and a compact rat-race 

coupler. Comparison of the numerical results obtained using segmentation-based 

approach to optimization within initially reduced search space is also provided. 

Numerical and experimental validation of the method based on the antenna examples is 

considered in Sections 5 and 6. 

For all of the test cases considered in this work, it is assumed that the root-mean 

square (RMS) error of the functional approximation models used for MOEA (setup: 

population size 500, algorithm duration 50 iterations) optimization is less or equal than 

2.5 percent. The design of experiment approach is a modified Latin Hypercube Sampling 

which permits iterative addition of the samples [52], [61]. All structures are evaluated 
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using a dual Xeon E5540 machine with 64 GB RAM. It should be reiterated that the cost 

of MOEA optimization is negligible, as it is executed on a data-driven surrogate. 

4.1. Wideband Impedance Transformer 

The first design example is a compact impedance transformer designed to match a 

50 Ohm source to a 130 Ohm load [62]. The structure is shown in Fig. 4. It is 

implemented on a Taconic RF-35 dielectric substrate (εr = 3.5, tanδ = 0.018, h = 0.762 

mm) and consists of three compact microstrip resonant cells (CMRCs) arranged in a

cascade connection. Its dimensions are represented using a 15-variable vector: x = [w1.1 

w2.1 w3.1 l2.1 l3.1 w1.2 w2.2 w3.2 l2.2 l3.2 w1.3 w2.3 w3.3 l2.3 l3.3]
T
 mm. Parameters wi1 = 1.7 mm

and wi2 = 0.15 mm remain fixed to maintain the desired input and output impedances. 

The feasible region of the search space—for which consistency of the transformer 

topology is ensured—is defined using the following lower and upper bounds: l = [0.1 0.1 

0.2 0.5 0.1 0.2 0.1 0.1 1 0.1 0.1 0.1 0.1 1 0.1]
T
 mm and u = [0.5 0.5 1 2 0.5 0.5 0.5 0.5 3

0.5 0.5 0.5 0.5 3 0.5]
T
 mm.

The high- (~1,500,000 hexahedral mesh cells, average simulation time: 8 min) 

and the low-fidelity (~150,000 mesh cells, simulation time: 62 s) EM models of the 

transformer are both implemented in CST Microwave Studio and evaluated using its time 

domain solver [63].  

wi1

wi2

l3.1

w2.1

l2.1

w3.1

w1.1

w1.2

w2.2

l2.2

l3.2

w3.2

w2.3

l3.3

w1.3

w3.3

l33

Fig. 4. Geometry of the considered 50-to-130 Ohm microstrip impedance transformer with highlight on 

geometric parameters [62]. 
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Two design objectives concerning minimization of the maximum in-band 

reflection within 3.1 GHz to 10.6 GHz range (objective F1) and reduction of transformer 

size (objective F2) are considered. The structure size is defined as S(x) = A·B where A = 

(2∙(l2.1+ l3.1) + w2.1 + w1.2 + 2∙(l2.2 + l3.2) + w2.2 + w1.3 + 2∙(l2.3 + l3.3) + w2.3) and B = w1.1+ 

w3.1 + l3.1. It should be noted that only a part of the Pareto front for which F1(x) ≤ –10 dB 

is considered acceptable. 

The transformer has been optimized using the design framework of Section 3. The 

extreme Pareto-optimal designs obtained by means of single-objective optimizations 

w.r.t. F1 and F2 are x
*(1)

 = [0.4 0.17 0.91 1.66 0.14 0.45 0.13 0.19 2.31 0.16 0.15 0.17

0.15 2.34 0.14]
T
 mm and x

*(2)
 = [0.22 0.12 0.39 0.75 0.12 0.37 0.12 0.26 1.61 0.12 0.17

0.18 0.15 1.78 0.12]
T
 mm. A total cost of designs identification corresponds to 250 Rc

model simulations. It should be noted that optimization for size reduction (objective F2) 

has been performed with constraint imposed on maximum in-band reflection so as to 

ensure that it is maintained around the –10 dB threshold [6]. 

The intermediate design xI
(1)

 = [0.34 0.14 0.71 1.35 0.13 0.39 0.12 0.24 1.82 0.15

0.16 0.18 0.15 1.95 0.14]
T
 has been found in five iterations of (7). Subsequently, the designs

x
*(1)

, x
*(2)

, and xI.1
(1.2) 

have been used to define sub-sections X1.1 and X1.2 featuring the

combined volume reduction ratio of V1/V0  2∙10
–5

 (cf. Fig. 2). The kriging interpolation

models Rs.1 and Rs.2 have been constructed using 162 and 121 low-fidelity model samples, 

respectively. Next, both models have been optimized using MOEA and the resulting Pareto 

sets have been combined. Finally, a set of 10 samples—evenly allocated along F2—has been 

selected and refined using (4) to the high-fidelity model level. A comparison of the high- and 

the low-fidelity Pareto designs obtained within the search space segments is shown in Fig. 5. 
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The results indicate that the selected objectives are partially conflicting. The minimum in-

band reflection of –15.3 dB and maximum area of 19.5 mm
2
 have been obtained for design

xf
(1)

, whereas the design xf
(10)

 features the smallest size of 9.8 mm
2
 (49.7% size reduction

w.r.t. xf
(1)

) and highest, yet still acceptable, reflection of –10.1 dB (change by 5.2 dB w.r.t.

xf
(1)

). Dimensions of the high-fidelity Pareto designs are gathered in Table 1. Frequency

responses of the five selected designs are shown in Fig. 6. 

The computational cost of the design process corresponds to 110 Rf model 

evaluations (~14.5 hours of CPU-time) and includes: 250 Rc model simulations for 

identification of the extreme Pareto designs, 85 Rc model evaluations for determination of 

the intermediate point and a total of 283 Rc model simulations required for construction the 

functional based approximation models within the search space segments, as well as 30 Rf 

model evaluations for refinement of the selected designs (three iterations per design).  

For the sake of comparison, the kriging interpolation model has also been 

constructed within the initially reduced search space X0. Desirable accuracy has been 

achieved using 502 Rc model samples. The computational cost of the design process within 

X0, including Rs model identification and refinement of 10 selected samples corresponds to 

127 Rf model evaluations (~17 hours of CPU time), which is 15% higher compared to 

optimization in a setup with two-fold segmentation. A comparison of the high-fidelity 

Pareto-sets obtained for both design cases is shown in Fig. 7. The obtained results are 

similar, with vertical discrepancies being below 1 dB which is irrelevant from practical 

point of view. It should be noted that the combined number of training samples required for 

construction of the data-driven models in X1.1 and X1.2 is almost two-fold lower compared 

to X0. The detailed cost breakdown for both considered design cases is provided in Table 2. 
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Fig. 5. The low- (×) and the high-fidelity (□) Pareto sets obtained through multi-objective optimization in a 

setup with two-fold segmented search space. 
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Fig. 6. Frequency characteristics of the high-fidelity Pareto optimal designs xf
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 (––),xf
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(8)

 (···), and xf
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 (◦◦◦) obtained in two-fold segmented space. 
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Fig. 7. A comparison of the high-fidelity Pareto sets obtained within X0 (○) and two-fold segmented space (□). 
 

Table 1: Compact Impedance Transformer: Structure Dimensions 

 

Objectives Transformer dimensions 

F1 [dB] F2 [mm2] w1.1 w2.1 w3.1 l2.1 l3.1 w1.2 w2.2 w3.2 l2.2 l3.2 w1.3 w2.3 w3.3 l2.3 l3.3 

D
es

ig
n

s 

xf
(1) –15.3 19.5 0.39 0.17 0.86 1.63 0.14 0.44 0.13 0.21 2.19 0.15 0.16 0.17 0.15 2.22 0.14 

xf
(2) –14.8 18.4 0.39 0.16 0.84 1.61 0.13 0.42 0.13 0.22 2.06 0.15 0.16 0.17 0.15 2.11 0.14 

xf
(3) –14.5 17.3 0.39 0.15 0.79 1.62 0.13 0.42 0.13 0.23 1.98 0.15 0.16 0.17 0.15 2.06 0.14 

xf
(4) –13.6 16.2 0.37 0.14 0.75 1.56 0.13 0.43 0.13 0.22 1.95 0.16 0.16 0.17 0.15 2.03 0.14 

xf
(5) –13.1 14.8 0.36 0.14 0.71 1.35 0.14 0.45 0.13 0.21 1.82 0.15 0.15 0.17 0.15 1.95 0.14 

xf
(6) –12.6 13.7 0.34 0.13 0.71 1.34 0.12 0.39 0.12 0.25 1.75 0.14 0.16 0.18 0.15 1.89 0.13 

xf
(7) –11.9 13.0 0.33 0.13 0.67 1.20 0.12 0.39 0.12 0.25 1.76 0.14 0.16 0.18 0.15 1.91 0.14 

xf
(8) –11.3 12.0 0.33 0.13 0.61 1.05 0.12 0.39 0.12 0.25 1.76 0.14 0.16 0.18 0.15 1.91 0.13 

xf
(9) –10.7 10.9 0.29 0.13 0.68 0.76 0.12 0.38 0.12 0.24 1.62 0.12 0.16 0.18 0.15 1.80 0.14 

xf
(10) –10.1 9.8 0.28 0.13 0.52 0.92 0.12 0.37 0.12 0.25 1.69 0.13 0.17 0.18 0.15 1.85 0.13 
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Table 2. Multi-Objective Optimization of Compact Impedance Transformer: Cost Breakdown 

Design steps 
Search space 

X0 Two-fold segmentation 

Auxiliary points 
identification 

250 Rc 
(32.3 Rf) 

335 Rc 
(43.3 Rf) 

Data acquisition 
502 Rc 

(64.8 Rf) 
283 Rc 

(36.5 Rf) 

MOEA optimization N/A N/A 

Refinement 30 Rf 30 Rf 

Total cost 
127 Rf 
(17 h) 

110 Rf 
(14.5 h) 

4.2. Compact Rat-Race Coupler 

Figure 8 shows a compact microstrip rat-race coupler (RRC) implemented on a 

0.762 mm thick RF-35 substrate [35]. The structure consists of a six quarter-wavelength 

CMRCs with stubs and its operating frequency is 1 GHz. The vector of coupler 

adjustable parameters is: x = [w d1 d2 l2 l3r l4r l5r]
T
. The variables l1 = 2d1 + d2 + 2.5w, l3 =

0.1l3rl2, l4 = 0.1l4rl3, and l5 = 0.1l5rl2 are relative to maintain consistency of the circuit in 

the course of the optimization process. Parameter w0 = 1.7 is fixed to ensure 50 ohm port 

impedance. The unit for all dimensions (except the ones with r in subscript which are 

unit-less) is mm. The high-fidelity Rf (fine mesh, simulation time: 15 min) and the low-

fidelity Rc (coarse mesh, simulation time: 220 s) models of the structure are both 

implemented in Sonnet em [64]. 

d1

d2

w
l2

l1

l3

l4

l5

w0

Fig. 8. Geometry of the considered compact coupler with highlighted design parameters [35]. 
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The following design objectives are considered: F1 – minimization of the structure 

size defined as S(x) = 35w + 24d1 + 8d2 + l2, and F2 – maximization of the bandwidth 

defined for the reflection |S11| and isolation |S41| both below –20 dB. The initial lower and 

upper bounds of the search space are: l = [0.2 0.2 0.2 5 0.5 0.5 0.5]
T
 and u = [1.2 3.2 3.2 

15 10 10 10]
T
.  

The coupler structure has been optimized using segmentation-based multi-objective 

design framework of Section 3. The extreme Pareto designs x
*(1)

 = [0.2 0.5 1 13.3 10 9.02 

2.59]
T
 and x

*(2)
 = [0.55 0.95 2.9 10.45 10 1.72 0.53]

T
, have been found using (1) after 104 

and 133 evaluations of the low-fidelity model. Here, the sequential single-objective 

optimizations have been performed using a pattern search algorithm [65]. The 

segmentation setups with one and two intermediate points  have been considered. For the 

first design case, the intermediate point xI
(1)

 = [0.4 0.5 1.9 13.3 10 4.21 2.67]
T
 has been 

obtained after 86 Rc model evaluations (volume ratio V1/V0 = 6.3∙10
–2

). For the second 

case, the designs xI
(1)

 = [0.45 0.8 2.25 11.25 10 4.67 1.33]
T
 and xI

(2)
 = [0.35 0.65 1.6 12.3 

10 7.03 1.99]
T
 have been found after 83 Rc and 68 Rc model evaluations (V2/V0 = 1.3∙10

–3
). 

The kriging interpolation models have been constructed within the initially 

reduced space, as well as two- and three fold segmented spaces using 938 Rc, 484 Rc, and 

412 Rc model samples, respectively. The low-fidelity Pareto sets obtained for each design 

case are shown in Fig. 9. Subsequently, ten designs have been selected from each Pareto 

set and refined to the high-fidelity model level. The high-fidelity Pareto designs are 

compared in Fig. 10. The results obtained for each design case are similar. It can be 

observed that the vertical differences between the designs are below 50 MHz which is 

considered acceptable having in mind noticeable reduction of the segmented search space 
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with respect to the initially reduced one. The variation of the designs along F1 is from 

921 mm
2
 (265 MHz bandwidth) for the largest to 384 mm

2
 (12 MHz bandwidth) for the 

smallest design (58% size reduction). It should be noted that the shapes of the Pareto sets 

are flipped along F2 compared to the results of Section 4.1 (cf. Fig. 7), because the 

objective was oriented for maximization of bandwidth which has been implemented as 

minimization of –F2 (cf. Section 2.1). The dimensions of coupler designs obtained in the 

two-fold segmented space are gathered in Table 3, whereas the frequency characteristics 

of the selected designs are shown in Fig. 11.  

For the considered coupler, the computational benefits due to segmentation are 

29% and 30%, for the first and second design case, respectively. A detailed cost 

breakdown for each considered design case can be found in Table 4. It should be noted 

that introduction of the intermediate points increases the computational cost due to the 

necessity of point identification. At the same time, the effect of narrowing the search 

space on reduction of the number of samples required for data-driven model construction 

diminishes with adding subsequent sub-domains.  
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Fig. 9. Comparison of the initial Pareto-optimal sets obtained within initially reduced space (×), as well as 

two- (○) and three-fold (□) segmented spaces. 
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Fig. 10. Comparison of the high-fidelity Pareto-optimal sets obtained in initially reduced space (□), as well 

as two- (○) and three-fold () segmented spaces. 
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Fig. 11. Reflection (––), transmission (– –), coupling (–·–), and isolation (···) versus frequency of the 

selected high-fidelity Pareto designs obtained within the segmented search space with one intermediate 

point: (a) xf
(1)

, (b) xf
(5)

, and xf
(10)

. 

 

 

Table 3: Compact RRC: Dimensions of Pareto-Optimal Designs (two-fold segmentation) 

 Objectives Design parameters 

 
F1  

[MHz] 

F2  

[mm2] 
w d1 d2 l2 l3r l4r l5r 

D
es

ig
n

s 

xf
(1) 258.5 862 0.49 0.89 2.78 10.95 9.99 2.08 1.60 

xf
(3) 171.2 683 0.44 0.71 2.01 11.84 9.99 4.20 2.67 

xf
(6) 173.6 577 0.40 0.51 1.54 13.31 9.99 5.02 2.64 

xf
(8) 159.8 478 0.36 0.51 1.02 13.30 9.99 6.39 2.67 

xf
(10) 12.0 384 0.21 0.50 1.02 13.32 10.00 9.00 2.61 
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Table 4: Multi-Objective RRC Design: Cost Breakdown 

Design steps 

Search space 

Initially reduced 
Two-fold  

segmentation 

Three-fold  

segmentation 

Auxiliary points  
identification 237 Rc (57.9 Rf) 323 Rc (79.0 Rf) 388 Rc (94.8 Rf) 

Data acquisition 938 Rc (229.3 Rf) 484 Rc (118.3 Rf) 412 Rc (100.7 Rf) 

MOEA optimization N/A N/A N/A 

Refinement 20 Rf 20 Rf 20 Rf 

Total cost 307.2 Rf  (76.8 h) 217.3 Rf (54.3 h) 215.6 Rf (53.8 h) 

 

 

5. Scalability of Space Segmentation 

Computational benefits of multi-objective optimization in a domain segmentation 

framework depend on the balance between the cost of obtaining auxiliary designs 

(intermediate points) and constructing the surrogate models. The results obtained in the 

previous section indicate a more or less steady growth of the cost with the number of 

intermediate points and limited effect of volume reduction on lowering the number of 

data samples required for surrogates construction. However, the coupler of Section 4.2 is 

characterized by a relatively small number of parameters and, hence, a relatively small 

volume reduction. On the other hand, it can be inferred from (11) that the combined 

volume of the segmented space quickly decreases with dimensionality of the problem 

(also see Fig. 11). Here, the effect of introducing intermediate points on the optimization 

cost using space segmentation is investigated based on an antenna structure with a 

moderate number of design parameters. 

The considered antenna is an ultra-wideband (UWB) monopole implemented on a 

0.762 mm RF-35 substrate (cf. Fig. 12) [66]. It comprises a trapezoidal radiator with two 

rectangular slots fed through a 50 Ohm microstrip line with and a ground plane with 

elliptical slot at the edge. The antenna is represented using a 10-variable vector: x = [l0 l1 

w1r w2 o2r o3r s1r s2r s4r s5r]
T
. The relative variables are: w1 = (0.5w2 – 0.5w0)w1r, o2 = 
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0.5w2o2r, o3 = (l1 – s3)o3r, s1 = (0.5w2 – 0.5w0)s1r, s2 = l1s2r, s4 = (w2 – 2s5)s4r, and s5 = 0.5(l0 

– g)s5r, whereas w0 = 1.7,  o1 = 0.25, and g = 0.5 remain fixed. All parameters (except the

unit-less ones with r in subscript) are in mm. 

The considered design objectives include: F1 – minimization of the antenna in-band 

reflection |S11| within 3.1 GHz to 10.6 GHz frequency band and F2 – reduction of the 

structure size defined as S(x) = w2(l0 + l1). Consistency of the structure geometry is 

maintained for the initial lower/upper bounds: l0 = [4 3 0 4 0 0 0.1 0 0.01 0.01]
T
 and u0 =

[24 24 1 24 0.5 1 0.9 0.3 0.5 0.5]
T
. The low- (1,500,000 cells, simulation time: 330 s) and

high-fidelity (6,000,000 cells, simulation time: 30 min) models of the structure are 

implemented in CST Studio [63]. To ensure reliability of the simulation results both 

antenna models incorporate the SubMiniature version A (SMA) connectors. 
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Fig. 11. Change of the volume ratio (11) as a function of problem dimensionality for the design space 

defined using one (L = 1) to five (L = 5) segments. The reduction radio becomes less pronounced with 

increase of the number of segments. 
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Fig. 12. Trapezoidal-shape UWB monopole antenna: (a) visualization of the structure with the SMA 

connector and (b) geometry with marked design parameters [66].  
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The effect of design space segmentation on the computational cost of the antenna 

optimization is investigated for X0, as well as for a setup with one to four intermediate 

points. Here, single-objective optimizations are performed using a numerically efficient 

gradient-based algorithm embedded in a trust-region (TR) framework [67]. The extreme 

Pareto designs x
*(1)

 = [9.31 15.62 0.37 14.81 0.06 0.08 0.68 0.12 0.13 0.29]
T
 (optimal w.r.t. 

F1) and x
*(2)

 = [9.13 13.11 0.26 12.38 0 0.12 0.74 0.19 0.05 0.43]
T
 (optimal w.r.t. F2) have 

been found after 85 Rc and 107 Rc model evaluations, respectively. Subsequently, the TR-

based algorithm has been used to identify intermediate points for the two- to five-fold 

segmented spaces. The volume reduction ratios for each case are V1/V0 = 1.6∙10
–3

, V2/V0 = 

3.9∙10
–5

, V3/V0 = 3.8∙10
–6

, V4/V0 = 4.7∙10
–7

, respectively. Next, the kriging surrogates have 

been constructed within the initially reduced and segmented spaces using 1352 Rc, 514 Rc, 

206 Rc, 208 Rc, and 230 Rc model samples and optimized using MOEA. Figure 13 shows 

comparison of the obtained low-fidelity Pareto sets. Finally, ten designs have been selected 

from the initial Pareto sets and refined. The obtained Pareto sets given in Fig. 14 are close 

to each other. Their vertical discrepancies are below 1 dB which is practically negligible. 

The Pareto sets range along F2 from around 281 mm
2
 (close to –10 dB in-band reflection) 

to 369 mm
2
 (around –12 dB reflection). The smallest design features around 24% size 

reduction compared to the largest one. The detailed cost breakdown of the design process 

in considered setups is shown in Table 5.  

 
Table 5: Segmentation Scalability: Cost Breakdown 

Design steps 

Search space 

L =  0  

(X0) 

L = 1 

two segments 

L = 2 

three segments 

L = 3 

four segments 

L = 4 

five segments 

Auxiliary points  
identification 

192 Rc (35.2 Rf) 264 Rc (48.4 Rf) 345 Rc (63.3 Rf) 376 Rc (68.9 Rf) 457 Rc (83.8 Rf) 

Data acquisition 1352 Rc (247.9 Rf) 514 Rc (94.2 Rf) 206 Rc (37.8 Rf) 208 Rc (38.1 Rf) 230 Rc (42.2 Rf) 

MOEA optimization N/A N/A N/A N/A N/A 
Refinement 30 Rf 30 Rf 30 Rf 30 Rf 30 Rf 
Total cost 313.1 Rf  (156.5 h) 172.6 Rf (86.3 h) 131.0 Rf (65.5 h) 137.1 Rf (68.5 h) 156.0 Rf (78.0 h) 
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Fig. 13. Scalability of design segmentation: comparison of the low-fidelity Pareto sets obtained within the 

search spaces with zero (L = 0) to four (L = 5) intermediate points (one to five segments). Note that vertical 

discrepancies between the sets are below 1 dB which is practically negligible. 
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Fig. 14. Scalability of design segmentation: high-fidelity Pareto sets obtained in search spaces with one to five 

segments. 

 

 

 

The effect of segmentation setup on multi-objective design cost (normalized to the 

number of Rf model simulations) is shown in Figure 15. The simulation results indicate that 

the cost of single-objective optimizations increases in close-to-linear fashion with the 

number of intermediate points. At the same time, the number of training samples required 

for construction of the functional approximation surrogate decreases rapidly for setups with 

two and three search space compartments. However, further increase of the number of 

intermediate points does not lead to a reduction of the cost kriging model construction. 

Based on the results obtained for the considered antenna, 30 Rc to 40 Rc model samples are 

required to maintain acceptable accuracy of the surrogate. Another important observation is 
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that for L > 1, identification of the intermediate points becomes the main contributor to the 

overall cost of the design process. As shown in Table 4, where single-objective 

optimizations have been performed using pattern search, the design cost savings due to 

increasing the number of segments from two to three are the order of only a few Rf 

simulations. Here, however, the difference in optimization cost between two- and three-

fold segments is a few dozen of Rf evaluations (cf. Table 5). Based on that, one can 

conclude that segmentation in a setup with more than one auxiliary point is not practical 

unless efficient single-objective algorithms are used. 

 

6. Selected Topics 

In this section, application of space segmentation for multi-objective design of a 

planar antenna structure is investigated. Specifically, the structure is optimized using the 

methodology proposed in Section 3.2 that allows for maintaining equal-size of the design 

space compartments. Furthermore, optimization of the antenna in tri-objective setup and 

experimental validation of the designs are considered.  

 

6.1. Antenna Structure 

The last considered structure is an ultra-wideband antenna shown in Fig. 16 [68]. 

It comprises a rectangular monopole radiator with two symmetrical slots. The antenna is 

fed through a 50 Ohm microstrip line with ground plane modification in the form of an 

elliptical slit below the feed line. It is implemented on a 1.55 mm thick FR4 dielectric 

substrate (r = 4.3, tanδ = 0.025). The antenna parameters are x = [lg l0 l1 w1 w2 o1 l2 w3 o2 

s1 s2]
T
, whereas the dimension w0 = 2.0 is fixed (all parameters are in mm). The EM 

antenna models are both implemented in CST Studio (Rf : ~2,200,000 mesh cells, 
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simulation time 15 minutes, and Rc : ~160,000 cells, 40 seconds) along with SMA 

connectors (required for reliability of the simulation results). The design space is defined 

by the lower and upper bounds: l = [2 2 2 0.2 2 0 0.1 0.1 0 0.01 0.01]
T
 mm and u = [15 15 

20 3 15 15 3 8 5 0.8 0.8]
T
 mm. 

 

6.2. Segmentation with Equal-Volume Segments 

Two design objectives considered: F1 – minimization of reflection S(x) = 

max{|S11|from 3.1 GHz to 10.6 GHz}, and F2 – reduction of antenna size A(x) = (2o2 + 2w3 + 2w1 

+ w2)(l0 + 2l2 + l1 + o1). It should be reiterated that only the designs for which the in-band 

reflection is below the –10 dB threshold are of interest. 
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Fig. 15. Scalability of design space segmentation: the effect of algorithm setup in terms of the number of 

segments on computational cost of multi-objective optimization. 
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Fig. 16. Planar UWB antenna: (a) visualization of the structure with an SMA connector, and (b) antenna 

geometry with highlighted design parameters [68]. 
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The extreme Pareto designs x
*(1)

 = [8.86 12.96 9.39 0.35 3.88 6.46 1.21 1.58 2.58

0.33 0.54]
T
 (optimal w.r.t. F1) and x

*(2)
 = [9.26 13.19 8.9 0.24 3.28 0 0.69 1.45 0.71 0.66

0.61]
T
 (optimal w.r.t. F2) have been obtained after 107 Rc and 156 Rc simulations,

respectively. The intermediate point for equal-volume two-fold segmentation xIe
(1)

 =

[9.02 12.96 9.08 0.29 3.74 2.56 0.75 1.45 1.32 0.52 0.55]
T
 has been obtained after 7

iterations of (12). For the sake of comparison, the intermediate point xI
(1)

 = [9.05 13 9.02

0.22 3.51 3.06 0.83 1.44 1.57 0.51 0.58]
T
 has been also obtained using (7). Subsequently,

the kriging interpolation models have been constructed within the compartments 

featuring equal and unequal volumes and the initially reduced space using 184 Rc, 264 

Rc, and 702 Rc samples, respectively. Finally, the selected low-fidelity Pareto designs 

have been refined. A comparison of the low- and high-fidelity Pareto sets obtained for 

each design case is shown in Fig. 17. The discrepancies between the resulting Pareto sets 

along F1 are below 1 dB, which makes them practically irrelevant. The variation of the 

Pareto designs along the Pareto front is from –13.6 dB (390 mm
2
) to –9.9 dB (193 mm

2
).

The size reduction of the smallest antenna design with respect to the largest one is 50.5%. 

The frequency characteristics of the selected Pareto optimal designs obtained within two-

fold segmented space with equal-size compartments are shown in Fig. 18, whereas their 

corresponding dimensions are gathered in Table 6.  

A detailed cost breakdown for the considered design cases is given in Table 7. 

The obtained results indicate that the cost of data acquisition within the compartments 

obtained from (12) is 30% lower than for the ones determined using (7). Consequently, 

application of segmentation in a setup with equal-volume compartments can be useful for 

reducing the overall cost of multi-objective optimization. It is also expected that the 
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computational savings due to using (12) will be more pronounced when simulation time 

ratio between the Rc and Rf is lower than in the considered case. 
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Fig. 17. Comparison of Pareto designs obtained within the initially reduced and two-fold segmented spaces 

with equal- and unequal-size compartments: (a) low- and (b) high-fidelity designs. 
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Fig. 18. UWB monopole: frequency characteristics for designs xf
(1)

 (––),xf
(3)

 (– –), xf
(5)

 (–·–), xf
(7)

 (···), and

xf
(9)

 (◦◦◦) obtained within two-fold segmented space with equal-size compartments.
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Table 6: UWB antenna: Dimensions of Pareto- Designs Obtained in Two-Fold Segmented Space with 

Equal-Size Compartments 

 Objectives Design parameters 

 
F1  

[dB] 

F2  

[mm2] 
lg l0 l1 w1 w2 o1 l2 w3 o2 s1 s2 

D
es

ig
n

s 

xf
(1) –13.3 372 8.97 12.98 9.22 0.30 3.76 5.15 1.10 1.56 2.55 0.34 0.55 

xf
(3) –12.3 294 9.14 13.03 9.13 0.29 3.63 3.04 0.87 1.53 1.83 0.45 0.56 

xf
(5) –11.2 236 9.24 13.14 8.94 0.27 3.46 1.42 0.77 1.46 1.24 0.56 0.61 

xf
(7) –10.6 215 9.25 13.12 9.04 0.25 3.29 0.07 0.82 1.46 1.15 0.58 0.61 

xf
(9) –9.9 193 9.25 13.08 8.90 0.25 3.29 0.00 0.70 1.48 0.76 0.64 0.61 

 

 

Table 7: UWB Monopole: Cost Breakdown in a Setup With and Without Equal-Size Segments 

Design steps 

Search space 

L =  0  

(X0) 

L = 1 

unequal-size 

L = 1 

equal-size 

Auxiliary points  

identification 

263 Rc 

(11.7 Rf) 

348 Rc 

(15.5 Rf) 

354 Rc 

(15.7 Rf) 

Data acquisition 
702 Rc 

(31.2 Rf) 

264 Rc 

(11.7 Rf) 

184 Rc 

(8.2 Rf) 

MOEA optimization N/A N/A N/A 

Refinement 30 Rf 30 Rf 30 Rf 

Total cost 
72.9 Rf  

(18.2 h) 

57.2 Rf 

(14.3 h) 

53.9 Rf 

(13.5 h) 

 

6.3. Tri-Objective Optimization 

In the last case study, optimization of the UWB antenna using design 

segmentation framework in a setup with three requirements is considered (cf. Section 3.3) 

[55]. The first two design objectives considered here are the same as the example of 

Section 6.2, whereas the third one, denoted as F3, is oriented for minimization of realized 

gain variability within 3.1 GHz to 10.6 GHz band. The first two extreme Pareto-optimal 

designs obtained through minimization of (1) are the same as in Section 6.2. The third 

one: x
*(3)

 = [8.38 12.82 9.89 0.65 3.84 14.99 1.54 1.68 2.65 0.39 0.55]
T
 has been obtained 

for explicit optimization with respect to objective F3 while maintaining in-band reflection 

below the acceptable –10 dB threshold.  

The intermediate points xI
(1.2)

 = [9.12 13.04 8.79 0.29 3.43 2.91 0.87 1.38 1.48 0.53 

0.57]
T
, xI

(1.3)
 = [8.72 12.8 9.53 0.51 3.95 11.36 1.33 1.61 2.5 0.35 0.54]

T
, and xI

(2.3)
 = [8.8 
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12.99 9.42 0.45 3.59 7.25 1.1 1.57 1.6 0.54 0.57]
T
 have been obtained from (13) and used 

for construction of the segmented search space (V4/V0 ≈ 10
2
). The kriging surrogates have 

been then identified in the segmented space and optimized using the algorithm of Section 

2.4. Finally, fifteen low-fidelity designs selected from the concatenated initial Pareto set 

have been refined. Dimensions of ten selected high-fidelity designs are given in Table 8, 

whereas the frequency responses of five of them are shown in Fig. 19. The obtained 

results indicate inverse relation between the antenna size (objective F2) and the in-band 

antenna gain variability (objective F3). Consequently, among the designs from Table 8, 

large antenna (496 mm
2
) with moderate reflection (–11 dB) features the smallest gain 

variability of 3 dB. Note that increasing antenna size permits improved impedance 

matching (objective F1). The minimum value of –13.7 dB has been obtained for the 

structures characterized by footprints of 428 mm
2
 (gain variability of 4.3 dB) and 446 

mm
2
 (gain variability 4.1), respectively. Consequently, for the considered structure, there 

is evident trade-off between the size and other performance figures. 

The high-fidelity Pareto-optimal optimal designs xf
(1)

, xf
(5)

 and xf
(9)

 (cf. Table 8) 

have been fabricated and measured. The photographs of manufactured antennas is shown in 

Fig. 20, whereas their performance characteristics are compared in Figs. 21 and 22. The 

obtained results are in good agreement. The discrepancies between the simulations and 

measurements are mostly due to fabrication and assembly tolerances, as well as electrically 

large measurement setup which was not accounted for in the EM simulation models. 

Radiation patterns of the antenna obtained in H- and E-planes are shown in Figs. 23 and 24. 

It should be noted that besides deterioration of the E-plane patterns resulting from 

connector shielding during the measurements, the characteristics are in good agreement. 
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Optimization of the antenna has been also performed within X0.  A comparison of 

the initial Pareto sets obtained in the initially reduced and segmented spaces is shown in 

Fig. 25, whereas a detailed cost breakdown for both cases is provided in Table 9. The 

obtained results indicate that two-fold segmentation allows for reducing the number of 

samples required for accurate representation of the design space by over 55% compared 

to X0. On the other hand, the cost of obtaining the intermediate points increased by over 

35% and thus the cost reduction due to two-fold segmentation (excluding the refinement 

step) is around 20%. It should be noted that three-fold segmentation would involve 

identification of three more intermediate points (six designs in total) which is numerically 

impractical for the considered design problem. 
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Fig. 19. Frequency results for high-fidelity designs xf
(1)

 (––),xf
(3)

 (– –), xf
(5)

 (–·–), xf
(7)

 (···), and xf
(9)

 (◦◦◦) of 

the UWB monopole optimized in three-objective setup with search space segmentation: (a) reflection and 

(b) gain. 
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(a) 

(b) 

(c) 

Fig. 20. Photographs (in-scale) of the selected high-fidelity Pareto designs of UWB antenna optimized in 

three-objective setup with domain segmentation: (a) xf
(1)

, (b) xf
(5)

, and (c) xf
(9)

.

(a) 

(b) 

(c) 

Fig. 21. Comparison of simulated (– –) and measured (––) reflection characteristics obtained for Pareto-

optimal designs: (a) xf
(1)

, (b) xf
(5)

, and (c) xf
(9)

.
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Table 8: Tri-Objective Antenna Design: Pareto Set Obtained in Two-Fold Segmented Search Space 

Objectives Design parameters 

F1 

[dB] 

F2 

[mm2] 

F3 

[dB] 
lg l0 l1 w1 w2 o1 l2 w3 o2 s1 s2 

D
es

ig
n

s 

xf
(1) –10.1 400 3.5 8.60 12.81 9.86 0.57 3.85 8.44 1.34 1.63 1.80 0.44 0.56 

xf
(2) –13.7 428 4.3 9.00 12.92 9.22 0.43 3.71 9.31 1.09 1.56 2.51 0.35 0.55 

xf
(3) –12.6 476 3.7 8.77 12.85 9.53 0.58 3.83 11.61 1.14 1.64 2.43 0.36 0.56 

xf
(4) –11.0 298 4.8 8.90 12.88 9.15 0.44 3.62 2.91 1.29 1.6 1.57 0.44 0.56 

xf
(5) –10.8 253 5.4 9.14 13.07 9.26 0.36 3.50 1.86 0.79 1.46 1.33 0.55 0.59 

xf
(6) –12.9 497 3.6 8.80 12.84 9.47 0.52 3.88 12.67 1.10 1.64 2.58 0.35 0.56 

xf
(7) –12.9 380 4.4 8.93 12.83 8.92 0.50 3.84 7.93 0.95 1.56 2.03 0.44 0.55 

xf
(8) –11.0 496 3.0 8.57 12.88 9.64 0.61 3.89 13.76 1.38 1.64 2.16 0.37 0.56 

xf
(9) –11.5 261 5.1 9.19 13.02 8.99 0.39 3.53 2.30 0.72 1.49 1.42 0.53 0.60 

xf
(10) –13.7 446 4.1 9.07 12.94 9.15 0.51 3.75 11.25 1.08 1.52 2.38 0.38 0.55 

(a) 

(b) 

(c) 

Fig. 22. Comparison of simulated (– –) and measured (––) gain characteristics obtained for Pareto-optimal 

designs: (a) xf
(1)

, (b) xf
(5)

, and (c) xf
(9)

.
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(a)           (b)                 (c) 

Fig. 23. Comparison of simulated (– –) and measured (––) H-plane radiation patterns obtained for the 

design xf
(1)

 (top), xf
(5)

 (middle), and xf
(9)

 (bottom) at: (a) 4 GHz, (b) 6 GHz, and (c) 8 GHz frequency. 

 

 
(a)           (b)                 (c) 

Fig. 23. Comparison of simulated (– –) and measured (––) E-plane radiation patterns obtained for the 

design xf
(1)

 (top), xf
(5)

 (middle), and xf
(9)

 (bottom) at: (a) 4 GHz, (b) 6 GHz, and (c) 8 GHz frequency. 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


-13
-12

-11
-10

-9 200
300

400
500

3

4

5

6

F
2F

1

F
3

 
Fig. 25. Comparison of the initial Pareto sets obtained within X0 (gray) and two-fold segmented search 

space (black). 

 

 
Table 9: Tri-objective Optimization of UWB Monopole: Cost Breakdown 

Design steps 
Search space 

X0 Two-fold segmentation 

Auxiliary points  
identification 347 Rc (15.4 Rf) 569 Rc (25.3 Rf) 

Data acquisition 843 Rc (37.5 Rf) 372 Rc (16.5 Rf) 

MOEA optimization N/A N/A 

Refinement 45 Rf 45 Rf 

Total cost 97.9 Rf  

(24.5 h) 

86.8 Rf  

(21.7 h) 

 

 

 

7. Conclusion 

A framework for expedited multi-objective optimization of expensive 

computational models has been discussed. The framework exploits variable-fidelity 

simulations, data-driven surrogates, and initial design space reduction. One of the main 

challenges related to utilization of the approach to design of multi-parameter structures is 

high cost of acquiring the training data necessary to construct the approximation 

surrogates. In this work, the problem has been addressed by means of space 

segmentation. The technique aims at reducing the volume of the search space portion that 

needs to be sampled while maintaining the coverage of the Pareto front. The latter is 

encapsulated within a set of intervals (or compartments) defined by auxiliary 
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intermediate points obtained through supplementary single-objective optimization runs. 

The combined volume of the obtained segments is significantly smaller than the volume 

of the initially reduced space which allows for constructing accurate data-driven 

surrogates using limited number of samples. The segmentation methodology has been 

described in details and further extended using a novel mechanism that promotes division 

of the search space into equal-volume compartments. It has been validated using several 

real-world design examples from the area of high-frequency electronics, including 

broadband antennas, but also a wideband impedance transformer, and a miniaturized rat-

race coupler. Analysis of the algorithm scalability with respect to the number of the 

search space intervals has also been considered. For each design case, the method has 

been thoroughly compared to a state-of-the-art multi-objective algorithm which does not 

rely on search space segmentation. The selected numerical results are supported by 

measurements of the fabricated circuit prototypes. 

The future work will include application of the presented technique to a wider range 

of engineering problems, but also development of more efficient algorithms for identification 

of the intermediate points for space segmentation. Combination of the method with multi-

fidelity data-driven modeling techniques such as co-kriging will be also considered. 
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