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This research presents a numerical model dedicated for virtual patient diagnostics in the field of synthetic valve 
implantation. The model operates based on computational fluid dynamics solver with implemented rigid body 
motion solver. Characteristic indicators related to the prosthetic valve were determined to assess the correctness 
of cardiac system operation after implantation. A novel approach for dynamic time discretization was developed 
for reliable and time-efficient calculation. The solver efficiency and computational savings due to application 
of the developed time-discretization scheme is discussed. Numerical results were validated using experimental 
data acquired from a test rig, including mass flow meter, pressure transducers, and valve holder designed for 
this purpose. Multivariant analysis of the model constant was performed towards different levels of the valve 
resistance to motion. The in-house algorithm was prepared to automatically determine the prosthetic valve 
position from fast camera images.
1. Introduction

Cardiovascular disease (CVD) was responsible for 31% of deaths in 
2015, Each year CVD causes 3.9 million deaths in Europe, of which 
1.8 million deaths are in the European Union [1–3]. One of the most 
life-threatening diseases is severe aortic valve stenosis, which prevails 
in older patients [4]. The survival reaches 50% in 5 years in the case 
of asymptomatic aortic stenosis, and in 2 years in the case of symp-
tomatic stenosis [5]. Different methods are available for noninvasive 
diagnostics in cardiology, such as: echocardiography 3D/4D, computed 
tomography and cardiac magnetic resonance imaging. Unfortunately, 
each technique suffers from imperfections [6–9]. The shortcomings of 
the diagnostics techniques are dependent on the chosen method, and the 
examplary ones are: susceptibility to generate image rich in artifacts, 
costs, requirement of specially trained staff and complex facilities, radi-
ation hazard, or the need to introduce contrast agent. Therefore, there 
is a room for improvement of diagnostic procedures, for example, using 
the hybrid approach that integrates diagnostic methods with numerical 
methods, that apply Computational Fluid Dynamics (CFD) [10,11] or 
Fluid-Structure Interaction (FSI) [12]. Substantial potential can be seen 
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in CFD modeling, in terms of patient examination, treatment planning, 
finding cardiovascular zones susceptible to disease, anticipating surgery 
results, and designing medical devices. Furthermore, it could provide a 
useful response for surgeons for the choice of the best valve prosthesis 
and for manufacturers to reduce production costs [13–15].

The use of the FSI method is advantageous in the modeling of hu-
man or deformable artificial valves and arteries [16–19]. Different ap-
proaches can be found for FSI, the choice of which depends on the level 
of fluid-solid coupling, geometry complexity, deformations, and com-
puter resources. For example, the partitioned approach includes two 
separate solvers (fluid solver and mechanical solver) and a module that 
couples each other. Exemplary usage can be found in [20], based on 
the application of the commercial Ansys® software. An application of 
the FSI procedure for modeling highly flexible bodies was presented 
in [21]. Arbitrary Lagrangian-Eulerian (ALE) approach [22–24] allows 
us to analyze the full FSI problem using one monolitic solver. How-
ever, this method requires the long computational time that results from 
solving the monolithic matrix, and the problem is ill-conditioned [25]. 
Research [26] performed a serie of 11 FSI analyses using patient-specific 
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geometric models, to analyze the validity of the fractional flow reserve 
criterion on the coronary intervention surgery. Based on calculations 
performed, it was recommended to use CFD as a complementary tool 
for patients, particularly for those with moderate stenosis.

An example of fully coupled FSI usage for a mechanical valve can be 
found in [27], where Comsol Multiphysics software was used to study 
the influence of hematocrit on the hemodynamics of the artificial heart 
valve. More novel methods - Immersed Boundary Method (IBM) and 
Lattice Boltzmann Method (LBM) enable more stable FSI computing 
[28–30]. An exemplary usage is the work of [31], where the curvilinear 
IBM was used to model the interaction between leaflets and blood flow. 
The LBM for hemodynamics is less commonly used and the exemplary 
work [32] considered the FSI of blood flow through the patient-specific 
cerebral vasculature.

All mentioned approaches have one common feature, namely, the 
computational cost is quite large, and as was mentioned, the stability 
of the coupling procedure in terms of usage the FSI approach is very 
problematic. Some perspective to replace long computational analysis 
is found in the usage of machine learning tools [33,34]. Also, the com-
putational time and stability is considered more advantageous when the 
six Degrees of Freedom (6DOF) model is used [35].

The analysis of bileaflet 27 mm inner diameter valve was performed 
by [13], using ALE approach and experimental measurements. The test 
rig was equipped with piston-in-cylinder pumps and a system that mim-
icked the left ventricle. The predicted closing times and transvalvular 
pressure drops agreed with the validation data, falling in a range of 
two times the standard deviation. Research [36] used approach to ana-
lyze leaflet kinematics with different aortic root geometry applied. The 
results revealed that flow dynamics is more dominated by the valve 
configuration than by the aortic root shape, because the valve forces 
three-jet behavior and vortex shedding. The aortic root geometry and 
resulting bileaflet valve operation was also investigated by [37], where 
curvilinear, immersed-boundary FSI (CURVIB-FSI) was used along with 
measurements. The results showed that leaflets in the anatomic aorta 
open much faster and undergo a greater rebound during closing than 
the same valve in the straight axisymmetric aorta. The rebound effect 
differs in the studies of mechanical valves and it can be absent or visible 
up to a level of 12 degrees [27,31,38,39]. The validation of the numer-
ical model for the flow analysis through the arteries with stent can be 
found in [40].

In this research, the flow mechanics through an artificial bileaflet 
mechanical valve was investigated using in-house 6DOF model with 
the adaptive timestepping method. Ansys® Fluent finite volume solver 
was used to solve partial differential equations within the finite volume 
method. To absorb valve motion in the numerical mesh, two different 
strategies of moving mesh were adopted and used: overset mesh and dy-
namic mesh. The results were compared with measurement data gained 
using in-house test rig with pressure and flow meters, a fast camera and 
prepared own LabView® control application. This is the next stage of au-
thors research [41], where the validation was performed based on the 
literature data. The fast camera images were processed for the leaflets 
angular position, using Python Open Source Computer Vision Library 
(OpenCV) [42]. This is currently a novel approach in terms of artificial 
valve measurements. The model sensitivity to the moment of inertia er-
ror was quantified via performing a series of numerical simulations.
The novelty of this research is the application of the dynamic time dis-
cretization within the aortic valve modeling, which let it to decrease the 
demanded computational time substantially and avoid moving mesh er-
rors [43]. Such an approach could be applied within the wide range 
of problems regarding the fluid or structural mechanics, reducing the 
solving time and improving the solver convergence. The moving mesh 
modules were compared, towards differences between results of models 
using them, their validity, susceptibility to errors and utility. This com-
parison was not previously investigated for mechanical valves in the 
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2. Geometry and numerical mesh

Aortic valve geometry was created based on the user manual pro-
vided with device documentation [44]. The considered mechanical 
bileaflet valve’s inside diameter is 16.8 mm. The leaflet shape is non-
semicircular, because when the closed state is achieved, the angle be-
tween the leaflet and the inlet surface is equal to 25° - not 0° (Fig. 1D). 
Thus, to obtain the proper shape and chamferings, two semicircular 
leaflets were created at 25° angle (closed state) and with a radius two 
times exceeding the valve’s inside diameter. Then, the slice extrusion 
operation based on the auxiliary cylinder with the desirable inside di-
ameter was performed to cut out the excess leaflet fragments.

The three-dimensional background geometry prepared for the nu-
merical model is simply a tube, representing the frame where the valve 
was fastened and the fragment of the test rig pipe (Fig. 1). The inside 
diameter equals 1.7 cm. The pipe length after the valve location, equals 
to 5.75 cm, is corresponding to the location of the 2nd pressure sen-
sor. The length before the valve (13.4 cm) was used as shorter than the 
valve distance to the flow meter section, as it was investigated, by a se-
ries of simulations, that the limiting of this length does not influence 
the results. This is caused by the fact that the test rig tubes are non-
deformable, so pressure wave propagation does not occur, and the used 
length is already sufficient to realize a hydraulic run. The location of 
the valve in the pipe can be observed in Fig. 1.

Several operations were demanded in terms of geometry and nu-
merical mesh preparation. For the overset mesh, additional geometries 
for the component meshes (leaflets surroundings) have to be prepared. 
Each of the leaflets were extruded in its normal direction with an ap-
plied thickness of 2.25 mm, to create two separate surrounding geome-
tries, one for each leaflet. The component meshes were created with 
cell growth rates ensuring the increasing cell size going from all leaflets 
walls and the appropriate quality parameters (Fig. 1). This was tested 
on the closed valve geometries, to adjust discretization toward proper 
operation during small gaps occurrence. The donor priority was set as 
boundary-distance and both components body priority was applied. In 
this way, the densified mesh was preserved in the vicinity of the leaflets 
(Fig. 1 (c)-(e)), which also allowed for better boundary layer resolving.

The overset background mesh was prepared as discretized pipe ge-
ometry using swept hexahedral cells with the 7-layer inflated prism 
boundary, with smooth cell size transition between the boundary and 
inner mesh. This was set to better resolve the boundary layer and ensure 
a proper number of cells across the gap, to avoid orphan cells when the 
valve is closed. The number of inflation layers resulted from the trials 
with the different number of layers applied, until the proper matching 
between the overset component and background meshes was achieved 
and no orphan cells were present. This purpose was achieved with the 
7-, 8- and 9- layer prism boundary, from which the 7-layer mesh was 
chosen, to limit the number of cells.

To check the influence of domain discretization on the predicted 
results, the mesh sensitivity analysis was performed on three differ-
ent meshes. Firstly, the overset mesh connectivity was tested with the 
entire range of leaflet angle using UDF define_cg_motion. The corre-
sponding background and component mesh settings and densities were 
adjusted until the orphan cells were not present at any leaflet position. 
Three different mesh densities were prepared for the sensitivity analy-
sis: coarse (background 881.000 cells, component 31.000 cells), medium

(background 1.850.000 cells, component 55.000 cells) and fine (back-
ground 2.300.000 cells, component 94.000 cells). The leaflet motion and 
velocity values were compared for different meshes. Finally, the conclu-
sion was made that further decrease in cell size does not influence the 
results and the medium mesh configuration was chosen for the analysis.

3. Moving mesh

There are different approaches to capture body movement, as: slid-

ing mesh, dynamic mesh and the overset mesh [45]. The overset mesh 

http://mostwiedzy.pl


M. Nowak, E. Divo, T. Borkowski et al. Computers and Mathematics with Applications 175 (2024) 184–201

Fig. 1. Numerical mesh prepared for the overset approach: (a) - geometry and fragment of the background mesh, (b) - component mesh, (c), (d), (e) - cross-sections 
through the joined background and component meshes: (c) - before matching process, (d) - after matching process (fully closed state), (e) - after matching process 
(fully opened state). The mechanical valve leaflets position changes because of the transient fluid flow, from the closed (d) to opened (e) state, and even in the fully 
closed position, small flow gaps are present: central gap and peripheral gap.
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technology allows to perform calculations on the overlapping meshes, 
i.e. the stationary background mesh and component mesh, or to decom-
pose a domain into multiple discretized bodies coupled together. The 
interpolation is performed between the meshes, to transfer the infor-
mation between them [46–51]. Four kinds of cells are present after the 
process of coupling meshes together. The dead cells are those that fall 
outside the domain, and they were present in this investigation, espe-
cially when the valve was almost closed or fully closed, because the 
range of the structural mesh leaflet surrounding was preferred to be 
wider than determined by the vessel scope. The computation process is 
performed on the solve cells. The interpolation is realized between the 
donor cells and the receptor cells, where the latter receives the data from 
the former.

In this research, the overset method was also used to update the ge-
ometry and mesh due to the leaflets movement. The overset technique 
significantly improved the computational stability and solver conver-
gence, compared to the case of dynamic mesh usage instead. Moreover, 
it enabled the hexahedral structural mesh creation and preservation 
during body movement in the most part of the two individual leaflet 
surroundings and in the background as well. The additional advantage 
of the overset meshing is the limitation of the solver wall clock time, 
because this utility is less consuming than smoothing or remeshing, and 
eliminates the negative cell volume error. This error will stop the solu-
tion process. Furthermore, the dynamic mesh could deteriorate the cells 
quality, especially by increasing skewness parameter, when the rota-
tions per timestep are high. Taking into account the above remarks, in 
this research, the overset mesh was prepared and used for the 6DOF 
model and the analysis of the results. However, dynamic mesh was 
used additionally to compare the results with different moving mesh 

approaches (Section 7.6).
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4. Numerical model

FSI modeling of the artificial bileaflet valve involves calculation of 
the leaflet rotations and deformations. The material constant describing 
body elasticity, i.e. susceptibility on deformations, is Young’s modulus. 
The Young’s modulus of the valve leaflets, which are mainly created of 
pyrolytic carbon, is on the level of 29.4 GPa [52] and is about twenty 
thousands times higher than the modulus of the elastic blood walls. Be-
cause of that, the bileaflet valve does undergo substantial deformations 
influencing results and the rigid body assumption is commonly applied 
[53]. In the presented work, the rigid body motion solver discussed later, 
was implemented into the Ansys® Fluent solution procedure using set 
of UDFs. The commercial Fluent software has already six degrees of 
freedom solver available, however, its usage for the problems involv-
ing fast rotations of the body whose intertial moment is on the level 
of 10−9÷10−7𝑘𝑔 ⋅ 𝑚2 fell short due to several reasons. Firstly, serious 
problems were experienced with achieving convergence and build-in 
stabilization mechanisms, as changing stabilization factors and implicit 
updates did not help. Due to the lack of access to the source code, 
any further solver manipulation was not achievable. Secondly, it was 
not clear which moment of inertia should be imputed, namely, if the 
global or local coordinates should be considered. It was also not known 
whether both the pressure and viscous forces were applied to calcu-
late the motion. Third, there were problems with blocking motion when 
the leaflets achieved the maximum or minimum allowable angle. An-
sys enabled the possibility of wide customization using User-Defined 
Functions (UDFs) and it was decided to implement in-house rigid body 
motion model. This let to get rid of any insecurities and allowed the addi-
tional manipulation, debugging, and results postprocessing. The results 
of the implemented model were compared with the build of the 6DOF 
solver, using several other simpler-to-converge cases, and any substan-

tial differences were not observed. The in-house implementation of the 
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Fig. 2. Flowchart of the six degrees of freedom model with adaptive timestep size, implemented into the Fluent standalone solver, for determination of the transient 
valve leaflets angular positions. The valve leaflets are assumed as rigid and can only rotate around the axis, when their angular positions are in between the closed 
and opened state, presented in Fig. 1. The leaflets rotate by the effect of the forces exerted by the flowing fluid.
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solver into a commercial software was presented, to overcome issues and 
possibly accomodate its usage among researchers, moreover presenting 
the detailed equations and flowcharts makes it possible to implement the 
model within the open source packages, as e.g. openFOAM, OOMPH-lib 
or Fenics. The 6DOF model applicability is found in rigid structures, 
such as one-, two- or three-leaflet artificial valves, where the forces ex-
erted by the fluid are retrieved from the fluid solver and then this solver 
calculates the leaflets rotational velocity, using equations including the 
leaflet inertial moment. It is necessary to implement some approach for 
the moving mesh, as a dynamic or overset mesh, to absorb the motion 
in a domain.

In the classical rigid body motion theory, the motion of the body is 
decomposed into translation along three directions and rotations around 
three axes [54]. To calculate every motion component properly, two dif-
ferent coordinate systems are used: the global (inertial), which is fixed, 
and the body (local) coordinate system. The origin of the body coordi-
nate system is generally placed at the rigid body’s center of gravity. In 
considered case, where only one degree of freedom is allowed (1 rota-
tion), the origin is in the center of the axis of rotation.

The rotational motions are calculated in the local coordinate system. 
The body’s momentum of momentum is defined

𝐋𝐁 = 𝐼 ⋅𝜔𝐵 (1)

where 𝐼 is the inertia tensor, 𝜔𝐵 is the rigid body angular velocity vector 
in the local coordinate system. The momentum theorem

d𝐋𝐁
d𝜏

=𝐌𝐁 (2)

is applied to the body coordinate system. Finally, the governing equation 
for angular motion is as follows [54]:

𝐼 ⋅
d�⃗�𝐵

d𝜏
+ �⃗�𝐵 ×

(
𝐼 ⋅ �⃗�𝐵

)
=𝐌𝐁 (3)

The transformation matrix 𝑇 is used to transform the moments from 
the inertial coordinate to local coordinates with equation 𝐌𝐁 = 𝑇 ⋅𝐌𝐈.

The flowchart in Fig. 2 presents the implementation of the 6DOF 
model in Fluent. The UDFs and Fluent journal files were used for this 

purpose.
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At the beginning of the computation, the flow field is initialized, 
as well as the variables used in model. Then, the timestep size for the 
solver is determined. Although the Courant–Friedrichs–Lewy condition 
is widely used to determine the proper timestep size for the given flow 
field and spatial discretization, such a method will not manage to ad-
just the timestep size to the velocity of the moving body. Therefore the 
dynamic timestep size was implemented, for several reasons. It was in-
tended to avoid the orphan cells (in case of overset) and negative cell 
volumes (in case of dynamic mesh), which are present when too much 
rotation is performed in a single timestep. This could also deteriorate 
the mesh quality. In addition, the better solution accuracy is expected 
when the timestep is smaller than when the angular velocity is higher. 
Moreover, this leads simultaneously to optimize the solution time. The 
dynamic timestep size was realized using UDF define_deltat. The 
value is calculated using equation:

Δ𝜏𝑛 =
−|||𝜔𝑛−1

|||+
√

𝜔2
𝑛−1 + 4 ⋅

|||𝑀𝑛−1
|||

𝐼
⋅Δ𝜃𝑚𝑎𝑥

2 ⋅
|||𝑀𝑛−1

|||
𝐼

(4)

The derivation of the above formula is as follows: the maximum al-
lowable increment of the angle per timestep Δ𝜃𝑚𝑎𝑥 is specified as the 
constant value. Then, a set of equations for the n-th timestep was pre-
pared:

Δ𝜃𝑚𝑎𝑥 =
|||𝜃𝑛 − 𝜃𝑛−1

|||
Δ𝜃𝑚𝑎𝑥 =

|||𝜔𝑛 ⋅Δ𝜏𝑛
|||

𝜔𝑛 = 𝜔𝑛−1 +
𝑀𝑛−1
𝐼

⋅Δ𝜏𝑛

(5)

Transforming the set of equations (5) lead to the quadratic function of 
Δ𝜏𝑛:

𝑀𝑛−1
𝐼

⋅Δ𝜏2𝑛 + |𝜔𝑛−1| ⋅Δ𝜏𝑛 −Δ𝜃𝑚𝑎𝑥 = 0 (6)

Solving this function gives two roots, where only one (presented by 

equation (4)) represents non-negative values, thus only this root could 
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be chosen as a solution, because the time increment must represent a 
positive value. As two valve leaflets are present, two different values of 
Δ𝜏𝑛 are obtained, where the lower value is taken to adjust the time dis-
cretization of the leaflet, that is rotating faster. It was also necessary to 
define the maximum allowed timestep size equal to 0.001 𝑠, to avoid 
setting excessively large values of 𝑑𝑡 when the valve is stationary. The 
minimum timestep set as 5 ⋅ 10−6 𝑠 was specified to restrict the timestep 
in the case if the formulas give unreasonably low values. After prescrib-
ing the timestep size to the solver, the angular motion is calculated with 
the recursive formula:

𝜔𝑛 = 𝜔𝑛−1 +
𝑀𝑛−1
𝐼

⋅Δ𝜏𝑛 (7)

where 𝑀𝑛−1 is the force moment in step 𝑛 −1. This formula comes from 
the differential equation for the angular motion towards a single axis, 
and solving it using Euler method:

𝑀 = 𝐼 ⋅
𝑑𝜔

𝑑𝜏
− > 𝑑𝜔 = 𝑀

𝐼
𝑑𝜏 (8)

The initial condition was set as 𝜔(𝜏 = 0) = 0 𝑟𝑎𝑑∕𝑠. The adaptive 
timestepping for the Euler method is applied using the derived equa-
tion (4).

The force moment 𝑀𝑛−1 is calculated based on the pressure (P) and 
wall shear stress (WSS) field from the previous timestep. Firstly, the 
pressure and WSS are integrated over the leaflet wall. Then, based on 
the force translation theorem, the resultant force is obtained, and it is 
transformed to the force moment based on the vector distance from the 
center of rotation:

𝑀𝑛−1 =𝑀
𝑝

𝑛−1 +𝑀𝑊𝑆𝑆
𝑛−1 =

𝑛𝑏∑
𝑖=0

(𝑃𝑖𝐴𝑖𝑘𝑖) × 𝑟𝑖 +
𝑛𝑏∑
𝑖=0

(𝑊𝑆𝑆𝑖𝐴𝑖𝑘𝑖) × 𝑟𝑖 (9)

where 𝑛𝑏 represents the number of the faces on the leaflet boundary, 𝑃𝑖

and 𝑊𝑆𝑆𝑖 are the pressure and wall shear stress exerted on the leaflet 
at i-th mesh face, with its vector indicated as 𝑘𝑖 ; 𝐴𝑖 is the area of the 
i-th leaflet mesh face and 𝑟𝑖 is the distance of the mesh face from the 
rotational axis.

Finally, when the angular velocities are calculated, the leaflets are 
moving in the fluid domain using macro define_cg_motion and this 
motion is absorbed by the moving mesh module. The model works us-
ing text files, created by Fluent journals and UDFs. Part of these files 
have to be empty at the end of the step, which is realized by UDF de-

fine_at_end.
During the first 80 timesteps, the angular velocity is linearly ramped 

against the function of timestep number: 𝜔𝑛 = 𝜔𝑛 ⋅ (0.0125 ⋅ 𝑛_𝑡𝑖𝑚𝑒), 
where 𝑛_𝑡𝑖𝑚𝑒 is the integer number of timestep. This way, starting from 
the 80th timestep, the total value of angular velocity determined by 
Eq. (7) is imposed on the valve leaflet. The ramping was added to start 
the rotation more slowly, only at the beginning of the computation, 
when the velocity field is not yet fully developed, thus harder to resolve. 
Small number of large force moments higher by orders of magnitude was 
experienced, in this case they were treated as gross errors by adding 
to the UDFs conditional statements that discard these kinds of values. 
As the leaflets can rotate in the specified angular range, an additional 
module was added that suppresses the rotation, when the maximum or 
minimum allowable angle is achieved. The rotation is unblocked, when 
the force moment takes the opposite sign, which promotes the rotation 
in the opposite direction.

For the better computational stability at the beginning of the first 
cycle, the computation starts from the valve at the slightly opened state 
- with the leaflets rotated by 20° from the closed position. At this state, 
the flow field is less impacted by the valve presence, compared to the 
closed state, therefore such initial position allowed the faster solver con-
vergence during the first calculated heart cycle. The angular state at any 
moment is not known a priori, so several heart cycles were calculated 
for every set of boundary conditions, until fully repeatable results were 

achieved.
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5. The governing equations

The finite-volume solver (Ansys Fluent) calculates the flow field 
based on solving the set of partial differential equations ((10), (11)), 
formed for the unsteady flow as follows:

𝜕𝜌

𝜕𝑡
+∇ ⋅

(
𝜌𝐮

)
= 0 (10)

𝜕

𝜕𝑡

(
𝜌𝐮

)
+∇ ⋅

(
𝜌𝐮𝐮

)
= −∇𝑝+∇ ⋅

(
𝜏
)

(11)

where 𝜌 is the fluid density, 𝑡 is the time and 𝐮 is the velocity vector 
[55,56]. The stress tensor 𝜏 is defined as

𝜏 = 𝜂
[(
∇𝐮+∇𝐮𝑇

)
− 2

3
∇ ⋅ 𝐮𝐼

]
(12)

where I is the unit tensor, and the term on the right side of the bracket 
is the effect of volume dilation [55] For the constant density 𝜕𝜌

𝜕𝑡
= 0 and 

2
3∇ ⋅ 𝐮𝐼 = 0.

The dimensionless quantity that characterizes the flow state is the 
Reynolds number [55]. It is the ratio of inertial to viscous forces and 
is defined by 𝑅𝑒 = 𝜌𝑢𝑑∕𝜇, where 𝜌 is the fluid density, 𝑢 is the veloc-
ity, 𝑑 stands for the characteristic dimension (for pipe, diameter) and 
𝜇 is the dynamic viscosity. According to different sources [55–57], the 
flow could be assumed as laminar when the Reynolds number does not 
exceed the maximum value from 2100 to 2300. Therefore, the arterial 
flow is mainly laminar, except the brief period immediately post-systole 
in the ascending aorta, when the instantaneous Re value falls between 
4.000:5.000 [57,58]. Research [59] indicated that the shear layer insta-
bility lead to the turbulence transition and the resolving spatial resolu-
tion of 100 μm is necessary to assess the possible blood cell damage and 
platelet activation. The impact of different design characteristics on the 
flow and platelet phenomena is described in [60]. Turbulence and flow 
eddies, coagulability and the presence of non-endothelialised surfaces 
are the factors that induce thrombosis [61,62]. In the test rig measure-
ment, the maximum Reynolds number was on the level of 16.000 for 
some short time intervals. The described factors suggest the necessity of 
applying some approaches for turbulence modeling. Thus, the Reynolds-
averaged Navier–Stokes (RANS) turbulence 𝑘 − 𝜖 model was utilized, as 
a fast RANS model recommended to the locally transitional flows with 
the boundary layer separation.

The prepared model can operate with any possible boundary con-
dition applied. In this research, to properly represent the mass flow 
and pressure levels, the inlet velocity and outlet pressure boundary 
conditions were used, as presented in Fig. 5. The time-varying val-
ues were simulated using measurement data, via the usage of several 
approximation polynomials for each measurement set. The use of mul-
tiple polynomials allowed a better representation of the measurement 
data, where coefficient of determination was on the level of 99%. For 
the walls, no-slip BC was established, which means that the fluid at 
the surface of the wall moves with the same velocity as the adjacent 
wall. The solving process was initialized with the 0 values of the com-
puted variables within the geometry scope, except for the inlet and the 
outlet surfaces, where the velocity and pressure values came from the 
boundary conditions. The substance used in model is water, as in the 
test rig. The properties were set: density 998.2 kg/𝑚3 and dynamic 
viscosity 0.001003 kg/(m⋅s). The details concerning application of the 
non-Newtonian viscosity model for the blood can be found in [63].

6. Laboratory test rig and measurements

During the experimental investigations at in-house test rig illustrated 
in 3, a bileaflet artificial heart valve was tested. The polycarbonate valve 
holder is connected to the pulsating blood pump (Harvard Apparatus®). 
The pump has the possibility to change heart rate and the percentage dif-
ference between systolic and diastolic stroke volume, as well as the size 

of the ejection chamber. Electromagnetic flow meter, Enderess+Hauser, 
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Fig. 3. Configuration of the laboratory test rig, prepared for the numerical model validation and determination of the model constant. The pulsating fluid flow was 
induced by the peristaltic pump. The measured quantities are: mass flow, pressure before and after the valve prosthesis, and the valve motion is recorded by the fast 
camera.

Fig. 4. Aortic valve prosthesis installed in the laboratory setup: (a) - designed aortic valve holder with marked dimensions; (b) - fast camera image; (c) - fragments 
of the upper and lower leaflets regions extracted from the camera image, after OpenCV processing.
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Promag 100 [64] was used to measure flow rate through investigated 
valve. Selected flow meter does not generate pressure loss and thanks of 
the frequency output it was possible to acquire flow profile with desired 
accuracy, to use it for further numerical model setup.

For measurement of the pressure profile during the pump cycle, four 
fast static pressure sensors (APT 300 − sapling rate: 1 kHz) were used 
as shown in Fig. 4(a). An additional pressure sensor was placed 26 cm 
before the valve. Information collected from these locations as well as 
from the flow meter were necessary for a proper initialization of the 
numerical simulations.

To capture the movements of the valve leaflets, a high-speed camera 
VEO 710L [65] was equipped with a NIKKOR 200 mm F/4.0 MACRO 
lens. This configuration allowed the tracking of leaflets movement at 
a resolution of 1280 x 800 pixels and a rate of 9,800 frames per 
second. To ensure sufficient illumination for the camera, a back-light 
(LED Phlox HSC Phantom 10 x 10 cm) was used with a luminance 
of ≥130.000 cd/m2, uniformity of ≥ 95%, and light temperature of 
5.700 K. An example of recorded image is shown in Fig. 4B.

The installation was controlled by an in-house application written in 
National Instruments LabVIEW (National Instruments Corp., USA) [66]

to synchronize the measurements with the pump cycle and camera. To 
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capture the flow rate through the rig, LabVIEW FPGA was used, for 
efficient and effective control of the complex systems by application of 
a highly integrated development environment. All experimental results 
were stored in ASCI format for future processing.

In the laboratory test-rig, the vertical tube capacitors were used to 
maintain the constant pressure levels in the measurement system. They 
were used as the representation of the last part of the circulatory system 
of a human being [67,68]. In terms of the human body, they account 
for the interaction between the stroke volume and the compliance of the 
aorta and large elastic arteries (Windkessel vessels) and the resistance of 
the smaller arteries and arterioles. In conclusion, the distensibility of the 
aorta and large elastic arteries is therefore analogous to the capacitors 
used.

Measurements were performed for five different conditions, result-
ing from different heart pump settings by adjustment of pump rates, 
stroke volume and the stroke volume division between the systole and 
diastole, as described in Table 1. Thus, different velocities and pressure 
levels were achieved, as well as the cycle times, as shown in Fig. 5. Sev-
eral polynomials per dataset, fitted using least-squares method, were 
used to predict the values between the measurement points, to use it as 

a boundary contidion in the solver. The numerical model was tested and 
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Table 1

Pulsating blood pump settings applied for the measurement datasets.

%systole: %diastole Pump rate Volume per stroke Resulting cycle time
Dataset no. %: % RPM cm3 s

1𝑠𝑡 30:70 50 80 1.20
2𝑛𝑑 30:70 60 80 1.02
3𝑟𝑑 30:70 70 80 0.84
4𝑡ℎ 35:65 60 80 1.02
5𝑡ℎ 40:60 60 80 0.98

Fig. 5. Measurement data provided for the numerical model boundary conditions, presented for five datasets. At the inlet of the domain, the velocity profile is 
imposed, whereas at the outlet the pressure boundary condition is assigned. The polynomial time functions were prepared, to determine the velocity and pressure 
values for the every timestep in the solver.
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validated on the basis of every dataset. The model constant, moment of 
inertia, was calibrated based on 5𝑡ℎ dataset, then using four remaining 
ones the calculations were performed and validated, to assess its reliabil-
ity in different flow conditions. The choice of 5𝑡ℎ dataset for calibration 
was based on the pump settings closest to the average applied.

6.1. Computer vision image analysis for determining leaflet angles

The fast camera greyscale images registered during the test rig mea-
surements were used to validate the numerical model results in terms 
of the leaflets angular motion. Thus, these images have to be processed 
into the values of the leaflets angle. The visual and manual inspection is 
highly inefficient, time-consuming, non-replicable and inaccurate. Thus, 
the procedure for angle determination was created in Python OpenCV 
environment [42]. In the prepared algorithm, it was necessary to trans-
form the parts of greyscale images into binary format, where the number 
0 is referred to black, and number 1 to white color. The typical conver-
sion to binary itself, as in previous work [69] worked well, however, it 
was chosen the Canny operation over the binary conversion [70]. The 
reason is that this allowed for the better identification of the leaflets 
edges. The Canny algorithm is the edge detection technique, consisting 
of Gauss filtering, gradient calculation, non-maximum suppression, dou-
ble thresholding, checking the edges and connecting the edges [71,72]. 
The Canny threshold values 𝑇𝐻𝑅𝑚𝑖𝑛 = 25 and 𝑇𝐻𝑅𝑚𝑎𝑥 = 50 worked 
well in this study.

Developed algorithm for automatic determination of leaflet angle 
works as follows. At first, the fast camera image is loaded, and the frag-
ments, where the upper valve leaflet is visible (in previously defined co-
ordinates) is cutted. Similar procedure is repeated for the lower leaflet. 
Described procedure is done for all the pictures from the fast camera 
folder. Afterwards, the cutted images are loaded and the Canny opera-
tion is performed, to extract the leaflet edges and make them white, for 
easier identification, as presented in Fig. 4. Then, these edges are thick-
ened with dilate operation, to facilitate the processing of images that 

may be blurred. The procedure is searching for the first white pixel, 
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starting from the upper right corner (for upper leaflet) and lower right 
corner (for lower leaflet). This way, the coordinates of ending of both 
leaflets are found. The last step is the calculation of the arcus tangens of 
the slope of straight line, which is created between two points: ending of 
the leaflet and its center of rotation. This way the angles of both leaflets 
are determined. The centers of rotation were found by overlaying sev-
eral images, where the valve was in different positions. The leaflet edges 
were extended, to find the point where extensions intersect each other, 
then the point coordinates were read out.

7. Results and discussion

7.1. Dynamic timestep size sensitivity analysis

The timestep size for time intervals where leaflets are moving, is cal-
culated using equation (4). Thus, excessive mesh distortion is avoided, 
by time discretization adaptation. For stationary leaflets, fixed value 
of Δ𝜏𝑛 = 0.001 𝑠 was applied, as in previous work [73]. The model 
constant in equation (4), Δ𝜃𝑚𝑎𝑥, describes the maximum allowable an-
gular displacement per single timestep, and affect directly the compu-
tational time. The timestep size sensitivity analysis was performed on 
fifth dataset, by using different values of Δ𝜃𝑚𝑎𝑥 . This was done to check, 
how the number of timesteps increases by lowering this value, to check 
whether it impact onto numerical model results and also to assess the 
moving mesh operation. The results are presented in Fig. 6 and Ta-
ble 2. The number of timesteps per heart cycle decreases rapidly up 
to the value of Δ𝜃𝑚𝑎𝑥 = 0.2◦∕𝑡𝑠, then the change becomes inconsider-
able. After increasing the allowable angular displecement to 0.5 degree 
per timestep, the model could not be resolved due to the orphan cells. 
The computational saving was calculated, comparing the Δ𝜏 per cycle, 
with the number of timesteps which will be necessary to ensure applied 
Δ𝜃𝑚𝑎𝑥 with the constant timestep:

𝑠𝑜𝑙𝑣𝑟𝑒𝑑 =
𝑛Δ𝜏_𝑑𝑦𝑛

⋅ 100% =
𝑛Δ𝜏_𝑑𝑦𝑛

⋅ 100% (13)

𝑛Δ𝜏_𝑐𝑜𝑛𝑠𝑡

𝑐𝑦𝑐𝑙𝑒 𝑡𝑖𝑚𝑒

Δ𝜏𝑚𝑖𝑛
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Fig. 6. (a): Timestep size sensitivity analysis, based on changing the model constant Δ𝜃𝑚𝑎𝑥. The value Δ𝜃𝑚𝑎𝑥 = 0.3◦∕𝑡𝑠 was selected, as the further increasing allowed 
rotation per single timestep does not decrease substantially solving time, and may cause the moving mesh or solver convergence failure; (b): results obtained for the 
selected value Δ𝜃 = 0.3◦∕𝑡𝑠 - leaflets angle time profiles with the variable timestep size.
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𝑚𝑎𝑥

where 𝑠𝑜𝑙𝑣𝑟𝑒𝑑 is the solving time reduction, 𝑛Δ𝜏_𝑑𝑦𝑛 - number of 
timesteps resulted from applied time discretization methodology, 𝑛Δ𝜏_𝑐𝑜𝑛𝑠𝑡
- number of timesteps for constant time discretization, Δ𝜏𝑚𝑖𝑛 - minimum 
timestep size (which occurred during the fastest angular velocity). The 
decrease in the number of time steps needed to solve the model, poten-
tially decreases the computational time. The calculation time for two 
heart cycles was equal approximately 48 h, using six 3.6 GHz IntelCore 
i7-11700 K cores.

The computational saving is highest for the lowest angular displace-
ment per timestep and decreases linearly with increasing Δ𝜃𝑚𝑎𝑥 . The 
leaflets’ angular time variations, as well as pressure values, were com-
pared for different Δ𝜃𝑚𝑎𝑥. The conclusion was made, that for the consid-
ered time discretizations, the results are independent. Possibly, applying 
the highest maximum timestep, some flow field characteristics would 
differ, however this was not necessary due to time-efficient time dis-
cretization.

Considering the described remarks, the model constant of Δ𝜃𝑚𝑎𝑥 =
0.3◦∕𝑡𝑠 was used, mainly due to inconsiderable timesteps reduction with 
higher Δ𝜃𝑚𝑎𝑥, and to avoid eventual orphan cells. Described time dis-
cretization model enables the faster computations and lowers the hard-
ware requirements, making it more applicable for the clinical purposes.

The final leaflet time angle profile with plotted timestep size is pre-
sented in Fig. 6. The angle of 0◦ is referred to the closed state. As 
observed, the value depends on the angular velocity (i.e., angle curve 
slope), changing smoothly during valve motion.

7.2. Moment of inertia multivariant analysis

The usage of the 6DOF model in this case could be restricted to only 
one rotation around the 𝑧 axis. The proper momentum of inertia has to 
be calculated. This quantity determines how large the rotational force 
should be, to achieve specified angular acceleration around the rota-
tional axis [74]. Only one from the nine inertial tensor components is 
here demanded: 𝐼 = 𝐼𝑧𝑧 = ∫

𝑚

(
𝑥2 + 𝑦2

)
𝑑𝑚, where 𝑑𝑚 is an infinitesimal 

mass of the body. According to this equation, the value depends on the 
chosen axis, body mass and its distribution.

Several different ways are available to determine the moment of 
inertia. Sometimes the value can be measured using the rotary disc. 
For the simpler geometrical features, the analytical formulas are pos-
sible. For example, the valve leaflet could be estimated as the disc half 
with radius 𝑅, whose value calculated against the half disc edge equals 
𝐼 = 0.25 ⋅ 𝑚 ⋅ 𝑅2. As the inertial moment is the additive property, the 
composite system is the sum of the moments of inertia of its compo-
nent subsystems, only if the same axis is considered. Thus, the computer 
software products can be used for any complex geometrical features, to 

calculate the momentum of inertia, virtually dividing the geometry into 
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simpler shapes. Due to more complex leaflets’ geometrical character and 
rotational axis location, the SpaceClaim software mass tools were uti-
lized [75]. This way the inertial moment value divided by the density 
could be found, with the rotational axis coincide with the center of grav-
ity. This is called principal moment [𝑚𝑚2] [45,74]. To ascertain, that 
the used software calculates proper values, several cases where the ana-
lytical solutions are available were prepared and almost the same results 
were obtained as analytical. Then, the mean leaflet density was calcu-
lated. Is made from pyrolytic carbon (𝜌 = 1 940 𝑘𝑔∕𝑚3) and coated by 
tungsten (𝜌 = 19 300 𝑘𝑔∕𝑚3) in 20% by weight [76,77]. The below set 
of equations:

𝑚𝑡 = 0.2 ⋅𝑚𝑙

𝑚𝑙 =𝑚𝑊 +𝑚𝐶 = 𝑉𝑊 ⋅ 𝜌W + 𝑉C ⋅ 𝜌𝐶

𝑉𝑙 = 𝑉𝑊 + 𝑉𝐶

(14)

where: m - mass, V - volume, 𝜌 - density, C - pyrolytic carbon, W -
tungsten, l - leaflet, let to calculate the mean density of the leaflet, equal 
𝜌𝑙 = 𝑚𝑙∕𝑉𝑙 = 2365.6 kg/m3. Then the value of principle moment from 
SpaceClaim was multiplied by the calculated density and the principal 
inertial moment was obtained: 𝐼0 = 2.62 ⋅ 10−9 kg⋅m2. However, it was 
determined that the rotational axis is in the position located 15% of the 
valve radius from the vessel centerline (Fig. 1D, E). Thus, the Steiner’s 
law for parallel axes was used to transform the calculated moment to 
proper axis [78]:

𝐼𝑔𝑒𝑜𝑚 = 𝐼0 +𝑚 ⋅ 𝑎2 (15)

where 𝐼0 is the moment of inertia with respect to the axis passing 
through the center of mass, 𝑚 is the mass of the body and 𝑎 is the dis-
tance between the two axes. Finally, the value 𝐼𝑔𝑒𝑜𝑚 = 3.5331 ⋅ 10−9 𝑘𝑔 ⋅
𝑚2 was obtained. However, the valve motion is influenced by factors 
slowing down the motion, extending beyond the rotational inertia, and 
not possible to calculate or easily measure. These factors are, e.g., the 
friction of the mechanism, small particle deposition, impurities in the 
laboratory test rig, water settling on the valve, and leaflets mass dis-
tribution nonuniformity. Moreover, it was noticed that different val-
ues of 𝐼 were used in other works, depending on the inner diameter 
size and assumed or calculated leaflet material density (compare: [13]
8.75 ⋅10−9 𝑘𝑔 ⋅𝑚2, [79] 7.947 ⋅10−9 𝑘𝑔 ⋅𝑚2, [80] 3.99 ⋅10−9 𝑘𝑔 ⋅𝑚2, [81]
6.95 ⋅10−9 𝑘𝑔 ⋅𝑚2). Therefore, faster rotations were determined than ob-
served in the test rig. To find the proper 𝐼 constant that includes every 
factor that influence the motion, the calculated value was magnified 
with different multipliers 𝑛 > 1: 𝐼 = 𝑛 ⋅ 𝐼𝑔𝑒𝑜𝑚 until the differences be-
tween the measurement data and the numerical model were minimized. 

To assess these differences, the function F - equation (16) was prepared. 
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Fig. 7. Multivariant analysis for the model constant - moment of inertia 𝐼 : (a) - areas under the curves obtained for a given 𝐼 value; the total area 𝐴6𝐷𝑂𝐹 (𝑛) (dashed 
blue surface) was used then in function F - equation (16); (b) - function F values obtained for different multiplifiers n of the inertial moment. The value of 𝐹 = 1.0
means the same area under the curve obtained from the mathematical model and the measurement. The multiplifier value of 𝑛 = 3.125 was chosen for the analysis;
(c) - leaflets angle time courses for different n values.
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Table 2

Indicators obtained from the dynamic timestep size sensitivity analysis, related 
to the model solving time. The analysis lead to choose the model constant value 
of Δ𝜃𝑚𝑎𝑥 = 0.3◦∕𝑡𝑠, as the compromise between the computational demandings 
and the possibility of solver failure.

Δ𝜃𝑚𝑎𝑥, Δ𝜏 per cycle, Δ𝜏𝑚𝑖𝑛,
𝑐𝑦𝑐𝑙𝑒 𝑡𝑖𝑚𝑒

Δ𝜏𝑚𝑖𝑛
, computational saving,

No. deg/ts ts/cycle s - %

1 0.03 5 149 0.000 023 43 257 88%
2 0.06 2 916 0.000 046 21 493 86%
3 0.10 2 054 0.000 077 12 710 84%
4 0.20 1 417 0.000 155 6 335 78%
5 0.30 1 198 0.000 229 4 278 72%
6 0.35 1 148 0.000 268 3 653 69%
7 0.40 1 100 0.000 306 3 205 66%
7 0.45 1 072 0.000 335 2 924 63%
9 0.50 unconverged results

It was based on calculating the area under the leaflet angle courses, for 
the angles that are visible in the fast camera field of view, as presented 
in Fig. 7(a). The base area 𝐴𝑚𝑒𝑎𝑠 was calculated using the fast camera 
data.

𝐹 (𝑛) =
𝐴6𝐷𝑂𝐹 (𝑛)
𝐴𝑚𝑒𝑎𝑠

=
𝐴𝑐.𝑢.
6𝐷𝑂𝐹

(𝑛) +𝐴𝑜.𝑢.
6𝐷𝑂𝐹

(𝑛) +𝐴𝑐.𝑙.
6𝐷𝑂𝐹

(𝑛) +𝐴𝑜.𝑙.
6𝐷𝑂𝐹

(𝑛)
𝐴𝑐.𝑢.

𝑚𝑒𝑎𝑠 +𝐴𝑜.𝑢.
𝑚𝑒𝑎𝑠 +𝐴𝑐.𝑙.

𝑚𝑒𝑎𝑠 +𝐴𝑜.𝑙.
𝑚𝑒𝑎𝑠

(16)

where 𝑐. - closing, 𝑜. - opening, 𝑢. - upper leaflet, 𝑙. - lower leaflet
By considering the areas under time angle course, it was possible to 
analyze the model differences in the motion in the whole spectrum that 
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leaflets were visible at camera. If the function was based, e.g., on the 
times between certain angular states, it would omit the motion profile.

Calculation of 43 cases with different inertia multipliers in the scope 
2 ≤ 𝑛 ≤ 7 was performed. To obtain the results of the model as close to 
measurement as possible, the multiplier 𝑛 should be chosen for which 
function 𝐹 has value of 1. The results of the multivariate analysis are 
presented in Fig. 7 - the variance of the function 𝐹 together with the 
angle time courses. It was stated that the 6DOf model is quite sensitive 
in the multiplier scope 2.0 ≤ 𝑛 ≤ 2.7, then up to the maximum analyzed 
value of 7 function 𝐹 changes slowly and linearly. It is also apparent 
that when the angle time variations are compared - the angular course 
between 𝑚 = 3 and 𝑚 = 7 differs much less, than between 𝑛 = 2 and 
𝑛 = 3. In the multiplier range < 2.75; 3.5 > the results remain almost the 
same. Thus, the average value in this scope 𝑛 = 3.125 was finally chosen, 
as the model results are very close to the measurement (𝐹 value close to 
1.0) and the model is not sensitive to the errors (upper error and lower 
error) of inertial moment determination:

𝐼 = 𝑛 ⋅ 𝐼𝑔𝑒𝑜𝑚 = 3.125 ⋅ 3.5331 ⋅ 10−9 kg ⋅m2 = 1.1041 ⋅ 10−8 kg ⋅m2 (17)

The multiplier 𝑛 was chosen based on calculations performed using 
the fifth dataset. Then, the remaining four datasets were calculated with 
the same moment of inertia 𝐼 , where similar results validity should be 
expected.

When the moment of inertia is changed, the results variability pre-
sented in Fig. 7 comes from several reasons. Firstly, the higher iner-
tial moment promotes slower leaflets’ angular velocities, which comes 
straightforward from the equation (7). However, the values of 𝜔 do not 
change linearly with 𝐼 , as the equations suggest. This comes from ob-

taining different moments of force 𝑀𝑖−1, which results from the changed 
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angle of incidence. For example, during the closing phase, when the mo-
ment of inertia is lowered, the rotation calculated from equation (7)
is faster and thus the angular position is nearer to the closed state. 
Thus, the fluid hits the leaflet more perpendicularly, which promotes 
higher forces and force moments. This also promotes even faster rota-
tions. The additional factor that impacts the calculated valve motion for 
the changed inertial moment is the fact that the inflow profile is fixed 
as a boundary condition. Thus, the inlet velocity profile corresponds 
to different leaflets’ angular positions - when the moment of inertia is 
changed. This causes the production of other force moment values for 
the same inlet velocity.

7.3. Valve leaflet motion

As described in Sec. 7.2, the correction of the model constant - in-
ertial moment 𝐼 - was performed on the fifth dataset. To check the 
model validity, four other measurement sets with different flow con-
ditions were performed and solved within the prepared 6DOF model 
using the same corrected 𝐼 . As the leaflets motion resistance is inde-
pendent from the flow condition, the same results validity should be 
present for both calibration set and validation sets. The results are pre-
sented in Fig. 8 and Fig. 9. The uncertainties for the error bars were 
calculated by checking the times for which several angles (maximum 
visible, medium, minimum visible) are achieved. This was done for at 
least eight heart cycles, cause this was the minimum number of cycles 
captured for every dataset on the fast camera. Afterwards, the standard 
deviations were calculated. It is worth adding here, that very high re-
peatability of registered leaflets’ angle coursed and fluid pressures was 
achieved.

Figs. 8 and 9 present the validity of calculated leaflets angles for 
three cycles. As expected, the first heart cycle is not coincident with 
the validation data, because the proper valve starting position at the 
beginning of the simulation is unknown, thus it is always necessary to 
solve more than one cycle. The results for second and third cycle are the 
same, so calculating of two heart cycles is sufficient to ensure results 
repeatability.

The simulation results present satisfying validity with the measure-
ment data for every dataset. The level of validity does not differ between 
the momentum of inertia calibration (5𝑡ℎ data) and four remaining sets. 
Some minor differences in angle courses between the numerical model 
and measurement are observed for the lower leaflet, however they gen-
erally lay within the scope of one standard deviation. Also, very good 
validity of the opened state time and extrapolated closed state time is 
observed, and the moments where leaflets starts moving coincide well. 
One of the probable reason of differences is a sampling time for the in-
flow measurement equal 0.02𝑠 resulting from the device abilities. This 
time is quite large, comparing that the time necessary to turn from the 
fully closed to fully opened valve state (or reversely) is on the level of 
0.1𝑠. It was stated, that the inflow profile measurement accuracy is more 
important for the numerical model time angle reliability, than the pres-
sure measurement (see Sec. 7.5). Also, the uncertainty quantification 
for the model planned for the future work, will assess which parameters 
play the key role in the model validity [82].

The inertial moment for the 6DOF model was set as the same value, 
both for the upper and lower leaflet. This may be the reason why the 
angular courses deviates from the measurement data slightly more for 
the lower than upper leaflet. Possibly, the factors slowing down the mo-
tion, which extend beyond body inertia, such as mechanism friction and 
suspended deposition impurities are higher in the lower leaflet in the 
analyzed case. Performing multivariant analyzes of the inertial moment 
with allowed different multiplier values for both leaflets may let to ob-
tain even better consistence with fast camera data. However, it was not 
needed as the validity was stated as satisfactory and this will lead to in-
crease the number of cases with a square. Moreover investigating the 

multivariant analysis for the multipliers dependent on the leaflets’ an-

193
Computers and Mathematics with Applications 175 (2024) 184–201

gle, will increase the number of cases even more. Thus, a single constant 
value for the inertial moment was used.

7.4. Pressure validation

Validation of the pressure values before the valve location is pre-
sented in Fig. 10. Comparison between the numerical and experimental 
pressure results was performed for all datasets presented in Table 1. 
The numerical results are presented for the second calculated cycle. It 
was stated that numerical model presents good agreement with the test 
rig measurement also in terms of the pressure values. Some inconsis-
tency was stated in the moment, when the leaflets are moving (compare 
Sec. 7.3). This regularity is observed in the every dataset and may be 
caused both by the measurement and model errors. When the valve is 
moving, especially with fast angular velocity, the pressure is rapidly 
changing, thus it may be harder to measure (notice the gross measure-
ment errors) and calculate its value properly. Also, the pressure in the 
valve vicinity is highly dependent on the leaflets’ angular position, thus, 
even small angular inconsistency with the measurement data may cause 
visible discrepancies. However, during the most part of the heart cycles, 
the measured profiles coincide in the scope of error bars.

7.5. Simplified model results

Comparative analysis was performed for the model, where only the 
velocity time profile is introduced for the boundary condition. The out-
let section was elongated by 50 mm and the 0 Pascals gauge pressure 
boundary condition was prescribed for the outlet. The model was solved 
for the 3rd and 4th dataset. The conclusion was made that leaflet mo-
tion is governed primarily by the inflow boundary condition - the outlet 
pressure values do not have a substantial impact on the valve motion -
Fig. 11. However, when comparing the values of the pressure exerted on 
the leaflets, it was stated that the model with 0 Pa constant outlet pres-
sure lowers the leaflet pressure by an order of magnitude. Thus, for the 
reliable estimate of the valve characteristics, it is necessary to also put 
the information of the outlet pressure profile into the numerical model, 
besides the inflow profile.

7.6. Results comparison with dynamic mesh approach

The model results involving overset moving mesh method, were 
compared with other moving mesh approach - dynamic mesh. This de-
manded creation of new geometry discretization, which final form is 
shown in Fig. 12. The dynamic mesh was prepared and solved based 
on 3𝑟𝑑 dataset. This technique is based on two modules: remeshing and 
smoothing. The smoothing method moves the interior mesh nodes to 
absorb the motion. When the cell quality characteristics extend beyond 
defined acceptable values, the cells are locally remeshed, preparing a 
new tetrahedral mesh. To prepare the geometry for this moving mesh ap-
proach, the lefleat geometries were subtracted from the pipe geometry. 
The new discretization for dynamic mesh was prepared based on the el-
ement size and the number of boundary layers settings chosen based on 
the overset mesh sensitivity analysis. Thus, medium mesh settings were 
applied. The modification for this moving mesh approach was prepar-
ing the tetrahedral mesh in the valve surrounding, instead of hexahedral 
swept mesh (Fig. 12). This was done to allow a remeshing process. The 
hybrid mesh consisted of 1.200.000 mln of mixed tetrahedral+prism ele-
ments (valve region) and 0.76 mln of mixed hexahedral+prism elements 
(remaining parts).

Three different approaches were used here: 1𝑠𝑡 - remeshing+diffu-
sion smoothing; 2𝑛𝑑 - remeshing+spring smoothing; 3𝑟𝑑 - remeshing 
only, where the mesh was used without the boundary prism layer. 
The dynamic mesh model calibration was primarily setting the maxi-
mum and minimum allowable element size, the acceptable cell skewness 

limit, and the smoothing parameters which depends how far from the 
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Fig. 8. Numerical model validation, presented for five datasets. The velocity and pressure profiles measured during the experiment were applied to model as a 
boundary condition, whereas the valve upper leaflet motion, determined by numerical model, is compared with the registered during the experiment. Results are 
presented for three heart cycles. Angle 0◦ refers to the closed state, -60° to opened state.

Fig. 9. Numerical model validation, presented for five datasets. The velocity and pressure profiles measured during the experiment were applied to model as a 
boundary condition, whereas the valve lower leaflet motion, determined by numerical model, is compared with the registered during the experiment. Results are 
presented for three heart cycles. Angle 0◦ refers to the closed state, 47° to opened state.
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moving body the mesh absorbs its motion. These settings are very case-
dependent, where not only geometry but also motion characteristics 
play its role. Much effort was demanded to prepare proper settings, 

which allow both to avoid the negative cell volume error and pre-

194
pare high-quality cells with proper density. Prepared mesh in the valve 
vicinity is shown in Fig. 13. Outside the geometry region shown in pic-
ture, the hexahedral mesh was used as the one prepared for the overset 

method. Observed smoothing’ layer compression and stretching allows 
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Fig. 10. Validation of the pressure values in section before the valve. Results 
are presented for five datasets, the measurement is represented by points with 
errorbars, the numerical results are shown as continuous lines.

to remain good-quality cells, avoid negative cell volumes, and remain 
proper densification in high gradient regions.

Comparing two approaches, i.e. overset and dynamic mesh, subse-
quent remarks were done:

• The overset mesh method demands multiple tests on the compo-
nents and background mesh settings during their creation, whereas 
preparing discretization for dynamic mesh could be done only once, 
but different settings in the numerical solver have to be tested for 
dynamic mesh modules;

• In overset mesh method, a higher maximum leaflet rotation of 
Δ𝜃max = 0.45◦∕𝑡𝑠 was allowed to avoid the orphan cells and prop-
erly solve the model, where in dynamic mesh the value equal 
Δ𝜃max = 0.3◦∕𝑡𝑠 does not allow to avoid negative cell volume er-
ror, no matter what settings for mesh motion were applied. Thus, 
Δ𝜃max = 0.075◦∕𝑡𝑠 for dynamic mesh timestep size was set and used 
to solve the model with dynamic mesh method;

• When in the overset approach several orphan cells appeared, the 
solving process was not affected and residuals represents satis-
factory values. In the case of dynamic mesh, the single cell with 
negative volume causes solving termination with no possibility of 
restarting the calculation;

• The dynamic mesh method provides conservative calculations, 
where overset mesh is based on data interpolation between the 
background and component meshes. However, interpolation is not 
a problem in the case where a convergent solution is achieved [45];

• Very similar mesh motion patterns were obtained for diffusion and 
spring smoothing;

• The dynamic mesh method is more error-prone during solving, be-
cause during calibration negative cell volume appeared more often 
than overset’ orphan cells. Moreover, it was not possible to calcu-
late three heart cycles using 2𝑛𝑑 dynamic mesh approach due to the 
negative cells, however it was stated that two cycles are sufficient to 
achieve result repeatability (Sec. 7.3). Furthermore, higher accept-
able rotations in the case of overset method entail computational 
saving (See Fig. 6 and Table 2). Thus, it seems more reasonable to 
use overset meshing, especially in simulations involving multivari-
ant analyses.

• For a dynamic mesh, the number of elements belonging to the 
dynamic mesh zone changes with the subsequent timesteps. This 
change may be substantial, if the settings related to the maximum 
and minimum allowable element size are not proper. For overset 
mesh, number of elements remain almost constant - only during 
the closed valve state some parts of the component bodies exceed 
the background geometry, which leads to a slight limitation in the 

solved cell count.
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• Very similar results were obtained from both moving mesh meth-
ods - see Fig. 14. The differences possibly come from the necessity 
of producing a new mesh during every timestep, where the motion 
is present, and the presence of tetrahedral elements in the valve re-
gion. In the case of overset method, constant meshes are present, 
only the donor-receptor pairs changes with motion. The highest 
differences were noticed in the model where remeshing was used 
without smoothing (3𝑟𝑑 model), however here it was necessary to 
use a mesh without boundary layer and this is the most possible 
reason of differences. For the overset, 1𝑠𝑡 and 2𝑛𝑑 dynamic mesh 
approaches, any visible motion discrepancies are visible only for 
the upper leaflet during the closing stage.

7.7. CFD results and valve performance indicators

The described numerical model can be used for clinical purposes, 
as for deciding which artificial valve type, the configuration diameter 
will work best in the specific patient vasculature. Also, multivariante 
analyzes can utilize the model and be performed to determine the most 
appropriate constructions.

In this section, some typical indicators for artificial valves, com-
monly used in the clinical practice, were described and determined. The 
results with the overset mesh applied was used for this purpose. Note 
that some of the quantities will be highly dependent on the patients 
specific geometry and blood flow conditions, however, the tendency as 
for the regurgitation gradients and effective orifice area should present 
regularity for the same prosthesis construction. To assess how the blood 
flow specifics influence onto indicators, five datasets numerical results 
were used for the calculation of the indicators. Part of the results de-
scribed in this section, as wall shear stresses and pressure gradients at 
leaflets’ walls, are not measurable and possible to determine only via 
CFD calculations.

In this research the hemodynamic quantities were determined. The 
prosthetic valve usage has to be also considered based on their durabil-

ity and biological response to the implant [76,83]. The former aspect is 
related to the structural mechanics and material properties, which influ-
ence the susceptibility of the leaflets and housing to erosion, resulting 
from the cavitation caused from negative pressure transients [76]. The 
latter will be investigated in future authors work by implementation of 
hemolysis models, as well as mass transport analysis [84,85].

The artificial valve should not disturb the proper functioning of the 
cardiac system. Thus, the pressure gradient across the valve should be 
as small as possible. Larger pressure gradient values may indicate a neg-
ative influence on the cardiac output, inhibiting pumping of the proper 
blood amount and more heart workload [76].

The pressure drop was calculated between two points located on the 
centerline, 3.5 mm before the valve and 3.5 mm behind (Fig. 15). The 
curve monotonicity is concurrent with the inlet velocity profile. Visible 
oscillations are present during the moments when the valve is moving, 
and are more apparent when the valve becomes fully closed or fully 
opened. The pressure drop peak was maximum for the 3𝑟𝑑 dataset and 
equals 0.40 kPa, where the mimimum peak equal 0.31 kPa was present 
in 4𝑡ℎ dataset. The exemplary curves for mentioned dataset models are 
presented in Fig. 15. Achieved results are close to the validated pressure 
drop values in [37,86–88], where pressure drops were on the level of 0.2 
kPa to 1.0 kPa, dependent on the inlet velocity profile and vasculature 
geometry.

The blood flowing through the cardiac system exerts forces and 
stresses on the vessels and valves. They can be divided into two com-
ponents: normal stress - pressure, and tangent stress - called wall shear 
stress (WSS). WSS values should fall below the appropriate limits, as 
too high shear stress (>40 Pa) may cause direct endothelial injury, and 
too low (<0.4 Pa) may lead to the arteriosclerotic plaque [89]. In the 
case of implanted valves, there is some risk of thromboembolism and 
thus patients are on long-term anticoagulant therapy [76,90]. The WSS 

in the valve vicinity is related to blood cell lysis and activation, which 
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Fig. 11. Comparison of the leaflets angle time profiles, for the model including and excluding the outlet pressure variation in the input data. The differences in 
determined valve motion are negligible.

Fig. 12. Hybrid mesh prepared for the dynamic mesh approach, to compare the results obtained using overset method: (a) - outer mesh, (b) - cross-section through 
domain with visible gap in the fluid region created by the valve prosthesis.

Fig. 13. Cross-section of the mesh prepared for the dynamic mesh approach: (a) the initial state, prior to the valve motion in domain, (b) the opened valve state 
with stretched boundary layer, (c) the closed valve state with compressed boundary layer. The remeshing process resulted in slightly decreased mesh density and 
the smoothing process visibly changed the thickness of the prism boundary layer, however the mesh quality was not deteriorated.
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results in thrombi deposition in regions with stagnated flow [91]. De-

spite advances in hemodynamics, medical equipment and replacement, 
the problem of hemolysis, thrombus deposition and cavitation bubbles 
is still present with mechanical valves. High and low pressure values are 
present on both leaflets’ sides at the edges, especially when the closed 
or opened state is achieved. The highest leaflets’ pressure gradient, cal-
culated as the difference between the maximum and minimum pressure 

196
exerted at their walls, was present during the maximum inlet velocity 
and was on the level of 2.5 kPa - see Fig. 16. Presented longitudinal 
and transverse cross-sections indicate high gradients, which could be 
successfully calculated with the described numerical mesh.

The WSS values are high in the time of increased inlet velocity and 
from the moments when the valve starts to close. The maximum value 

equals 54 Pa and it was achieved for the 2𝑛𝑑 dataset. As can be seen 
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Fig. 14. Valve motion determined by the numerical model, with different moving mesh approaches applied. The overset approach result was compared here with 
results obtained by three different modules of dynamic mesh used instead. It is presented that only the result from the 3𝑟𝑑 approach (i.e., remeshing only) is disparate; 
however, this might be caused by the lack of prism boundary layer in this model.

Fig. 15. Pressure drop past the valve prosthesis, calculated between two central points shown at the inset. Marked time intervals correspond to the valve closing 
phase. The pressure drop starts increasing when the fully closed valve state is achieved.

Fig. 16. Pressure gradient on the valve leaflets walls. The contours are presented for the time instant corresponding to the highest gradient. It is observed that in the 
region where fluid attacts the sharp surface, high pressure gradient is present; this might cause cavitation and leaflet deterioration over time.
197
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Fig. 17. The maximum wall shear stress on the valve walls, presented for all datasets, and correlated with the maximum inlet velocity. The contours presents the 
WSS during the closed and opened valve state. During the closed state, high values and gradients of WSS are present due to high fluid velocity, whereas for the closed 
state, WSS represents low values due to flow stagnation.
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in Fig. 17, where the maximum wall shear stresses were correlated with 
the maximum inlet velocity in a given dataset, there is clear directly pro-
portional dependence between the mentioned variables. Also, the values 
are higher for the lower leaflet for all datasets, which may be due to the 
upper leaflet is closer to parallel during opened state. As mentioned, 
high WSS values contribute to blood damage, lysis and platelet activa-
tion. This can happen when the values are on the level of 150-400 Pa 
[92], however, in the case of the presence of a foreign solid surface, 
much lower WSS values can cause hemolysis.

A common indicator used in the assessment of the aortic valve perfor-
mance is the Effective Orifice Area (EOA). This coefficient is the measure 
of the effective valve opening during the forward flow phase and de-
termines how well a valve design utilizes its primary orifice area. It 
is related to the degree to how the prosthesis itself obstructs the flow 
[76,93,94]. It can be calculated both experimentally and using sim-
ulation results, with an equation described by Gabbay, based on the 
principle of energy conservation [94]:

𝐸𝑂𝐴 =
𝑄𝑅𝑀𝑆

51.6
√
Δ�̄�

(18)

where 𝐸𝑂𝐴 - effective orifice area (cm2), 51.6 - gravitational constant, 
�̄� - mean systolic pressure drop (mmHg) and 𝑄𝑅𝑀𝑆 - root mean square 
of the systolic flow rate (ml/s):

𝑄𝑅𝑀𝑆 =

√√√√1
𝑛

𝑛∑
𝑖=1

𝑄2
𝑖

(19)

where 𝑄𝑖 is the 𝑖-𝑡ℎ measured mass flow rate value within the systolic 
phase of the heart cycle.

Valve stenosis results in low EOA values, resulting from the higher 
pressure loss and increased heart workload. The bileaflet type mechan-
ical valve construction overcomes the drawback of low EOA values 
related to former mechanical valve types - caged-ball and ball-and-cage 
[93]. The EOA typically falls between the values 1.04 − 4.05 cm2 [76]. 
For the same construction type, it is proportional to the valve diame-
ter and may vary in patients [95]. The measured value by [95] for the 
St Jude Medical® bileaflet valve equals 2.08 cm2 and 3.23 cm2 for size 
21 mm and 25 mm, respectively. The calculated average value from five 
datasets simulations performed in our research was equal 2.73 cm2 with 
standard deviation 0.05 cm2, which indicates the appropriate prosthesis 
performance and almost constant EOA value, regardless what pressure, 
flow and cycle time conditions were applied.

Fig. 18 presents the velocity pathlines for 5𝑡ℎ dataset model. Five 
different time instants were considered: the moment when the valve 

started to open (0.312 s), the opening completion (0.429 s), the max-
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imum inflow time (0.666 s), the closing start-up (0.128 s) and closing 
completion (0.189 s). As can be observed, the pathlines in the valve 
vicinity form irregular vorticity-like patterns, especially when the valve 
is moving. In the distance of several pipe diameters, the flow field be-
comes regular, no matter what leaflet angular positions are. During the 
opened state, a stable three-jet flow is achieved and remained, which 
can be stated by comparing 0.429 s and 0.666 s time stamps contours. 
During the closing, startup, and closed states, some minor regurgitation 
can be observed. Here, the velocity values are higher when the closing 
is completed, due to a small area of the leakage gap. Therefore, the re-
gurgitation is not substantial, due to the fact that already small reversed 
velocity values instantly provoke valve closing, and the leakage area is 
small.

Fig. 19 presents the pressure exerted on the valve leaflets walls and 
the pressure gradient through the valve, on its vicinity, for 5𝑡ℎ dataset 
model. High gradients of the fluid pressure are observed, especially for 
the opening startup (0.312 s) and closing completion (0.189 s). The pres-
sure values increasing or decreasing in the flow direction, indicate on 
the turn of the valve angular motion, i.e. opening or closing, accord-
ingly. High pressure gradients are present on the leaflet walls in all time 
instants, resulted from the small flow gaps and also the fluid flowing 
around the sharp edges.

8. Summary and discussion

This paper presents the numerical model with in-house approach for 
FSI, for modeling structures rotating by the influence of fluid flow, as 
one-, two- or three-leaflet artificial valve. Two different moving mesh 
modules: overset mesh and dynamic mesh, were used and compared. 
Such comparison for artificial valves was not previously published. For 
the same mesh densities, both methods presented similar results, how-
ever the dynamic mesh method was more error-prone and demanded 
greater computational time due to the lower allowable mesh deforma-
tion per timestep. The model is realized in terms of six degrees of free-
dom rigid body motion. The novel approach for dynamic timestep sizing 
was here used and described, with analysis of different dynamic timestep 
constant values and it can influence onto solving time and moving mesh 
operation. Implementation of the module calculating timestep size ap-
propriate to the determined leaflet velocity improved considerably the 
solver stability, moving mesh operation, and significantly reduced solv-
ing time by 72%.

The simulation results were validated with test rig measurements. 
The fast camera images were processed with usage of prepared appli-
cation in Python OpenCV environment. The leaflet angle time courses 

determined by the numerical model fits the measurements within one 
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Fig. 18. Pathlines of velocity magnitude for model results of the 5𝑡ℎ dataset, presented for five different time instants. The valve motion causes visible eddies, whereas 
for the opened valve state, the three-jet flow can be observed.

Fig. 19. Contours of the pressure exerted on the valve walls and on its central longitudinal section. Presented for model results of the 5𝑡ℎ dataset for five different 
time instants. Higher pressures before the valve promote its opening, whereas higher values past the valve promote its closing.
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standard deviation, also good agreement was observed for the validated 
pressure values before the valve.

Multivariante analysis was performed considering the constant of 
the 6DOF model, the momentum of inertia. The model was shown to be 
quite insensitive to the momentum of inertia error, since the change in 
value at the level of ±40% did not affect significantly the valve leaflets 
angular motion, also even with less impact on other CFD characteristics.

The CFD results and the determined valve indicators indicate a 
proper valve operation in terms of effective orifice area, pressure drops, 
and regurgitation. Some typical phenomena for mechanical bileaflet 
valves are present, such as the rapid decrease of pressure exerted on 
leaflets’ walls and high shear stresses that could effect in the cavitation 
bubbles or blood cell lysis, accordingly. The maximum pressure drop 
was on the level of 0.4 kPa. High gradients of pressure and WSS were 
present on the leaflet walls. The calculated EOA value indicated on the 
proper valve performance.

Interested readers are referred to the animations attached in the Ap-
pendix repository, where are depicted the valve motion, moving mesh 
operation, and fast camera images.
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