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A B S T R A C T

Correction of antenna far-field measurements performed in uncontrolled environments is a challenging problem. 
Non-anechoic sites, while cheap compared to professional laboratories, suffer from poor propagation properties 
due to multipath interferences and noise from external sources of electromagnetic radiation. Direct measure
ments in such conditions are ineffective for drawing meaningful conclusions on antenna performance. The 
quality of obtained responses can be significantly enhanced through application of appropriate post-processing 
approaches. Unfortunately, performance of available techniques is subject to experience-based adjustment of 
algorithm-specific setup, often aided with rule-of-thumb solutions determined based on rudimentary experi
ments. In this work, limitations of existing manual, or semi-manual approaches to post-processing setup are 
showcased in contrast with an unsupervised tuning that employs rigorous numerical optimization. The proposed 
framework automates the determination of correction settings based on analysis of discrepancy between the 
refined antenna measurements against the responses obtained from electromagnetic simulations. It is the first 
deterministic, numerically-driven tool tailored for post-processing of data obtained in non-anechoic environ
ments while eliminating the need for cognitive experimentation. A thorough evaluation of the method was 
performed in two test sites, incorporating five different setups and five correction techniques, for a total of 1250 
experiments executed across 25 independent frequencies of interest and three antenna structures. Benchmark 
results that demonstrate usefulness of automatic setup adjustment when compared to rule-of-thumb methods are 
also provided.

1. Introduction

Measurements represent one of the key steps in the development of 
antennas. Their primary objective is accuracy validation of the elec
tromagnetic (EM) simulation models used in the course of structure 
development. The comprehensive assessment of performance figures is 
aimed at examining the real-world behavior of antenna prototypes. The 
responses of interest typically encompass electrical characteristics such 
as reflection, and/or isolation between radiators, as well as field-related 
attributes like radiation pattern, or axial ratio [1,2]. The electrical 
behavior can be explicitly validated using, e.g., vector network ana
lyzers (VNA), whereas extraction of the field-related responses is typi
cally based on a series of measurements carried out in a dedicated 
laboratories where strict control over propagation conditions is 
maintained.

The assessment of microwave antenna radiation performance 

typically involves either near-field [3–5], or far-field [6–8] analysis. 
Methods that belong to the second category are arguably more 
straightforward to implement, require less intricate setups, and provide 
a good representation of real-world conditions. A typical representation 
of far-field antenna measurement system is a two-port network that 
consists of the antenna under test (AUT) and a reference antenna (RA) 
separated by the wireless propagation medium. The radiators are 
installed on dedicated positioning towers that maintain their appro
priate angular alignment [8]. The setup also includes active equipment, 
interconnection cables, and appropriate software for data acquisition 
and visualization [8,9].

Fidelity of RA-AUT transmission measurements carried out through a 
wireless medium is subject to deterioration resulting from dynamic 
propagation conditions [8–11]. The latter ones include environmental 
factors (e.g., temperature variations, humidity, free-floating contami
nants, etc.), as well as multi-path interferences, EM noise from external 
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radiation sources, or thermal noise [12]. To mitigate these issues, RA- 
AUT system is normally installed in expensive, professional facilities 
that maintain strict control over the propagation environment [8]. Ex
amples include anechoic chambers (AC), compact antenna test ranges 
(CATR), complex antenna lattices with plane-wave generators, and 
others [8,13–17].

Although professional facilities are considered crucial for 
certification-grade antenna tests, high cost of their construction and 
maintenance seems to be unjustified if the main goal of measurements is 
to support less demanding applications such as teaching, or budget- 
constrained research. For the mentioned scenarios, practical under
standing of validation-related practices or rough verification of proto
type designs take precedence over high accuracy. Furthermore, 
expensive infrastructure is often discouraged for unskilled personnel, 
making laboratory-grade facilities primarily intended for professionals.

The cost of far-field experiments can be substantially reduced by 
neglecting control of the propagation conditions in favor of measure
ments in non-anechoic regime [9,10,12,18]. Examples include in-door 
locations such as office rooms, hallways or passages, but also out-door 
environments that include yards, roofs, parks, etc. Due to lack of 
mechanisms for suppressing interferences and EM noise, direct mea
surements performed in uncontrolled conditions are of little-to-no use 
for drawing conclusions about the far-field AUT performance 
[10,19,20]. However, useful part of the RA-AUT transmission, also 
referred to as Line-of-Sight (LoS) signal, can be extracted from noisy 
responses using suitable post-processing algorithms. The latter facilitate 
the use of non-anechoic tests as a cost-efficient alternative to profes
sional measurements.

Significant research efforts have been directed towards enhancing 
the accuracy of antenna measurements in non-anechoic environments 
[10,18,21–28]. Popular group of correction approaches involve multi- 
frequency experiments that comprise two key steps: (i) measurement 
of the RA-AUT transmission over a specified bandwidth around the 
frequency of interest and (ii) post-processing of the responses—either in 
the frequency or time domain—to separate the direct transmission from 
interferences. Existing frequency-based techniques refine the fidelity of 
antenna far-field characteristics through extraction of causal far-field 
responses represented using Chebyshev polynomials [23], matrix- 
pencil decomposition, or Gabor schemes [9,22,26]. Another group of 
methods involve post-processing of time-domain impulse responses 
derived from frequency measurements using appropriate kernels 
[9,11,28]. The latter ones are adjusted to augment the LoS fraction of the 
response while attenuating its unwanted components. Upon correction, 
the refined time-domain data are transformed back into the frequency 
domain, enabling the extraction of radiation patterns.

The outlined correction methods are primarily demonstrated using 
high-gain antennas [9]-[12,21–23,25], idealized conditions that include 
anechoic chambers (or semi-ACs) with installed reflective surfaces 
[9,15,22,23,29–31], or EM simulations [32–35]. For the former, 
achieving accurate performance reconstruction is considered less of a 
challenge when compared to uncontrolled environments [20]. Another 
problem is that the fidelity of refined responses is not only tied to 
propagation conditions within the test setup at hand, but also precise 
tuning of algorithm parameters [9,10,18,20,32]. For multi-frequency 
approaches, the bandwidth, sweep around the frequency of interest, 
and kernel/basis functions settings are considered of high importance 
[9,18]. The existing literature mainly addresses the tuning issue through 
heuristic solutions such as rules-of-thumb, also aided by visual inspec
tion of pre-processed responses rather than more formal numerical 
procedures [9,10,23,36]. This reliance on cognitive techniques makes 
determination of appropriate post-processing setup a challenging and 
time-consuming process. Consequently, manual or semi-manual 
methods are not only prone to failure, but also unsuitable when 
enhancement of non-anechoic measurements is considered for en-masse 
experiments [9,20,37].

Recent advancements in multi-frequency measurements include 

methods that aim to automatically calibrate post-processing algorithms 
based on the propagation conditions [20,38,39]. The algorithms pri
marily involve a detailed analysis of the impulse responses or power 
spectra in the time domain to differentiate and retain the signal portion 
corresponding to LoS transmission while minimizing the impact of the 
unwanted components. The mentioned approaches are oriented towards 
adapting the kernel function intervals through comparative analyses of 
antennas with established responses, evaluation of impulse response 
properties, or using filtering kernels with adaptively tuned parameters 
[12,20,38,39]. The approaches proved useful for obtaining high-quality 
measurements while shifting the burden related to adjustment of post- 
processing algorithms from the engineering-insight (predominantly 
involving cognitive, manual tuning) to numerical methods. Further
more, the methods have been successfully validated in uncontrolled 
environments, also using small antenna structures that poses additional 
challenge for correction due to low-gain and hence low signal-to-noise 
ratio of conducted measurements. Despite the demonstrated useful
ness, the mentioned methods still share a limitation inherited from older 
approaches, i.e. the reliance on rules-of-thumb for determining the 
bandwidth and resolution of the frequency sweep around the frequency 
of interest. At the same time, more recent findings suggest that appro
priate tuning of post-processing setup according to frequency of interest 
might notably affect the fidelity of corrected responses [39].

In this work, we reassess the rule-of-thumb-based approaches for 
determination of bandwidth and frequency resolution of non-anechoic 
antenna measurements through quantitative analyses. We provide a 
detailed discussion of shortcomings associated to experience-based 
correction setup which represents the motivation behind development 
of a framework for unsupervised tuning of the relevant parameters. The 
proposed method offers fully automatic selection of the bandwidth (and 
suitable resolution) using rigorous numerical optimization oriented to
wards fitting the refined non-anechoic measurements to appropriately 
scaled EM simulation responses. The approach has been thoroughly 
evaluated in two test-sites using three antenna examples and a total of 
five multi-point methods that involve both time- and frequency-domain 
correction. Overall, a total of 1250 experiments have been performed at 
25 independent frequencies. The obtained results quantitatively 
demonstrate the impact of unbiased performance tuning on the quality 
of correction for both modern [12,39], and well-established post-pro
cessing mechanisms [9,44]. Additionally, it is showcased that the 
optimal bandwidth around frequency of interest may not only be 
affected by the selected antenna type, but also its frequency of operation 
and the propagation conditions in the test site at hand. To the best of our 
knowledge, the proposed framework is the first approach that neglects 
reliance on cognitive (i.e., manual and/or rule-of-thumb-based) mea
surements in favor of adjusting the correction parameters in a fully 
deterministic manner using rigorous numerical techniques. The 
approach not only contrasts with well-accepted procedures for responses 
correction tuning, but also represents a notable advancement in terms of 
improving their performance, especially for measurements conducted in 
uncontrolled environments [20,38,39,44]. Main contributions of the 
work include: 

• Demonstration, based on experiments, that the appropriate setup of 
correction algorithms is subject to the selected AUT, operational 
conditions, as well as frequency of interest;

• Development of a framework for automatic optimization of post- 
processing setup based on relaxed comparisons against uniformly 
scaled EM simulation models;

• Extensive validation of the framework in terms of applicability to 
algorithm-independent operation and usefulness for unsupervised 
improvement of correction performance;

• Empirical demonstration that optimized post-processing settings are 
not interchangeable between the test sites.

The structure of the paper is as follows. Section 2 consists 
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formulation of the problem, a thorough discussion of challenges asso
ciated with the cognition-driven post-processing setups, and description 
of the proposed framework for automatic adjustment of correction set
tings. Section 3 provides a brief discussion of multi-frequency post- 
processing algorithms used for comparative analyses. Experimental re
sults are presented in Section 4. Section 5 provides a thorough discussion 
of the results generated using the proposed method with emphasis on 
comparisons against the conventional setups and cross-test-site evalua
tions. Evaluation of method robustness through analysis of variance, as 
well as discussion concerning potential limitations of the method are 
also considered. Finally, Section 6 concludes the work and outlines 
potential directions for future research.

2. Methodology

An algorithm for automatic adjustment of correction setup for far- 
field measurements performed in non-anechoic conditions is pre
sented. The section contains formulation of the design problem, dis
cussion of the challenges associated to post-processing with rule-of- 
thumb-based setups, as well as explanation of the proposed tuning 
method. To make the paper self-contained, a brief summary of the post- 
processing algorithms used in this study is contained in Section 3.

2.1. Formulation of the problem

Let Ru(ω, θ, φ, ρ) be a matrix of complex, uncorrected transmission 
responses obtained between the RA-AUT system components in uncon
trolled environment. The parameter vectors ω = [ω1 … ωk]T (k = 1, …, 
K), θ = [θ1 … θa]T (a = 1, …, A), φ, and ρ denote sweep around the 
frequency of operation f0 = (ωK – ω1)/2, elevation- and azimuth-related 
coordinates of AUT w.r.t. RA, and polarization-oriented rotation of RA. 
A conceptual illustration of the rotation planes for the available mea
surement system is shown in Fig. 1 [20,38]. In this study, data acqui
sition is performed only in a single plane (φ = 0 or φ = π/2; depends on 
the AUT type) for co-polar operation (ρ = π/2), which simplifies the 
notation. Hence, Ru = Ru(ω, θ) = Ru(ω, θ, φ, ρ = π/2) can be defined as a 
K × A matrix of the form: 

Ru(ω, θ) =

⎡

⎣
Ru(ω1, θ1) ⋯ Ru(ω1, θA)

⋮ ⋱ ⋮
Ru(ωK, θ1) ⋯ Ru(ωK, θA)

⎤

⎦ (1) 

It is worth noting that the frequency step and bandwidth around f0 
are given as δω = ωk – ωk–1 and B = ωK – ω1, respectively. The correction 
process is oriented towards determination of Rc = Rc(f0, θ) response 
which approximates the anechoic chamber measurements based on 
appropriate post-processing of responses obtained in the uncontrolled 
environment. For frequency-based algorithms the Ru → Rc 

transformation can be obtained using the following generic framework: 

1. Measure Ru(ω, θ) in uncontrolled environment, set a = 1;
2. Obtain Rc(ω, θa) from Ru(ω, θa) using the selected correction method 

(cf. Section 3);
3. If a < A, set a = a + 1 and go to Step 2; otherwise extract Rc(f0, θ) 

from Rc(ω, θ) and END.

For one-shot experiments—i.e., measurements performed in uncon
trolled environment only once per each RA-AUT rotation angle—the 
correction in Step 2 can be performed in time-, or frequency-domain. 
The far-field responses fidelity is subject to appropriate configuration 
of the selected post-processing routine. This setup is typically deter
mined in cognitive manner based on rule-of-thumb approaches.

2.2. Challenges related to post-processing with cognitive setups

Post-processing performance is subject to determination of suitable 
algorithm-specific hyperparameters (also referred to as setup, parame
ters, or settings). For multi-frequency routines the most important ones 
are bandwidth B around f0 and step δω. The latter one is associated with 
the overall number of frequency samples K used for correction (cf. 
Section 2.1). In the literature, the bandwidth is often bound from below 
based on analysis of the delay between LoS signal and its shortest 
identified (or expected) interference [9,10,18,22,26]. In [9], the lower 
limit is estimated as Bmin = (d2 – d1)/ν, where d1 and d2 represent 
physical measurement of the RA-AUT distance and the shortest expected 
path of reflected signal; ν denotes the speed of light in vacuum [20]. 
Another popular method involves determination of bandwidth based on 
visual inspection of the RA-AUT responses in time domain [9,10]. The 
method boils down to calculation of Bmin = 1/(t2 – t1), where t1 and t2 
represent peaks associated with LoS and non-LoS (i.e., multi-path in
terferences, and/or noise) transmission. Alternatively, Bmin = ν/(βA) is 
suggested in [20], where β = 3 is the scaling coefficient determined 
based on a set of experiments and A represents the size of AUT at hand. 
The argument behind maintaining broader bandwidth for small, low- 
gain antennas is their lower signal-to-noise ratio which might require 
narrower time sweep δt = 1/B to capture the “dynamics” of the envi
ronment and its effects on corrected measurements fidelity [20].

Estimation of the frequency step (or the number of samples K over B) 
is limited to rudimentary rules-of-thumb. Arguably, the main reason is 
their limited effect on correction performance when compared to 
bandwidth. The recommended steps δω vary from sub-MHz up to a few 
MHz [9,10,22]. The main argument behind determination of specific 
sweep is that the number of points must be large enough to capture the 
contribution of signal and interferences on the RA-AUT response while 
mitigating the effects of aliasing (the latter is deemed important for 
time-domain-based methods). In [20], K of around 200 is suggested as 
suitable to capture environmental dynamics (assuming that relatively 
short separation between the measurement towers is maintained).

Cognition driven selection of discussed parameters is subject to 
challenges that include: (i) difficulties in identification of LoS and non- 
LoS signals, (ii) lack of clear guidelines concerning choice of bandwidth, 
as well as (iii) variability of setups with test environments and (iv) fre
quencies of interest. The guidelines concerning determination of band
width based on physical measurements within the test site are not only 
prone to failure but also assume that properties of the propagation 
environment are well understood by the engineer involved in the ex
periments (clearly, that does not have to be the case) [20]. Evaluation of 
the bandwidth based on visual inspection of time-domain response also 
requires experience. Also, it is hindered for phase-less signals due to 
difficulties in unequivocal discrimination of delays between LoS and 
reflected signals [20]. As it comes to determination of appropriate 
bandwidth for correction, there seem to be no apparent consistency 
between recommendations from the literature [10,20,22]. For instance, 
adjustment of B to the correction method of choice varies from Bmin to 

Fig. 1. Block diagram of the measurement setup with emphasis on rota
tion planes.
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10Bmin in [9]. At the same time, ~3Bmin is selected in [10] with no clear 
justification. Also, there seem to be no evident (or unequivocally 
proved) connection between adjustment of bandwidth according to AUT 
aperture and peak-to-peak delays [20].

Most of the literature-based recommendations are derived based on 
experiments in idealized conditions that include measurements of an
tennas in ACs with introduced reflective sheets, or reverberation en
closures [9,10,21,22,23,25,28]. Consequently, adaptation of these 
setups to uncontrolled environments might poses additional challenges. 
Recent findings indicate that optimum setup varies with f0 which might 
necessitate its re-set for each experiment [39]. The latter is difficult 
given no feedback on the fidelity of post-processed antenna responses 
(the main assumption is that AC measurements of the AUT are not 
present as their availability would contradict the entire concept of post- 
processing). Consequently, parameters considered suitable for correc
tion at one frequency might be sub-optimal at another. Furthermore, 
recommendations concerning selection of frequency points for post- 
processing seem to be inconsistent. As already mentioned, specific 
step-size values are selected to mitigate the effects of aliasing while 
capturing the relevant changes of the response (predominantly in time- 
domain) [9,10,26]. At the same time, the findings of [20] suggest that 
aliasing is of lesser concern when measurements are performed in un
controlled conditions due to being encompassed by noise resulting from 
the dynamics of propagation environment. The above discussion in
dicates that the main bottleneck in cognition-driven determination of 
post-processing setup involves determination of parametric recom
mendations based on specific case studies rather than rigorous evalua
tions. From this perspective, rules-of-thumb from the literature are not 
generic, but rather tailored to specific testing environments and/or 
antennas.

The challenges concerning selection of suitable setup for post- 
processing of non-anechoic measurements are illustrated in Fig. 2, 
where changes of identified LoS-to-non-LoS delays as a function of fre
quency and the selected AUT are demonstrated. Fig. 3 shows variations 
of the corrected responses fidelity for time-domain post-processing (cf. 
Section 3.1) as functions of f0 and B, as well as B and K, respectively, 
indicating multi-modal and non-differentiable character of landscapes. 
Difficulties associated with selection of correction setups, as well as 
inconsistency between tuning methods imply that reliability of mea
surements post-processing is a subject to substantial engineering expe
rience. From this perspective, a reliable correction of antenna responses 
obtained in non-anechoic environments remains an open problem.

2.3. Automatic adjustment of measurement setup

Automatic adjustment of measurement setup involves numerical 

optimization of algorithm-specific parameters. When evaluation of far- 
field radiation patterns is considered, it is desired to formulate the 
problem as a curve-fitting task. As already mentioned, the main 
assumption behind post-processing of non-anechoic experiments is lack 
of AC-based AUT responses. Having that in mind the objective function 
can be formulated so as to minimize the discrepancy between the refined 
non-anechoic responses and their corresponding EM simulation char
acteristics. Unfortunately, EM models are often subject to multiple 
simplifications that do not fully reflect the behavior of prototype de
signs. Performance of the latter is also altered by a range of uncertainties 
resulting from, e.g., manufacturing tolerances, manual assembly of 
connectors (including adjustment of location and soldering), inconsis
tent positioning of the antennas, or the test setup itself. The consequence 
is that the discrepancies between simulated responses and corrected 
measurements are often substantial which might hinder optimization. 
Here, the mismatch between EM and corrected responses is reduced 
based on uniform scaling of the former performed in the course of the 
setup optimization. Such approach re-formulates the problem so as to 
retain the desired shape of the response while suppressing the effects of 
level-over-angle discrepancies on the outcome of correction. Additional 
challenge is related to the mentioned complexity of functional land
scape, which puts stringent requirements upon numerical methods that 
can be used for optimization (cf. Fig. 3). Here, appropriate combination 
of setup parameters is sought as a result of derivative-free optimization 
[40,41].

Let x  = [B K]T denote the setup for post-processing algorithm of 
choice (cf. Section 3). Then, let Rc(f0, θ) = Rc(x, f0, θ) = Rc(x) be the 
corrected response obtained for the given vector of hyperparameters x. 
The goal of setup adjustment is to obtain x* for which Rc provides 
approximation of the AC-based radiation pattern response with an 
acceptable fidelity. The problem is given as: 

x* = argmin
x

(eR(Rc(x),α(x)Rs ) ) (2) 

where Rs = Rs(f0, θ) is the EM simulation data and eR(Rc(x)) = eR(Rc(x), 
R0(x))—here, R0(x) = α(x)Rs—represents a similarity metric between 
the corrected and reference response R0 expressed in terms of the root- 
mean-square-error: 

eR(Rc(x) ) =

(
1
A
∑A

a=1

(
R0
(
f0, θa

)
− Rc

(
x, f0, θa

) )2

)0.5

(3) 

It should be emphasized that, although R0 in (3) refers to EM simu
lations when optimization of x is considered, the parameter can also be 
used to denote antenna measurements performed in anechoic chamber. 
This is clearly indicated in Section 4 where numerical validation of the 
proposed framework is performed. The multiplicative component α in 

Fig. 2. Manual adjustment of post-processing setup for: (a) directional and (b) 
omnidirectional AUT. Lack of consistency between LoS (red) and non-LoS 
(black) peaks at different center frequencies (–), (– –), (•••) hinders determi
nation of suitable bandwidth based on visual inspection of the response prior to 
measurements.

Fig. 3. Visualization of error eR (see Section 2.3) between corrected non- 
anechoic responses and AC-based measurements as a function of: (a) band
width and center frequency (K = 201) and (b) bandwidth and frequency sweep 
granularity (f0 = 3 GHz). The correction results have been obtained using 
method of Section 3.1 with composite kernel.
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(2) ensures vertical scaling of the EM-based response in the course of the 
optimization process. It is extracted as a solution to the following least- 
squares problem: 

α(x) = (RT
s Rs)

− 1RT
s Rc(x) (4) 

In practice, the scaling of EM responses in (3) is performed at each 
design x obtained during minimization of (2). The rationale here is to 
ensure that the tuning process is oriented towards increasing the overall 
resemblance between the corrected and reference responses rather than 
matching their angle-specific amplitudes. Overall, the process allows to 
narrow-down the close-to-optimum setup and further exploit the search 
space to improve the responses. The proposed curve-fitting mechanism 
can be summarized as follows (see Fig. 4 for conceptual illustration): 

1. For the given x , and correction method of Section 3 obtain Rc(x);
2. Find uniform scaling coefficient α(x) for Rs by solving (4);
3. Calculate R0(x) = α(x)Rs and evaluate the error (3).

The above-outlined procedure is embedded into the optimization 
loop (2) in order to determine desirable setup for the correction algo
rithm of choice. It should be noted that, due to “dynamics” associated 
with scaling of reference responses, as well as non-differentiable char
acter of the search space (cf. Fig. 3), minimization of (2) is challenging. 
Here, the task is performed using a pattern search algorithm outlined in 
Section 2.4 [40]. To mitigate the risk of getting stuck in poor local op
timum, the optimization process is re-set from several starting points 
evenly selected within the design space.

A practical challenge concerning adjustment of bandwidth and fre
quency sweep is that the optimum values cannot be reliably determined 
a priori. The problem can be mitigated either by measuring the RA-AUT 
transmission over a wide bandwidth with a high granularity of points 
(useful e.g., for broadband structures), or by selecting relatively con
servative bandwidth. The latter method might involve additional ex
periments when the optimized design is identified at the upper bound 
for one or more parameters. Here, broadband measurements are 
considered as they involve little overhead in terms of the time required 
for data gathering while ensuring that the required data points are ob
tained in one shot.

2.4. Derivative-free optimization engine

Minimization of (2) is performed using a pattern search heuristic 
[40]. To ensure self-consistency, a brief description of the considered 
optimization engine is provided here. Pattern search is a local method 
that iteratively seeks for the optimum design, i = 0, 1, …, I, through 

evaluation of candidate solutions around the best available design x(i) 

according to pre-determined rules. The routine used in this work embeds 
two mechanisms for identification of promising solutions, i.e., line and 
local search.

Line search involves evaluation of positive perturbations X = {x1, …, 
xd}, d = 1, …, D, around x(i) according to the given objective function U 
= {U1, …, Ud}, where Ud = U(xd) = U(R(xd)) on a fixed grid that de
termines resolution of the optimization (here, D denotes the dimen
sionality of x). The perturbed designs are given as xd = x(i) + hd, where 
hd = [0 … qd … 0]T; the sizes of perturbations w.r.t each dimension q =
[q1 … qd] are predefined. The objective function values of perturbed 
designs are used to determine the candidate design xl = x(i) + δ, where δ 
= β(||q||/||β||) is the normalized search direction estimated from β =
–(U – U(i)) ÷ q which is an approximation of negative gradient w.r.t. U(i) 

= U(R(x(i))) response (note that “÷” denotes component-wise division). 
Since the optimization is performed on a grid, the candidate design xl 
must be rounded to the nearest discrete point before evaluation. Given 
that the objective function response for xl satisfies Ul < U(i), the design 
x(i) = xl is set along with U(i) = Ul and the line search direction is 
adjusted as δ = 2δ. Otherwise, the design is discarded and algorithm 
reverts to local search mode.

In local search mode, the set XD = {xd+D, …, x2D} that contains 
negative perturbations to x(i) given as xD+d = x(i) – hd is generated and its 
components are evaluated to obtain UD = {UD+1, …, UD+d}, where UD+d 
= U(xD+d). If minimum value of the combined objective functions Ut =

min({U, UD}) satisfies Ut < U(i), then xt ∈ {X, XD} that corresponds to Ut 
is selected as the new best design—i.e., x(i+1) = xt and U(i+1) = Ut—and 
the algorithm again switches to line search mode. Otherwise, the per
turbations are scaled down as q = q/Q and local search step is repeated. 
The algorithm is terminated when either the maximum number of it
erations I is reached, or ||q|| < ε. The method can be summarized as 
follows (see Fig. 5 for conceptual illustration): 

1. Set i = 0, x(i) = x0, q, and Q; evaluate x(i) to obtain U(i);
2. Generate X according to given perturbations q and obtain U;
3. Calculate search direction δ, set xl = x(i) + δ and obtain Ul;
4. If Ul < U(i), set x(i+1) = xl, U(i+1) = Ul, δ = 2δ and go to Step 8; 

otherwise go to Step 5;
5. Generate XD according to q, obtain UD, and find xt for which Ut = min 

({U, UD});
6. If Ut < U(i), set x(i+1) = xt, U(i+1) = Ut and go to Step 8; otherwise scale 

down perturbations as q = q/Q and go to step 7;
7. If ||q|| < ε, set x* = x(i) and END; otherwise set x(i+1) = x(i), U(i+1) =

U(i);
8. Set i = i + 1. If i < I go to Step 2; otherwise set x* = x(i) and END.

Fig. 4. Demonstration of curve-fitting mechanism based on omnidirectional 
antenna responses (normalized gain) at f0 = 4 GHz: (a) for x1 setup and (b) for 
x2 setup in the course of the tuning process. The role of α(x) coefficient is to 
provide uniform vertical scaling of the EM simulation results (•••) so as to 
ensure that eR error represents to shape-wise discrepancy between responses 
rather than their level-wise misalignment.

Fig. 5. Conceptual illustration of derivative-free optimization using pattern- 
search heuristic. Gray arrows denote descent directions estimated from posi
tive perturbations. Green and red arrows represent line search jumps to 
accepted and rejected designs. Inset shows a zoom into grid with increased 
granularity (i.e., q = q/Q), with highlight on perturbations in reduced grid (◆). 
Design x* = x(4) is obtained upon termination of the algorithm.
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The vector x* is the final design obtained using the algorithm. To 
enforce feasibility of the optimization, candidate designs from X and/or 
XD that exceed the lower/upper bounds lb/ub of the search space are 
discarded. Note that evaluation of designs in the course of optimization 
is performed here using (3) as objective function. The user-defined pa
rameters are set to Q = 1.5, I = 50, and ε = 0.05, respectively. For more 
comprehensive discussion on the considered algorithm and its applica
tions, see [40,41].

2.5. Summary of the framework

The proposed framework for automatic adjustment of correction 
setup involves a series of optimizations re-set from pre-determined de
signs. Let X0 = {x0.1, …, x0.p} be a set of p = 1, …, 2D + 1 setup vectors 
generated using a star-distribution design of experiments and scaled 
according to the lower and upper bounds lb and ub as lb.1 = lb + d0 and 
ub.1 = ub – d0 [54]. Here, d0 = (ub – lb)/5 is used. The bounds lb.1/ub.1 for 
X0 are reduced w.r.t. lb/ub so as to ensure that the initial designs are 
determined away from the search space edges. The framework can be 
summarized as follows (see Fig. 6 for conceptual illustration): 

1. Set p = 1, define lb, ub, initialize X* = {}, ER* = {}, and generate X0;
2. Set x(0) = x0.p and find xp* by solving (2) using the correction al

gorithm of choice (cf. Section 3) and the optimization engine of 
Section 2.4;

3. Add xp* and its corresponding eR.p* response to X* and ER* sets;
4. If p < 2D + 1 set p = p + 1 and go to Step 2; otherwise set x* = xμ* 

and END;

Note that μ is the index of the design from X* set that corresponds to 
eR.μ = min{ER*}. The design x* obtained by solving (2) is considered as 
optimal setup for the correction algorithm of choice at the given fre
quency of interest f0. The proposed routine can be considered generic as 
it is independent from the selected post-processing method (cf. Section 
3). The computational cost of the procedure is negligible when 
compared to the time-involvement associated with acquisition of RA- 
AUT transmission in non-anechoic environments.

3. Multi-frequency post-processing

Multi-frequency post-processing algorithms fall into two main cate
gories that include analysis either in time or frequency domains. The 
proposed automatic tuning framework, owing to generic 

implementation, supports correction of signals transmitted between the 
RA-AUT system components using both classes of methods. To ensure 
that the paper is self-contained, a brief discussion of three routines, i.e., 
time-gating, Morlet, and matrix-pencil-based post-processing is pro
vided. The mentioned schemes can be executed within the general al
gorithm of Section 2.1. Furthermore, correction performance of the 
methods is subject to appropriate tuning of both bandwidth B and the 
number of frequency points K (associated with the δω step). Numerical 
results and discussions are provided in Sections 4 and 5, respectively.

3.1. Time-gating correction

Time-gating method (TGM) approximates the amplitude of RA-AUT 
transmission as a result of three-step procedure where the original 
response is: (i) converted to the time-domain, (ii) modified using a 
suitable kernel, and (iii) transformed back to the frequency response 
[10]. The algorithm is executed separately at each θa, a = 1, … A, angle 
(cf. Section 2.1). Let an N-point impulse response—obtained from the 
frequency-based transmission using an inverse Fourier transform 
F

–1(•)—be given as: 

Tu(t, θa) = F
− 1(Ru(ω, θa),N ) (5) 

The time-domain sweep is t = [t1 … tN]T = δt•M where M = –(0.5 N +
1) + [1 … N]T and N = 2[log2(K)]+3 (note that N is even; [•] represents a 
round-up to an integer). Now, let ti.1, ti.2 ∈ t (t1 ≤ ti.1 < ti.2 ≤ tN) represent 
the experience-derived interval for the kernel function and i1, i2 (1 ≤ i1 
< i2 ≤ N) denote its indices. The kernel is of the form Tk = Tk(t, m) = [01 
Tw(m) 02]T with 01 and 02 being i1 – 1 and N – i2 long vectors of zeros, 
and m = [1 … i2 – i1] – 1; Tw is typically in the form of box (rectangular), 
or Hann functions [42]. The former is given as Tw(m) = 1a with 1a being 
i2 – i1 long vector of ones. Hann function is defined as Tw(m) = 0.5 – 
0.5cos(2πm). It should be reiterated that determination of ti.1 to ti.2 in
terval for TGM is up to the user. Alternatively, the kernel that represents 
a combination of functions can be derived based on evaluation of the 
impulse response [12]. Let tb.1 and tb.2 represent the time instances at 
which the amplitude of the LoS peak crosses 5 % and 40 % of its 
maximum height (at raise) and let tb.3 and tb.4 correspond to 40 % and 5 
% of the height at decline, respectively, whereas b = [b1 b2 b3 b4] (1 ≤ b1 
< b2 < b3 < b4 ≤ N) represent their corresponding indices. The kernel is 
of the form Tk = Tk(t, b) = [03 Tw.1(m12) Tw.2(m23) Tw.3(m34) 04]T, where 
Tw.1(m12) = 0.42 – 0.5cos(2πm12/(2 m12)) + 0.08cos(4πm12/(2 m12)), 
Tw.2(m23) = 123

T, and Tw.3(m34) = 0.54 – 0.46cos(2πm34/(2 m34)). Note 
that m12 = b2 – b1, m23 = b3 – b2, and m34 = b4 – b3, whereas m12 = [0 … 
m12], m34 = [0 … m34] and 123

T is m23 + 1 element vector of ones. 
Furthermore, 03 and 04 are b1 – 1 and N – b4 vectors of zeros.

The corrected time-domain response is Tc(t, θa) = Tu(t, θa)◦Tk, where 
“◦” represents a Hadamard product, and Tk denotes the kernel of choice 
(i.e., either rectangular, Hann, or composite). Next, the modified time- 
domain response is converted back to frequency Ω = δωM – B + f0 
using N-point Fourier transform: 

Rc(Ω, θa) = F (Tc(t, θa),N ) (6) 

Finally, Rc(ω, θa)—that contains K ≤ N frequency points around f0 (ω 
⸦ Ω)—is extracted from Rc(Ω, θa). For more detailed discussion on 
conventional time-gating post-processing, see [9,10,12,18].

3.2. Morlet-based post-processing

The basic concept behind Morlet-based correction is similar to TGM. 
However, the algorithm embeds mechanism for angle-wise estimation of 
the LoS delay profile that enables appropriate centering of the kernel 
with respect to local changes of the RA-AUT distance [39]. The profile 
extraction is executed at all θ angles as a separate step before post- 
processing. The algorithm is as follows. Let Pu = Pu(t, θa) = Tu◦Tu

H be 
the power response, where Tu is obtained using (5); “H” denotes a 

Fig. 6. A block diagram of the framework for automating adjustment of post- 
processing setup with highlight on its key components.

A. Bekasiewicz et al.                                                                                                                                                                                                                           

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Measurement 251 (2025) 117239

7

Hermitian transpose. Owing to being smooth functions of time, power 
characteristics can be used to identify LoS peaks. For one-shot mea
surements (as considered in this work) the delay profile dc = [dc.1 … dc.a] 
is extracted as follows [39]: 

1. Set tl = 0, th = δt(0.5 N – 1), and γ = 1;
2. Find du.a = argmax(Pu(tu, θa)), tu = [tl … th] (tu ⸦ t) for each θa angle 

and construct du = [du.1 … du.a];
3. If γ = 1, find d0 = min(du), set tl = d0 – 3 h0, th = d0 + 3 h0, γ = 2 and 

go to Step 2; otherwise go to Step 4.
4. Apply median filter and moving average to obtain dc from du.

The parameter h0 denotes half-prominence of the peak (i.e., its width 
at half of height). The median filter is given as [39]: 

dc.a =

⎧
⎨

⎩

(du.a− 1 + du.a+1)/2,when du.a ≥ M(du) + 2σ(du)

(du.a− 1 + du.a+1)/2,when du.a ≤ M(du) − 2σ(du)

du.a, otherwise
(7) 

Note that M(•) and σ(•) denote median and standard deviation, 
respectively. As already mentioned, the extracted vector of delays dc =

[dc.1 … dc.a] is used to center the kernels around LoS peaks. The Morlet 
wavelet is a combination of exponential function with Gaussian curve of 
the form [39]: 

Tk(t, θa) = exp
(

2
(

jπf0(t − dc.a) −
(
πf0(t − dc.a)w− 1 )2

))
(8) 

The parameter w represents the number of cycles that affect 
confinement of the LoS peak within the wavelet. Its specific value is 
determined by solving: 

w* = argmin
(
U
(
w, f0, θ0

) )
(9) 

with U being of the form: 

U
(
w, f0, θ0

)
=
∑(

Pε(t, θ0) − G
(
w, t, θ0, f0

) )2 (10) 

where Pε is a normalized power response at θ0 angle that corresponds to 
the d0 delay. The second component of the objective function is given as: 

G
(
w, t, θ0, f0

)
= exp

(
− 2
( (

πf0(t − d0)
)
w− 1 )2

)
(11) 

Minimization of (10) ensures that useful part of the RA-AUT response 
is tightly confined by the wavelet. The computational cost of (9) is 
negligible as the process is performed only at θ0 using already processed 
responses. Upon extraction of w, the kernel is used to modify uncor
rected impulse response which is then converted back to the frequency 
domain as in (6). Finally, Rc(ω, θa) is extracted from Rc(Ω, θa). More 
detailed discussion on Morlet-based post-processing can be found in 
[39,43].

3.3. Matrix-pencil algorithm

The last considered method involves correction in the frequency 
domain. The matrix-pencil algorithm (MPA) approximates RA-AUT 
transmission using the following composition of basis functions [44]: 

R(ω, θa) =
∑M

m=1
rmzκ

m (12) 

The vector κ = [1 … K]T – 1, whereas zm and rm (m = 1, …, M) 
represent complex exponential functions and residues. Let H = H(ω, θa) 
be a Hankel matrix constructed from the uncorrected RA-AUT responses 
[44]: 

H(ω, θa) =

⎡

⎢
⎢
⎣

Ru(ω1, θa) Ru(ω2, θa) ⋯ Ru(ωL, θa)

Ru(ω2, θa) Ru(ω3, θa) ⋯ Ru(ωL+1, θa)

⋮ ⋮ ⋱ ⋮
Ru(ωK− L− 1, θa) Ru(ωK− L, θa) ⋯ Ru(ωK− 1, θa)

⎤

⎥
⎥
⎦ (13) 

Here, L ∈ [M; K – M] (note that M ≪ K) is a so-called pencil 
parameter. Also, let H = UΨVH, where V = V(ω, θa) = HHH and U = U 
(ω, θa) = HHH comprise eigenvectors, while Ψ = Ψ (ω, θa) denotes a 
diagonal matrix containing singular values of H. The exponential func
tions of z = [z1 … zm] are obtained as eigenvectors of Y1

+Y2 (the symbol 
“+” denotes a Moore-Penrose inverse), where Y1 = UΨ MV1

H and Y2 =

UΨ MV2
H; Ψ M consists of all but the first and last row of VM. The latter is 

constructed from all rows and first M columns of V. The vector of re
siduals r = [r1 … rm] is obtained as a solution to the least-squares 
problem given as r = Z+R(ω, θa), where Z is the Vandermonde matrix 
constructed from z [44].

Contrary to methods based on time-domain post-processing, MPA 
embeds mechanism for automatic identification of LoS signals within 
the RA-AUT system. Let ta = [t1 … tm] be the vector of delays at θa angle, 
where mth component is of the form: 

ta.m = tan− 1
(

Re(zm)/Im(zm)

)

(δω⋅2π)− 1 (14) 

The corrected response is obtained as Rc(ω, θa) = rozo
κ, where o 

represents an index for which ta.m = min(ta). Similarly as for the 
remaining methods, the algorithm is executed separately at all θa angles. 
For more, comprehensive discussion on MPA, see [9,44,45].

4. Correction results

The proposed framework for automatic tuning of post-processing 
settings has been demonstrated using three antennas shown in Fig. 7. 
These include Vivaldi radiator, compact monopole, and quasi-Yagi 
structure [20]. The experiments have been conducted in two non- 
anechoic offices with dimensions of 8.4 × 4.5 × 3.1 m3 (site A) and 
5.5 × 4.5 × 3.1 m3 (site B), respectively. The considered environments 
(see Fig. 8) are deemed unsuitable for far-field experiments due to lack 
of radiation absorbing materials, no isolation from the external EM 
noise, as well as a number of potential obstacles, and/or reflectors for 
transmitted signals (furniture, whiteboards, computers, etc.). The mea
surements have been performed using an in-house mobile positioning 
towers (see Fig. 1 for schematic diagram) [46]. The angular resolution of 
AUT is set to 5◦ (72 measurements are required to cover 360◦ radiation 
pattern in a single elevation plane). For all of the considered correction 
routines, automatic adjustment of setup is oriented towards identifica
tion of optimum B and K (cf. Section 2.3). The lower and upper bounds 
on the parameters are set to lb = [0.1 51]T and ub = [3.5 651]T, 
respectively. For each experiment, the Vivaldi structure is used as the 
reference antenna. Maximum number of iterations for the pattern search 
algorithm [40,41], is set to 50 in order to ensure low cost of hyper
parameters adjustment process. It should be noted that LoS/NLoS 
delays—estimated based on manual measurement of the RA-AUT dis
tance, as well as the first expected reflected signal—for the first and 
second site are 6.7 ns/10.4 ns and 6.7 ns/14.9 ns, respectively. Please 
note that the obtained time delay (between NLoS and LoS signals) for the 
first, larger room is smaller than for the second site due to the reflective 
sheet positioned on the ceiling between the two antenna structures.

Performance of the proposed framework has been compared against 
rule-of-thumb-based approaches from the literature that include: (i) 
determination of minimum bandwidth B in relation to the size of an
tenna aperture with a fixed number of frequency points K, (ii) estimation 
of B and K for the purpose of echo cancellation, (iii) fixed selection of 
minimum B and K, and (iv) determination of B and K in accordance to 
functional landscape of eR error (see Section 2.3). It is worth noting that, 
contrary to time-domain methods of Sections 3.1 and 3.2, MPA in
troduces two additional parameters that have not been optimized (for 
consistency). These include number of exponentials and pencil param
eter that have been set—based on the literature [44]—to L = [K/3 +
0.5] and M = 2, respectively. The post-processing performance is eval
uated in terms of root-mean-square-error (3) calculated with respect to 
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the AC-based responses (R0 = RAC; cf. Section 2.3). Overall, a total of 
1250 experiments spanned over two test sites, five approaches (setups) 
to determine hyperparameters, five versions of time- and frequency- 
domain correction algorithms for 25 unique frequencies of interest 
divided among three antenna structures (11 for Vivaldi and 7 each for 
monopole and quasi-Yagi) have been performed. A detailed discussion 
of the results is provided in Section 5.

4.1. Test site A

For the test site of Fig. 8(a), the radiation performance figures of 
considered antennas have been characterized (in yz-plane) at the 
following sets of frequency points, i.e. f0 = {2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 
12} GHz for Vivaldi, f0 = {3.5, 4, 4.5, 5, 5.5, 6, 6.5} GHz for monopole 
and f0 = {4, 4.5, 5, 5.5, 6, 6.5, 7} GHz for quasi-Yagi. The performance 
has been evaluated using five post-processing methods: (i) TGM with 
rectangular, (ii) Hann, and (iii) composite kernels, (iv) Morlet-based 
approach, and (v) MPA. Additionally, five different setups for hyper
parameters B and K were used, including four rule-of-thumb-based 
methods (setups 1 to 4) and the proposed framework.

The first setup involved determining the minimum bandwidth B 
based on the antenna aperture size, with a dedicated number of fre
quency points K as outlined in [38]. The bandwidth was set to 1 GHz for 
the Vivaldi radiator, 3 GHz for the monopole, and 2 GHz for the quasi- 
Yagi. The number of frequency points was fixed at a minimum value of K 
= 201 for each structure, resulting in a total of three sets of 
hyperparameters.

For the second setup, sufficiently wide bandwidth is suggested to 
resolve multipath components, facilitating the identification and 
cancellation of echoes, while the selection of frequency points has to 
ensure the avoidance of time-domain aliasing [9]. For FFT-based 

methods, the bandwidth is determined as the ratio of 10 to the time 
delay (between the direct LoS signal and the first echo), whereas for 
matrix-pencil method, the ratio is set to 1. The number of frequency 
points is calculated as the ratio of B to the frequency step size df = 5 MHz 
[9]. Consequently, the setup established two distinct hyperparameter 
sets for all antenna structures: B = 2.7 GHz, K = 541 for TGM and Morlet 
methods, as well as B = 0.27 GHz, K = 53 for MPA.

The third setup is derives appropriate B and K for measurements 
based on recommendations formulated for reverberating enclosures 
[10]. Similarly to [9], the minimum bandwidth was given as the ratio of 
1 to the time delay, ensuring adequate separation between the direct 
signal and its reflections (cf. Section 2.2). For improved accuracy, the 
bandwidth was fixed at 1 GHz, with the number of frequency points 
determined by the ratio of B to the frequency step size df = 3 MHz. 
Therefore, for all antenna structures and all post-processing methods, 
the setup was set to B = 1 GHz, K = 333 (i.e., a single set of 
hyperparameters).

The fourth setup involves identification of local minima in the 
functional landscape of eR error between the corrected non-anechoic 
responses and EM simulation-based measurements, visualized as a 
function of B and K. The reference frequencies are set to f0 = 7 GHz for 
Vivaldi, f0 = 6.5 GHz for monopole and f0 = 5.5 GHz for quasi-Yagi. The 
minima are evaluated independently for each post-processing method, 
resulting in 15 distinct sets of hyperparameters (3 antennas × 5 
methods).

Finally, B and K are determined based on the guidelines from Section 
2.3. To effectively illustrate the core findings, a selection of represen
tative tables and plots has been provided to manage the extensive vol
ume of data generated throughout the study. This subset has been 
carefully curated to emphasize the most relevant patterns and outcomes, 
ensuring clarity without overwhelming the discussion with exhaustive 
data.

Table 1 presents the results obtained for MPA correction of the 
Vivaldi antenna, including the optimized K and B at each frequency. In 
the considered setup, the hyperparameters are specifically tailored to 
the frequency of interest, the antenna type, the correction method, and 
the test site. In contrast, setups 1 and 4 follow rule-of-thumb approaches, 
with {K, B} configurations of {201, 1 GHz}, and {311, 1.7 GHz}, 
respectively. One should reiterate that setups 2 and 3 are set the same for 
all considered antennas and have been defined above. Across the 
selected frequency points, the MP method with optimized parameters 
achieves lower or comparable error rates w.r.t. methods with conser
vative setup of variables. The correction performance averaged across 
the considered frequency points μeR corresponds to –22.6 dB for the 
optimized parameters and varies from –11.9 dB to –21.21 dB for the 
benchmark setups. It should also be noted that the presented approach 

Fig. 7. In-scale photographs (scale bar unit: mm) of antenna prototypes used for measurements: Vivaldi (left), compact monopole (top right), and quasi-Yagi 
structure (bottom right) [38,46]. Note that Vivaldi radiator is used as RA for all of the experiments.

Fig. 8. Schematic diagrams of test sites used for experiments: (a) room A and 
(b) room B. Light- and dark-shade gray rectangles denote short and tall furni
ture. Red dots represent RA and AUT locations on positioning towers.
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offers relatively low standard deviation σeR of 3.3 dB. It is worth noting 
that, while the overall performance of MPA correction with optimized 
parameters is better compared to the rule-of-thumb-based setups, at 
selected benchmark settings, the latter outperform the correction with 
automatically determined parameters by 0.2 dB to 1 dB in terms of eR. 
Overall, the results of Table 1 indicate that the presented framework 
offers competitive performance and acceptable deviation of the aver
aged results (especially when compared against conventional methods) 
while not relying on engineering experience for performance tuning.

Table 2 presents MPA correction for non-anechoic measurements of 
the monopole antenna. Setups 1 and 4 employ {K, B} parameter
s—determined using rules-of-thumb—of {201, 3  GHz}, and {231, 3.1 
GHz}, respectively. Similarly as for Vivaldi, MPA method with opti
mized parameters exceeds conventional setups in terms of averaged 
correction performance. The obtained μeR error corresponds to –28.8 dB, 
whereas for remaining setups it varies from –6.9 dB to –28.4 dB. As it 
comes to standard deviation, the proposed approach offers comparable 
performance to setups 3 and 4. Although, the parameter is much lower 
for setups 1 and 2, the corresponding average eR errors do not exceed 
–10 dB which suggests that they are of no practical use for the given 
antenna and test site (at least when correction is performed using MPA).

The results obtained for the quasi-Yagi antenna, gathered in Table 3, 
also indicate that MPA adjusted using the presented framework out
performs benchmark setups (using {201, 2  GHz}, and {271, 3.3  GHz} 
for setup 1 and 4, respectively) in terms of μeR error. The averaged error 
for automatic setup amounts to –22.2 dB, and varies from –6.1 dB to 
–20.3 dB for rule-of-thumb setups. As it comes to standard deviation, the 
framework generates responses with the lowest value of 1.8 dB (among 
the useful results). Again, for setups 1 and 2, the parameter is around a 
much lower value of 1 dB, yet the low deviation is associated with poor 
performance.

Table 4 demonstrates applicability of the proposed framework for 
post-processing of non-anechoic measurements using the methods of 

Section 3. The obtained results indicate that for all but (i) algorithm, the 
average eR error for the Vivaldi antenna—evaluated over the frequency 
range from 2 GHz to 12 GHz—is below –20 dB. However, given rudi
mentary character of method (i), its low performance is expected. As it 
comes to algorithms (ii)-(v), when coupled with the framework, the 
maximum discrepancy between the obtained errors for the considered 
antenna amounts to only 1.2 dB. It should be noted that the changes of 
corrected responses for the algorithms amount to 8.3 dB (i.e., from 
–22.3 dB to –14.1 dB) for (i), 7.8 dB (–24.9 dB to –17.1 dB) for (ii), 10.9 
dB (–29.2 dB to –18.3 dB) for (iii), 13.1 dB (–30.9 dB to –17.8 dB) for 
(iv), and 13.3 dB (–30.3 dB to –17 dB) for (v). From the results, it is also 
evident that each method exhibits different performance across the 
frequency spectrum. Notably, the Morlet-based algorithm (iv) out
performs all of the considered routines in terms of corrected responses 
fidelity.

Evaluation of the performance metrics for the remaining antennas 
(provided in Appendix A of the manuscript) supports similar conclusions 
to the ones drawn for the Vivaldi antenna. For the monopole and quasi- 
Yagi structures, the performance of (i) is inferior compared to the 
remaining post-processing routines. Furthermore, the Morlet and MPA 
routines consistently offer improved correction quality over the 
remaining algorithms. However, while for quasi-Yagi the performance 
variation resulting from methods (ii)-(v) is around 1.5 dB (with the 
lowest average eR error of –22.8 dB), for monopole the change amounts 
to 7.5 dB (lowest eR of –28.8 dB). Such a significant discrepancy suggests 
that for compact, low-gain structures, automatic tuning of parameters 
should be applied along with robust post-processing approach.

Fig. 9 illustrates the MPA correction performance for the Vivaldi and 
quasi-Yagi antennas expressed in terms of eR. For the first structure (cf. 
Fig. 9(a)), the optimized hyperparameters offer competitive error values 
in a range from approximately –30 dB to –20 dB, with peak performance 
at 4 GHz. The other setups are either inferior in terms of performance 
(with maximum values approaching –10 dB, which is of no use), or 

Table 1 
Vivaldi – optimized B and K for the MPA.

$eR = eR(Rc(f0,θ)); Colormap: green – worst, red – best; Bold font: best average result.

Table 2 
Monopole – optimized B and K for the MPA.

$eR = eR(Rc(f0,θ)); Colormap: green – worst, red – best; Bold font: best average result.
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slightly more diverse (frequency-wise). It is worth noting that the range 
of response changes for the benchmark setups is from –15.2 dB to –23.5 
dB for setup 1, from –6.8 dB to –17.8 dB for setup 2, from –15.1 dB to 
–31.3 dB for setup 3, from –13.9 dB to –27 dB for setup 4, and from –17 
dB to –30.3 dB for setup 5, respectively. For the quasi-Yagi structure (see 
Fig. 9(b)), all of the considered setups represent increased consistency of 
error values along the frequency spectrum. Nonetheless, the proposed 
framework offers competitive performance even when compared 
against the best rule-of-the-thumb setups (i.e., 3 and 4). It should be 
noted that regardless of competitive performance, one of the greatest 
advantages of the proposed setup—when compared to state-of-the-art 
approaches—is the ability to ensure acceptable correction perfor
mance without engineering inference.

Fig. 10 shows MPA-based radiation patterns for the spline-based 
monopole, comparing refined results obtained using automatically 
tuned hyperparameters with AC-based ones. With a maximum discrep
ancy of 0.6 dB at 20◦ at 4.5 GHz and 1.7 dB at 130◦ at 6 GHz, the 
resemblance between the responses is considered satisfactory (espe
cially given the rudimentary measurement conditions). Similarly, 
Figs. 11 and 12 illustrate the responses obtained for the Vivaldi and 
quasi-Yagi antennas. Again, the refined non-anechoic responses repre
sent substantial improvement w.r.t. AC characteristics, especially when 
compared with uncorrected data.

Table 3 
Quasi–Yagi – optimized B and K for the MPA.

$eR = eR(Rc(f0,θ)); Colormap: green – worst, red – best; Bold font: best average result.

Table 4 
Vivaldi – optimized B and K vs. correction algorithm.

Alg. f0 [GHz] 2 3 4 5 6 7 8 9 10 11 12 μeR 
#

(i) K 59 459 489 489 457 463 437 101 505 599 225 ​
B [GHz] 2.95 2.86 0.24 0.24 0.29 0.33 0.37 0.25 2.87 1.33 2.97 ​
eR

$ [dB] –20.52 –14.06 –22.33 –17.71 –19.49 –20.58 –19.69 –19.00 –19.13 –15.74 –18.65 –18.81
(ii) K 165 255 151 59 303 231 147 231 231 183 435 ​

B [GHz] 2.75 1.00 2.48 1.12 0.69 3.26 2.50 1.26 1.12 1.35 0.74 ​
eR

$ [dB] –17.67 –23.57 –24.86 –23.45 –17.14 –22.64 –22.45 –24.00 –21.98 –20.78 –19.45 –21.64
(iii) K 61 455 275 95 177 447 355 645 89 109 609 ​

B [GHz] 2.95 0.57 3.50 1.80 3.13 3.50 0.46 2.10 0.56 0.31 2.93 ​
eR

$ [dB] –18.87 –20.83 –29.22 –22.62 –18.33 –23.54 –22.73 –24.53 –22.63 –21.05 –18.72 –22.10
(iv) K 51 253 467 651 209 59 79 239 295 533 115 ​

B [GHz] 0.84 0.53 0.60 0.87 0.14 0.82 3.37 0.69 0.13 1.67 1.01 ​
eR

$ [dB] –17.79 –23.56 –30.91 –22.29 –19.36 –24.70 –22.37 –23.49 –22.66 –23.88 –20.28 –22.84
(v) K 209 207 209 265 209 261 251 217 371 409 161 ​

B [GHz] 1.02 0.54 0.58 0.88 0.17 2.10 1.03 0.78 0.78 1.63 1.06 ​
eR

$ [dB] –17.00 –23.50 –30.30 –22.30 –19.30 –23.90 –22.50 –22.80 –21.80 –24.40 –20.70 –22.60

# Denotes average error across frequency band (cf. Table 1).
$ eR = eR(Rc(f0,θ)); Bold font – lowest error.

Fig. 9. Performance error of the corrected response using the matrix-pencil 
approach for: (a) Vivaldi antenna and (b) quasi-Yagi antenna. Notation: setup 
1 (●), setup 2 (▴), setup 3 (■), setup 4 (◆), and setup 5 (x).

Fig. 10. Radiation pattern (normalized gain) comparison for the spline-based 
monopole antenna far-field responses in xz-plane (cf. Fig. 7) corrected using 
MPA. Patterns are shown for measurements in an anechoic chamber (gray) and 
test site A before (•••), as well as after (red) post-processing at: (a) 4.5 GHz, and 
(b) 6 GHz.
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4.2. Test site B

For the site of Fig. 8(b), the test antennas have been evaluated at the 
same frequency points and using the same post-processing algorithms as 
considered in Section 4.1. As it comes to determination of parameters, 
the first and third setups remained consistent with those used for test site 
A. Owing to a different time delay in site B, the hyperparameters 
established for the second setup have been set to B = 1.22 GHz and K =
243 for TGM and Morlet methods, as well as B = 0.12 GHz and K = 25 
for MPA. The fourth setup comprised 15 distinct hyperparameter sets (3 
antennas × 5 methods), derived from the functional landscapes of the eR 
errors (cf. Section 4.1). Finally, 125 combinations of B and K parameters 
have been determined based on the guidelines from Section 2.3.

The correction results obtained for the Vivaldi antenna using method 
(iii) indicate—similarly as in Section 4.1—that the average correction 
performance is –23.1 dB for the optimized parameters K and B (for 
summary of the results, see Appendix B). For the benchmark setups the 
post-processing errors range from –19.6 dB to –22.5 dB. It is worth 
noting that {K, B} of {201, 1 GHz} and {81, 1.9 GHz} have been 
determined for setups 1 and 4 based on rule-of-thumb strategies. In 
addition, the correction results obtained using the proposed framework 
also exhibit the lowest standard deviation among all setups, at 2.09 dB 
(with a range from 2.1 dB to 2.6 dB for setups 1–4).

The TGM-based method (iii) has also been used for correction of 
monopole and quasi-Yagi antenna responses. The setups 1 and 4 for 
monopole are set to {201, 3 GHz} and {51, 3.3 GHz}, achieving an 
average error of –20.5 dB for the automated tuning compared to a range 

from –13.8 dB to –17.4 dB for benchmark setups. It is also worth noting 
that the frequency responses obtained using the automatically deter
mined parameters are characterized by a standard deviation of 2.3 dB, 
which is the lowest among the compared setups. For the quasi-Yagi 
structure, setups 1 and 4 are set to {201, 2 GHz} and {111, 1.5 GHz}, 
respectively. Again, the automatic adjustment of hyperparameters de
livers the average error of –23.2 dB, which is the lowest when compared 
to benchmark setups (with errors ranging from –20.1 dB to –22.4 dB). 
Additionally, the automatic setup exhibits the lowest standard deviation 
of 3.2 dB. For summary of the obtained data, see Appendix B.

Evaluation of the proposed framework for post-processing of non- 
anechoic measurements performed in site B using algorithms of Sec
tion 3 indicates that—for the antennas of Fig. 7—the average correction 
error (w.r.t. AC measurements) is below –20 dB for all algorithms but (i). 
It is worth noting that for Vivaldi structure, the best results (average 
error of –23.1 dB) have been obtained upon coupling the proposed 
parameter identification framework with method (iii). For monopole 
and quasi-Yagi radiators, the highest quality of corrected responses of 
–27.3 dB and –24.6 dB have been obtained using algorithms (v) and (iv), 
respectively. The data also indicate that different sets of hyper
parameters are obtained for each antenna, algorithm, and frequency. It 
is worth noting that MPA and Morlet-based correction seem to outper
form other algorithms for the last two antennas, whereas for Vivaldi, the 
method (iii) offers slightly (up to –0.6 dB) better performance when 
compared to algorithms (iv) and (v), respectively. Summary of the 
performance characteristics can be found in Appendix B.

Fig. 13 illustrates the average correction performance (expressed in 
terms of eR) obtained using method (iii) for Vivaldi and quasi-Yagi an
tennas. The average errors vary from –16.5 dB to –27 dB and –7 dB to 
–27 dB depending on the setup of the Vivaldi and quasi-Yagi structures. 
Note that for Vivaldi antenna the correction performance obtained using 
the proposed framework is similar or slightly better compared to most of 
the setups except for setup 4, which generates responses with noticeably 
worsened fidelity (cf. Fig. 13(a)). Similarly, for the quasi-Yagi antenna 
the responses corrected using automatic tuning are similar or slightly 
better for all considered frequencies except at 6 GHz, where the 
framework-based response is around –2 dB to –0.5 dB worse compared 
to benchmark setups (cf. Fig. 13(b)). Fig. 14 presents comparison of the 
radiation patterns obtained for the monopole antenna at 4.5 GHz and 6 
GHz frequencies in AC against the measurements performed in site B 
before and after correction using algorithm (iii). It should be emphasized 
that maximum discrepancies (angle-wise) between AC-based and 
refined measurements amount to 1.2 dB and 1.6 dB for the first and 
second considered frequency, respectively. Likewise, Figs. 15 and 16
present the adjusted responses for the respective Vivaldi and quasi-Yagi 
antennas, which show considerable improvements over the uncorrected 
data.

Fig. 11. Radiation pattern comparison (normalized gain) for the Vivaldi an
tenna far-field responses in yz-plane (cf. Fig. 7) corrected using MPA. Patterns 
are shown for measurements in an anechoic chamber (gray) and site A before 
(•••), as well as after (red) post-processing at: (a) 4 GHz, and (b) 8 GHz.

Fig. 12. Radiation pattern comparison (normalized gain) for the quasi-Yagi 
antenna far-field responses in yz-plane (cf. Fig. 7) using MPA. Patterns are 
shown for measurements in an anechoic chamber (gray) and at non-anechoic 
test site A before (•••) and after (red) post-processing at: (a) 4.5 GHz, and 
(b) 6.5 GHz.

Fig. 13. Performance error of the corrected response using the TGM-composite 
approach for: (a) Vivaldi antenna and (b) quasi-Yagi antenna. Notation: setup 1 
(●), setup 2 (▴), setup 3 (■), setup 4 (◆), and setup 5 (x).
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5. Discussion

The proposed framework, systematically compared against conven
tional post-processing techniques, enables unsupervised optimization- 
based tuning of correction-specific parameters. As already indicated, 
the state-of-the-art methods frequently incorporate rule-of-thumb 

strategies to set up hyperparameters. These include: (i) determination of 
a minimum bandwidth B based on antenna size with a fixed frequency 
point count K [38]; (ii) estimation of B and K to facilitate effective echo 
cancellation [9]; (iii) selection of fixed B and K values according to 
typical measurement scenarios; and (iv) adjustment of B and K based on 
thorough evaluation of the error landscape eR obtained at the specific 
antenna and frequency of interest (see Section 2.3). All of the considered 
benchmark methods generally require some level of expert knowledge to 
set suitable parameters, which implicitly indicates that determination of 
correction setup is both time-consuming and error-prone. In contrast, 
the proposed approach does not rely on engineering expertise (other 
than the one needed to successfully conduct antenna measurement in 
AC), or cognitive trial-and-error adjustments. The following sub-sections 
provide a comprehensive discussion on the capabilities of the proposed 
framework in terms of ensuring high correction performance. The topics 
of interest include evaluation of correction errors as a function of setup, 
antenna type, and post-processing algorithm, alongside the impact of 
automatic calibration on performance of specific correction algorithms, 
analysis of post-processing discrepancies obtained in different test-sites, 
but also evaluation of robustness using analysis of variance (ANOVA). 
Practical limitations of the framework are also identified and discussed.

5.1. Correction error as function of post-processing algorithm and selected 
setup

The first aspect of interest includes evaluation of the correction 
quality of the radiation patterns obtained in non-anechoic measure
ments as a function of selected algorithm and its associated setup. In 
order to make the results more approachable, the data is averaged across 
all frequencies of interest considered for the given antennas. The results 
shown in Tables 5 and 6 gather the eR errors obtained within the test 
sites A and B using all of the correction methods and setups. It should be 
noted that, for the sake of clarity, the post-processing performance for a 
setup with automatically determined hyperparameters w.r.t. uncorrec
ted characteristics has been expressed in terms of Δ coefficient (in dB).

Despite variations in propagation conditions affected by e.g. site 
dimensions, furniture arrangement, or external electromagnetic noise
—the automatic method offers competitive correction performance that 
outperforms benchmark setups in most of the considered cases. It is 
worth noting that for the quasi-Yagi antenna the eR error features limited 
site-to-site variation—i.e., from 0.1 dB for method (i) to 2 dB for method 
(ii). This contrasts with the rule-of-thumb approaches, which show 
greater variability, i.e., from 1 dB for method (iv) to 3.9 dB for method 
(v) when using setup 4, or from 0.1 dB for method (v) to 4 dB for method 
(ii) when using setup 3 for determination of parameters. For the Vivaldi 
and monopole antennas, the proposed framework also offers robust 
performance over the considered frequency range, often achieving the 
best or highly competitive post-processing errors (regardless of the 
selected algorithm).

The results obtained in the work suggest that Morlet and MPA 
methods not only offer relatively high and consistent performance but 
also tend to outperform TGM-based approaches, especially when 
coupled with the proposed framework. The main reason is that both 
methods incorporate rigorous mechanisms for identification of LoS 
signals. It should be reiterated that, in the case of Morlet-based algo
rithm, the functionality is enabled through precise evaluation of power 
responses as a function of RA-AUT angular location. The extracted de
lays enable precise centering of Gaussian kernel around the useful 
fraction of the signal in order to suppress noise and interferences (cf. 
Section 3.2). As it comes to MPA, identification of the signal fraction 
pertinent to LoS transmission is directly embedded in (14) which enables 
reconstruction of the refined responses (cf. Section 3.3). In contrast, the 
algorithms based on TGM are limited to identification of LoS based on 
rudimentary adjustment of kernels, while not being capable of ac
counting for their adaptation to changes of RA-AUT angles.

The findings—also supported by the results of Section 4—suggest 

Fig. 14. Radiation pattern comparison (normalized gain) for the spline-based 
monopole far-field responses in yz-plane (cf. Fig. 7) using TGM-composite. 
Patterns are shown for measurements in an anechoic chamber (gray) and at 
non-anechoic test site B before (•••) and after (red) post-processing at: (a) 4.5 
GHz, and (b) 6 GHz.

Fig. 15. Radiation pattern comparison (normalized gain) for the Vivaldi an
tenna far-field responses in yz-plane (cf. Fig. 7) using TGM-composite. Patterns 
are shown for measurements in an anechoic chamber (gray) and at non- 
anechoic test site B before (•••) and after (red) post-processing at: (a) 4 GHz, 
and (b) 8 GHz.

Fig. 16. Radiation pattern comparison (normalized gain) for the quasi-Yagi 
antenna far-field responses in yz-plane (cf. Fig. 7) using TGM-composite. Pat
terns are shown for measurements in an anechoic chamber (gray) and at non- 
anechoic test site B before (•••) and after (red) post-processing at: (a) 4.5 
GHz, and (b) 6.5 GHz.
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that the optimized B and K parameters are frequency-dependent. From 
this perspective, the proposed framework can be used to adjust correc
tion setup w.r.t. the specific antennas and propagation conditions at 
each frequency. The presented adaptive algorithm remains in contrast to 
the benchmark methods, which predominantly employ frequency- 
independent parameters. Notably, the automatic tuning is oriented to
wards maximization of correction performance by adaptation of setup to 
environment-specific propagation conditions (both spatial and tempo
ral). It should be noted that, despite varying bandwidths (for the selected 
frequency and antenna) across considered test sites, the corrected re
sponses remain consistent.

The significance of appropriate algorithm tuning (setup-wise) w.r.t. 
operational conditions has been demonstrated for the monopole and 
quasi-Yagi structures, respectively. The experiments performed for the 
former indicate that, at the 7 GHz frequency, the optimal hyper
parameters for site A are B = 2.77 GHz and K = 63. At the same time 
values obtained in site B are B = 1.12 GHz and K = 495. Fig. 17 illus
trates comparison of AC measurements of the monopole along with non- 
anechoic responses obtained in sites A and B corrected using Morlet- 
based algorithm with setup extracted for site A and B, as well as with 
swapped setup parameters. Accordingly, Fig. 18 shows comparison of 
AC-based quasi-Yagi antenna responses at 6.5 GHz against non-AC re
sponses from sites A and B with their optimum setups {B, K} of {0.88  
GHz, 243} and {0.78 GHz, 131}, as well as for swapped parameters. The 
obtained results clearly indicate the significance of appropriate, site- 
specific setups on the overall correction performance obtained in the 

considered non-anechoic environments. The alignment of post- 
processed data (when refined using dedicated setup parameters) with 
the reference measurements, demonstrates capability of the framework 
to appropriately adapt performance across varying environmental 
conditions.

Table 5 
Test site A – average correction error for all methods.

$Proposed framework (Colormap: green – worst, red – best).
#Δ = |μeR(Ru) – μeR(Rc)|, with Rc obtained for Pf setup (bold font: best improvement).

Table 6 
Test site B – average correction error for all methods.

$Proposed framework (Colormap: green – worst, red – best).
#Δ = |μeR(Ru) – μeR(Rc)|, with Rc obtained for Pf setup (bold font: best improvement).

Fig. 17. Morlet-based radiation patterns (normalized gain) of the monopole 
antenna at 7 GHz (red) compared against AC-based responses (black): (a) non- 
anechoic responses from site A (optimized B = 2.77 GHz, K = 63) corrected 
using setup based on sites A (––) and B (– –), as well as (b) non-anechoic re
sponses from site B (optimized B = 1.12 GHz, K = 495) refined for setup based 
on sites A (––) and B (– –), respectively.
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5.2. Effects of automatic setup on algorithm-specific correction 
performance

The effects of setup on correction performance are evaluated based 
on analyses performed in site B for Vivaldi and quasi-Yagi structures 
using correction methods (iii) and (iv), coupled with the first parameter 
tuning setup and the proposed automatic framework. Comparisons of 
the responses obtained for both structures are gathered in Tables 7 and 
8, respectively. For the Vivaldi radiator, the results indicate that auto
matic tuning of the Morlet-based algorithm setup leads to a slight 
deterioration of correction performance compared to manually config
ured parameters (the average change ranges from –23.2 dB to –22.9 dB 
and amounts to ~ 0.3 dB). Simultaneously, for method (iii)—TGM based 
on composite kernels—an improvement in post-processing performance 
is noticeable with the optimized setup, amounting to ~ 0.7 dB (from 
–22.7 dB to –23.4 dB). This represents a slightly greater change in 
magnitude compared to algorithm (iv). As it comes to the quasi-Yagi 
structure (cf. Table 8), the fidelity of corrected responses is noticeably 
higher when correction is coupled with the proposed parametric opti
mization framework. The improvements amount to ~ 2.7 dB and 5.9 dB, 
for Morlet- and multi-kernel-based methods, respectively. The gathered 
data indicate that, although selection of post-processing setup might 
have noticeable effect on the correction performance, it also depends on 
the selected algorithm, antenna type, and temporal dynamics of the 
environment (note that the experiments have been performed within the 
same test site, yet in a sequence—i.e. they are separated in time). It is 
worth noting that the deterioration in the average response for Vivaldi 
due to Morlet-based post-processing can be attributed to its relatively 

poor performance at the 2 GHz frequency. Since the algorithm maintains 
tight confinement of the kernel function around the LoS part of the RA- 
AUT signal (cf. Section 3.2), its imprecise identification might result in 
worsened performance. On the other hand, for considered antennas the 
Morlet-based method demonstrates competitive average performance, 
regardless of the chosen setup. In the case of multi-kernel algorithm, this 
is not the case for quasi-Yagi, which can be attributed to lower gain of 
the antenna, as well as more relaxed definition of kernel which increases 
the contribution of noise to the overall post-processing performance. 
From this perspective, combination of robust correction algorithm with 
routine that enables automatic tuning of its hyperparameters seems 
justified when the main goal is to maintain acceptable reliability of 
unsupervised measurements. At the same time, the results highlight the 
usefulness of hyperparameters tuning for accommodating to antenna 
type and its frequency-specific characteristics, thereby improving the 
fidelity of non-anechoic radiation patterns. Apart from evaluation of 
performance metrics in considered scenarios, the proposed automatic 
tuning approach indicates the potential for application, across diverse 
parameter configurations [47]-[48]. Although evaluation of the pre
sented framework in such scenarios is beyond the scope of the manu
script, it might find application for improving error-correction in highly 
dynamic environments, but also support the development of adaptive 
algorithms dedicated to optimization of antenna performance in 
response to environmental variability [47]-[49].

5.3. Post-processing performance across the test sites

The measurement environments (test sites) under consideration are 
distinguished not only by their differing arrangements (cf. Section 4) but 
also by temporal dynamics influenced by external sources of EM radia
tion and their location within the building, which impacts the relative 
positioning of the measurement setup w.r.t. potential noise sources. 
From this perspective, variation of the post-processing performance 

Fig. 18. Morlet-based radiation patterns (normalized gain) of the quasi-Yagi 
antenna at 6.5 GHz (red) compared against AC-based responses (black): (a) 
non-anechoic responses from site A (optimized B = 0.88 GHz, K = 243) cor
rected using setup based on sites A (––) and B (– –), as well as (b) non-anechoic 
responses from site B (optimized B = 0.78 GHz, K = 131) refined for setup 
based on sites A (––) and B (– –), respectively.

Table 7 
Vivaldi – correction benchmark in site B.

f0 [GHz] Morlet-based TGM-composite

Setup 1 Optimized Setup 1 Optimized

2 –17.86 –15.98 –20.09 –24.11
3 –23.58 –22.84 –23.88 –24.81
4 –28.94 –28.12 –26.10 –26.36
5 –21.98 –22.41 –21.02 –21.81
6 –19.28 –19.01 –18.43 –19.79
7 –25.01 –25.11 –23.03 –23.02
8 –25.41 –25.46 –25.23 –24.76
9 –24.49 –24.43 –24.45 –24.13
10 –22.31 –22.63 –22.84 –22.59
11 –22.75 –22.85 –21.83 –22.97
μeR

# –23.16 –22.88 –22.69 –23.44

# Denotes average error across frequency band (cf. Table 1; bold font: best 
average result).

Table 8 
Quasi-Yagi – correction benchmark in site B.

f0 [GHz] Morlet-based TGM-composite

Setup 1 Optimized Setup 1 Optimized

4 –22.80 –23.15 –7.33 –20.27
4.5 –21.84 –22.36 –14.36 –15.81
5 –22.43 –24.42 –7.33 –19.15
5.5 –22.08 –26.96 –10.29 –14.18
6 –21.16 –21.96 –9.44 –13.48
6.5 –22.18 –26.67 –14.75 –18.63
7 –20.91 –26.59 –16.88 –20.23
μeR

# –21.91 –24.59 –11.48 –17.40

# Denotes average error across frequency band (cf. Table 1; bold font: best 
average result).

Fig. 19. Sites A (gray) and B (black): (a) average eR errors for uncorrected 
responses and (b) uncorrected-to-corrected improvement of performance for 
considered correction methods and antenna types – Vivaldi (▽), monopole (○), 
and quasi-Yagi (□).

A. Bekasiewicz et al.                                                                                                                                                                                                                           

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Measurement 251 (2025) 117239

15

across the sites also represents an interesting point for discussion. Fig. 19
illustrates—averaged for all considered frequencies of inter
est—discrepancy between the uncorrected response levels from both 
sites, as well as improvement of refined responses fidelity (expressed as 
Δ) for the considered correction methods and antennas. The results 
demonstrate that the averaged eR errors for uncorrected responses in site 
A range from 0.7 dB lower to 1.2 dB higher when compared to site B. It 
should be noted that for most of the correction algorithms, performance 
changes between both sites remain comparable. The results indicate that 
the method (i) is an outlier in terms of performance, which mostly boils 
down to its rudimentary character (cf. Section 3.1). Furthermore, the 
methods (iv) and (v) seem to outperform benchmark algorithms 
regardless of the considered test environment. It is also worth noting 
that, for the Vivaldi structure, the performance improvement is notice
ably lower than for the remaining structures. Given the radiation pat
terns of Section 4, one could expect that limited improvement of 
performance (especially compared to other antennas) is due to notice
able discrepancy between AC and refined responses for the angles which 
correspond to backward orientation of the AUT w.r.t. RA. In such a 
configuration, the deteriorated signal to noise ratio might reduce the 
fidelity of extracted radiation response. Further investigation of the 
problem would require additional measurements in a setup with 
increased power of the transmitted signal. However, it exceeds the scope 
of the manuscript. It is worth noting that, owing to reduced front to back 
ratio, the deterioration of quasi-Yagi performance in backward orien
tation is less pronounced. At the same time, the problem seems to be 
relatively limited for a monopole, which features close to omnidirec
tional characteristics. It should be reiterated that, although environ
mental conditions affect the signal propagation dynamics and, 
consequently, the precision of antenna measurements [50–53], the 
proposed framework (especially, when coupled with robust correction 
methods) mitigates the negative effects on the fidelity of refined non- 
anechoic radiation patterns.

Applicability of the proposed framework to improve the fidelity of 
measurements refined through various correction algorithms highlights 
its usefulness for complex environments, where automated routine is 
considered of high importance for mitigating the effects of engineering 
bias on both the quality and success rate of corrections. Separate tuning 
for each frequency of interest not only demonstrates adaptability of the 
presented algorithm to varying propagation conditions but also offers 
competitive correction performance compared to methods based on 
rule-of-thumb setups. It should be reiterated that the proposed frame
work enables consistent minimization of post-processing errors over a 
broad frequency spectrum and ensures relatively stable performance 
while not relying on human intervention. Achieving optimal results 
without manual adjustments makes the method useful for en-masse 
measurements, where labor-intensive manual tuning is not considered 
as a viable alternative for validation of antenna prototypes.

5.4. Analysis of variance for the proposed framework

The robustness of the proposed framework was evaluated using the 
one-factor ANOVA in two different scenarios at a significance level of 
0.05. In the first case, the test site was chosen as the factor (i.e., inde
pendent variable), assessed at two levels (i.e., two groups representing 
the test-site-specific eR errors for each correction method and antenna 
type). In the second scenario, the correction method was the factor, 
evaluated at five levels (i.e., five groups representing the correction- 
specific eR errors for each test site and antenna type). The ANOVA re
sults for both considered cases are presented in Table 9 and Table 10, 
respectively. The presented F-statistic measures the ratio of variance 
between groups to the variance within groups, while p-value (derived 
from the F-statistic) determines the statistical significance. Prior to 
analysis, the data (i.e., eR errors) for each group was assessed using the 
Shapiro-Wilk test to confirm a normal distribution [55]. Please note that 
the size of each group was determined by the number of frequencies of 

interest specific to each antenna structure (11 for Vivaldi and 7 each for 
monopole and quasi-Yagi).

Based on the results for the first scenario (cf. Table 9), the proposed 
framework demonstrates robustness to the change of the test site, 
regardless of the correction method applied. All obtained p-values are 
significantly greater than 0.05, leading to the acceptance of the null 
hypothesis, which indicates no statistically significant difference be
tween the means of the two considered groups for each correction 
variant and antenna type.

When analyzing the results for the second scenario (cf. Table 10), the 
obtained p-values for each test site and antenna structure are signifi
cantly lower than the assumed 0.05 significance level, leading to the 
rejection of the null hypothesis. Subsequently, Tukey’s Honest Signifi
cant Difference test was conducted to determine the discrepancies be
tween group means [55]. In all cases, the group representing eR errors 
for correction method (i), which utilizes TGM with a rectangular kernel, 
exhibited a mean significantly different from the averages obtained for 
the remaining groups, regardless of the test site or antenna structure. 
This result translates to worsened correction performance (higher eR 
errors) compared to other correction methods, a trend that is also 
evident across different setups. These findings suggest that the proposed 
framework maintains robustness to changes in the correction method 
when considering post-processing approaches other than TGM-based 
correction.

5.5. Limitations of the method

The proposed framework for automatic tuning of post-processing 
algorithms offers notable advantages compared to the existing rule-of- 
thumb-based approaches. Notwithstanding, the method has limitations 
that stem from the character of the curve-fitting process outlined in 
Section 2.3 and associated assumptions. First, the application of the 
framework is subject to existence of either the EM model (i.e., a repre
sentation of the antenna prototype under test), or (at least) EM-based 
radiation responses of the structure. In other words, minimization of 
(2) cannot be performed if EM-based data (associated with the given 
AUT at frequencies of interest) is not available for the user. On the other 
hand, given that the main goal of the presented mechanism is low-cost 
validation of antenna prototypes, the requirement concerning exis
tence of EM model should be fulfilled in most practical scenarios. 
However, assuming that only a prototype structure is available, its 
corresponding EM model must be reconstructed. It is worth noting that, 
for many structures (especially planar), the process should be relatively 
straightforward. It could involve measurements of prototype dimensions 

Table 9 
The proposed framework: ANOVA over correction methods with test site as a 
factor.

Alg. Vivaldi Monopole Quasi-Yagi

F-statistic p-value F-statistic p-value F-statistic p-value

(i) 0.3820 0.5435 1.3845 0.2622 0.0028 0.9588
(ii) 0.1362 0.7160 0.0074 0.9327 2.0740 0.1754
(iii) 0.7564 0.3948 0.3469 0.5668 1.0455 0.3267
(iv) 0.0022 0.9631 0.5220 0.4838 3.4538 0.0878
(v) 0.0081 0.9293 0.4877 0.4983 4.0099 0.0684

Table 10 
The proposed framework: ANOVA over test sites with correction method as a 
factor.

Site Vivaldi Monopole Quasi-Yagi

F-statistic p-value F-statistic p-value F-statistic p-value

A 3.2725 0.0186 26.0938 2.16e-09 4.1032 0.0091
B 6.3071 3.41e-04 9.6192 3.96e-05 10.8274 1.49e-05
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followed by manual implementation of the model in the EM simulation 
software of choice. Alternatively, automatic generation can be per
formed based on photographs, or schematic diagrams of the prototype 
structure [56].

Another potential limitation of the method—that stem from the al
gorithm of Section 2.3—is the implicit assumption of similarity behind 
EM simulation responses and measurement results. As already demon
strated (e.g., based on the results obtained for the monopole antenna), 
the aforementioned similarity can be perceived in a relatively broad 
manner. This is mostly because, owing to the use of uniform scaling 
coefficient, the difference between Rc(x) and R0 amplitudes as a function 
of RA-AUT angles is of lesser concern for curve-fitting. Notwithstanding, 
discrepancy resulting from incorrect EM model setup, or systematic er
rors (e.g., frequency shift of resonances resulting from imprecise defi
nition of substrate electrical parameters) might pose a serious limitation 
in terms of algorithm reliability [54]. Despite its significance, the 
problem can be mitigated based on evaluation of discrepancies between 
EM-based and measured reflection characteristics of the AUT. In most 
practical cases, reflection responses—which, incidentally, are much 
easier to obtain compared to far-field data—can serve as indicators of 
resemblance between the prototype and the EM model, and hence cor
rectness of the latter. Furthermore, in the case of unacceptable dis
crepancies, the model can be adjusted so as to improve its fidelity w.r.t. 
measurements. In essence, the task can be reformulated as an optimi
zation process oriented towards prototype-augmented refinement of EM 
simulation responses. Clearly, such a concept exceeds the scope of this 
work and thus will not be discussed in more details.

It is worth noting that measurement uncertainties associated to 
noise, temporal dynamics of the search space, but also factors such as 
RA-AUT alignment, repeatability of interconnections, or calibration of 
the test equipment might pose challenges in maintaining consistent 
correction performance. Although the problem exceeds the scope of this 
work, further discussion on the related issues and their effects on fidelity 
of post-processed measurements can be found in [11,20,51,57].

In summary, regardless of reliance on the availability of EM simu
lations for correction, the absence of an appropriate model or its poor 
fidelity does not prohibit automatic tuning. In this regard, improvement 
of model quality (or its development) represents a preliminary step 
before its application to correction for non-anechoic measurements. It 
should be emphasized that, owing to advancements in computational 
electromagnetics over the past few decades (and availability of 
advanced simulation packages), development, discretization and eval
uation of EM models—while not error-free—became relatively simple 
and streamlined. From this perspective, the lack of EM simulation or 
their insufficient fidelity does not pose a substantial challenge for the use 
of the proposed framework.

6. Conclusions

A framework for automatic determination of post-processing pa
rameters for antenna measurements performed in non-anechoic envi
ronments has been proposed. The method mitigates the limitations 
inherent to traditional, rule-of-thumb-based methods for correction 
setup. Application of rigorous numerical optimization enables precise 
selection of both bandwidth and frequency resolution for a variety of 
post-processing routines. The framework has been extensively validated 
through a large body of experiments conducted at two different test 
sites, incorporating three antennas types, five post-processing tech
niques and five methods for set-up of hyperparameters. The results 
quantitatively demonstrate capability of unsupervised tuning to 
improve fidelity of measurements performed in uncontrolled environ
ments compared to conventional, cognition-driven methods. It was also 
observed that the optimal bandwidth and frequency resolution are 
contingent not only on the antenna type but also on its operating fre
quency and the propagation conditions present within the measurement 
environment.

Future work will focus on development of self-calibration mecha
nisms that obviate the need for comparison against EM simulation re
sponses for improvement of post-processing performance. Development 
of methods dedicated to adaptive correction of measurements per
formed in highly dynamic (in terms of temporal changes) non-anechoic 
environments will also be considered.
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Appendix 

The appendix contains supplementary tables with data obtained in test sites A and B for the considered correction algorithms and setups. The 
results refer to the discussion provided in Section 4 of the manuscript. 

A. Test site A

Tables A1 and A2 gather data on performance of the considered post-processing algorithms coupled with the proposed framework for automatic 
adjustment of hyperparameters. The discussion related to the Tables A1 and A2 is contained in Section 4.1.
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Table A1 
Monopole – optimized B and K vs. correction algorithm.

Alg. f0 [GHz] 3.5 4.0 4.5 5.0 5.5 6.0 6.5 μeR 
#

(i) K 371 507 499 371 51 231 197 ​
B [GHz] 0.21 1.21 1.03 0.21 1.03 3.26 0.29 ​
eR

$ [dB] –10.08 –12.30 –10.47 –16.58 –12.02 –12.23 –16.57 –12.89
(ii) K 479 73 147 51 51 441 51 ​

B [GHz] 0.78 1.90 2.38 1.88 2.15 1.50 2.27 ​
eR

$ [dB] –18.80 –27.08 –20.14 –21.34 –24.51 –18.02 –31.46 –23.05
(iii) K 475 59 71 505 209 567 569 ​

B [GHz] 3.27 2.93 2.44 1.67 0.99 0.33 0.27 ​
eR

$ [dB] –17.39 –19.54 –22.83 –24.07 –24.48 –19.39 –21.11 –21.26
(iv) K 271 207 493 271 231 129 51 ​

B [GHz] 1.35 3.30 3.36 3.50 2.79 3.50 1.13 ​
eR

$ [dB] –29.37 –31.18 –28.47 –23.82 –23.50 –26.41 –27.88 –27.23
(v) K 307 311 259 279 239 425 355 ​

B [GHz] 3.16 1.32 3.19 3.31 3.47 2.10 2.91 ​
eR

$ [dB] –30.40 –31.68 –29.20 –24.57 –26.31 –29.84 –29.39 –28.77
# Denotes average error across frequency band (cf. Table 1).
$ eR = eR(Rc(f0,θ)); Bold font – lowest error.

Table A2 
Quasi-Yagi – optimized B and K vs. correction algorithm.

Alg. f0 [GHz] 4.0 4.5 5.0 5.5 6.0 6.5 7.0 μeR 
#

(i) K 51 145 483 243 453 297 251 ​
B [GHz] 1.36 1.03 0.89 0.31 0.24 1.36 1.93 ​
eR

$ [dB] –20.93 –15.20 –13.54 –16.02 –17.02 –20.72 –18.88 –17.47
(ii) K 137 115 235 109 111 55 51 ​

B [GHz] 0.61 2.04 0.83 2.82 2.38 3.05 1.76 ​
eR

$ [dB] –22.05 –21.81 –16.87 –19.13 –21.48 –26.33 –25.75 –21.92
(iii) K 233 67 439 109 145 71 115 ​

B [GHz] 1.15 2.10 3.44 2.82 3.13 2.97 0.67 ​
eR

$ [dB] –20.13 –17.15 –22.66 –19.13 –18.77 –27.13 –24.84 –21.32
(iv) K 51 67 83 99 343 243 93 ​

B [GHz] 2.70 3.44 3.46 3.50 1.66 0.88 0.23 ​
eR

$ [dB] –22.30 –22.37 –23.10 –22.65 –20.33 –24.71 –24.02 –22.77
(v) K 263 259 229 343 343 329 191 ​

B [GHz] 3.46 3.20 3.50 3.50 1.81 0.84 0.28 ​
eR

$ [dB] –20.78 –21.22 –23.61 –21.88 –19.74 –24.88 –23.07 –22.17
# Denotes average error across frequency band (cf. Table 1).
$ eR = eR(Rc(f0,θ)); Bold font – lowest error. B. Test site B

Tables B1-B3 summarize the performance of multi-kernel correction method (iii) for rule-of-thumb-based and automatic parameter adjustment 
setups. Tables B4-B6 gather data on performance of the considered post-processing algorithms coupled with the proposed framework. The discussion 
related to the Tables B1-B6 is contained in Section 4.2 of the paper.

Table B1 
Vivaldi – optimized B and K for the method (iii).

$ eR = eR(Rc(f0,θ)); Colormap: green – worst, red – best; Bold font: best average result.
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Table B2 
Monopole – optimized B and K for the method (iii).

$ eR = eR(Rc(f0,θ)); Colormap: green – worst, red – best; Bold font: best average result.

Table B3 
Quasi-Yagi – optimized B and K for the method (iii).

$ eR = eR(Rc(f0,θ)); Colormap: green – worst, red – best; Bold font: best average result.

Table B4 
Vivaldi – optimized B and K vs. correction algorithm.

Alg. f0 [GHz] 2 3 4 5 6 7 8 9 10 11 12 μeR 
#

(i) K 53 105 413 501 235 213 459 511 489 491 493 ​
B [GHz] 2.59 3.39 0.55 0.10 0.11 0.10 0.83 0.14 0.31 0.33 0.33 ​
eR

$ [dB] –19.41 –17.51 –18.15 –15.22 –15.69 –19.48 –21.33 –18.30 –18.50 –18.95 –18.48 –18.27
(ii) K 91 459 489 223 315 511 399 59 219 247 253 ​

B [GHz] 2.68 0.95 0.99 1.02 0.92 0.85 0.99 2.49 0.99 0.78 0.92 ​
eR

$ [dB] –18.00 –22.30 –24.03 –17.88 –17.14 –22.75 –23.76 –23.38 –22.89 –21.68 –19.73 –21.23
(iii) K 371 273 651 199 281 351 87 111 249 87 431 ​

B [GHz] 3.41 3.50 2.93 0.78 2.14 3.49 1.31 2.35 3.50 3.44 3.24 ​
eR

$ [dB] –24.11 –24.81 –26.36 –21.81 –19.79 –23.02 –24.76 –24.13 –22.59 –22.97 –19.59 –23.09
(iv) K 59 357 271 413 239 495 253 145 507 51 51 ​

B [GHz] 1.28 0.50 0.44 0.82 0.48 1.12 0.10 1.08 0.12 0.89 1.12 ​
eR

$ [dB] –15.98 –22.84 –28.12 –22.41 –19.01 –25.11 –25.46 –24.43 –22.63 –22.85 –21.72 –22.78
(v) K 397 331 347 331 269 247 433 205 127 273 147 ​

B [GHz] 0.98 0.78 0.78 0.80 0.48 1.80 0.10 0.15 0.44 0.95 1.80 ​
eR

$ [dB] –17.64 –22.64 –29.22 –22.31 –18.72 –24.84 –23.75 –22.63 –22.32 –22.72 –20.45 –22.48
# Denotes average error across frequency band (cf. Table 1).
$ eR = eR(Rc(f0,θ)); Bold font – lowest error.

Table B5 
Monopole – optimized B and K vs. correction algorithm.

Alg. f0 [GHz] 3.5 4.0 4.5 5.0 5.5 6.0 6.5 μeR 
#

(i) K 419 111 463 443 283 511 63 ​
B [GHz] 0.10 1.23 0.99 0.16 0.11 0.10 0.60 ​
eR

$ [dB] –8.34 –14.15 –14.35 –14.66 –14.83 –20.52 –17.65 –14.93
(ii) K 169 651 431 503 581 651 365 ​

B [GHz] 0.67 2.51 1.46 1.33 1.80 1.80 0.85 ​
eR

$ [dB] –15.35 –27.48 –29.00 –22.42 –24.78 –21.21 –19.57 –22.83
(iii) K 205 541 439 591 349 163 177 ​

B [GHz] 2.00 0.60 2.90 3.20 3.26 0.33 0.67 ​
eR

$ [dB] –20.13 –16.47 –19.19 –20.01 –21.67 –22.32 –23.53 –20.47
(iv) K 451 645 615 631 431 299 339 ​

B [GHz] 2.71 2.45 2.48 3.50 2.78 0.72 3.50 ​
eR

$ [dB] –29.26 –31.74 –28.92 –24.56 –24.57 –21.83 –19.95 –25.83
(v) K 363 441 411 279 291 317 389 ​

(continued on next page)
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Table B5 (continued )

Alg. f0 [GHz] 3.5 4.0 4.5 5.0 5.5 6.0 6.5 μeR 
#

B [GHz] 2.54 2.47 3.50 3.50 2.48 1.80 3.46 ​
eR

$ [dB] –26.84 –27.76 –37.67 –27.21 –25.76 –24.92 –20.65 –27.26
# Denotes average error across frequency band (cf. Table 1).
$ eR = eR(Rc(f0,θ)); Bold font – lowest error.

Table B6 
Quasi-Yagi – optimized B and K vs. correction algorithm.

Alg. f0 [GHz] 4.0 4.5 5.0 5.5 6.0 6.5 7.0 μeR 
#

(i) K 415 567 561 387 271 421 511 ​
B [GHz] 0.23 2.35 0.19 0.40 0.35 0.16 0.40 ​
eR

$ [dB] –20.27 –15.81 –19.15 –14.18 –13.48 –18.63 –20.23 –17.40
(ii) K 251 165 111 287 351 105 289 ​

B [GHz] 1.74 2.54 2.38 0.82 2.47 3.13 0.91 ​
eR

$ [dB] –21.41 –23.95 –25.07 –23.10 –23.51 –25.28 –24.92 –23.89
(iii) K 511 271 347 651 331 231 169 ​

B [GHz] 0.35 2.93 0.53 3.27 3.27 3.50 0.21 ​
eR

$ [dB] –20.93 –23.91 –23.77 –23.01 –17.49 –26.90 –26.49 –23.21
(iv) K 281 361 51 51 379 131 77 ​

B [GHz] 1.95 2.28 3.08 3.14 2.29 0.78 0.14 ​
eR

$ [dB] –23.15 –22.36 –24.42 –26.96 –21.96 –26.67 –26.59 –24.59
(v) K 245 79 345 201 451 403 331 ​

B [GHz] 1.78 2.47 2.48 3.23 1.80 0.54 0.53 ​
eR

$ [dB] –23.05 –23.01 –23.63 –24.90 –21.47 –26.49 –26.10 –24.09
# Denotes average error across frequency band (cf. Table 1).
$ eR = eR(Rc(f0,θ)); Bold font – lowest error.

Data availability

Data will be made available on request.
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