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A B S T R A C T   

In this work, a higher harmonic analysis (HHA) of the intensity modulated photocurrent/photovoltage (IMPS/ 
IMVS) spectroscopy data is proposed as a potent tool for studying nonlinear phenomena in photoelectrochemical 
and photovoltaic systems. Analytical solutions of kinetic equations were constructed for cases of single and 
double resonance accounting for various sources of higher harmonics. These sources correspond to the physical 
sources of nonlinear effects in the response including intensity-dependent generation current, intensity- 
dependent recombination, and second-order recombination. Due to the fact that the solutions for those cases 
are different, a qualitative methodology for analysis of harmonics is proposed. The methodology is illustrated by 
two experimental examples – Si photodiode for IMVS and TiO2 nanotubes for IMPS. It was capable of dis
tinguishing second order recombination in the first case and intensity-dependent transport rate for the latter.   

1. Introduction 

Semiconductor photoelectrochemistry is a research area that com
bines electrochemistry, solid-state physics/chemistry, surface chemistry 
and optics. In other words, it describes the chemistry and physics behind 
the reactions at the electrode/electrolyte interface induced by applied 
light irradiation. Historically, as the starting date of this interdisci
plinary field one can assume 1839 when Edmond Becquerel demon
strated the photovoltaic effect. Nonetheless, the development of 
photoelectrochemistry can be rather dated back to the mid-20th century 
when its principles were established [1]. Anyway, it should be stated 
that photoelectrochemistry is strongly linked to the energy landscape 
and therefore its development has been dependent on the current trends 
in this area. Nowadays, the scientific word is more and more focused on 
innovative technologies and materials that can be used for applications 
in renewable energy, its conversion and storage as the widespread 
consumption of fossil fuels is causing not only the global warming and 
climate change but above all their depletion [2]. 

The primary features that should characterize new materials are high 
efficiency and long durability. Nonetheless, from the economic and 
environmental point of view the usage of eco-friendly components as 

well as mass production and cost effectiveness should be also taken into 
account [3]. Due to abovementioned reasons, high-efficiency crystalline 
silicon based solar cells such as e.g. tunnel oxide passivated contact solar 
cells [4], carrier selective contact solar cells [5] or silicon heterojunction 
solar cells [6], have attracted a lot of attention. Moreover, the works to 
reduce the costs of dye-sensitized solar cells to promote their commer
cialization are undertaken as this type of device is expected to meet 
requirements of the next generation [7]. One cannot also forget about 
the rapid development in the field of perovskite solar cells as they can 
become a game changer in the photovoltaic applications [8]. Apart from 
photovoltaic, another major topic of research is the application of 
photoactive materials in e.g. water splitting or CO2 reduction [9]. 
Therefore, not only the new preparation methods or modifications of 
photoactive materials but also techniques to characterize their proper
ties need to be developed. 

Given the complexity of photoelectrochemical processes, the applied 
techniques should offer the information on such aspects as charge 
transport and recombination as well as the chemical reactions with 
different spatial and temporal resolution. Moreover, conventional 
characterization methods such as transmission electron microscopy, 
Raman spectroscopy and X-ray photoelectron spectroscopy allow only to 
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ex situ determination of the changes in samples morphology, crystal 
structure and chemical nature before and after testing. On the other 
hand, in situ techniques can be used to establish information at applied 
voltage bias and during electrochemical reactions [10]. Among those 
techniques, scanning-photocurrent and scanning electrochemical mi
croscopies allow to study the photovoltaic and catalytic properties of 
photoelectrodes, namely spatial photoactivity and spatial reaction ki
netics. However, the most commonly employed technique is (photo) 
electrochemical impedance spectroscopy that is capable to capture 
carriers transport kinetics at the electrode/electrolyte interface [11]. 

Substantially different perspective on the same effects can be ac
quired by the intensity modulated photocurrent/photovoltage spec
troscopies (IMPS/IMVS). These are versatile techniques for studying 
kinetics and mechanisms of the charge recombination, transport and 
transfer using light as a perturbation. In principle, they utilize the pe
riodic modulation of the light intensity and measure the photocurrent/ 
photovoltage response. Then, the frequency-dependent real and imagi
nary parts of the photocurrent/photovoltage are extracted through 
different integral transformations such as Fourier transforms. In most 
cases, a small perturbation limit is assumed per analogy with impedance 
spectroscopy methodologies to avoid nonlinear effects and preserve the 
linear response theory assumptions [12–14]. Commonly, several trans
fer functions Q(ω) and W(ω) - for IMPS and IMVS, respectively - are 
introduced and equivalent circuits (EC) are fit to the obtained data. As 
those objects – transfer functions and EC elements – are based on the 
linear response theory [15 16], they are meaningful only when the 
relation between light stimulus and photocurrent or photovoltage 
response of the sample is linear. Their main disadvantage, though, is the 
frequent inability to find a circuit that would represent the physical 
system, which may lead to doubtful interpretations of different ele
ments. This problem was greatly magnified in recent studies involving 
IMPS microscopy [17]. However, relations between input and output 
signals can be strongly nonlinear for real samples rendering the linear 
approximation questionable. In electrochemical and photovoltaic sys
tems (photo)current cannot be expressed as a linear function of the 
illumination flux or voltage even for simplest systems described by e.g., 
Shockley equation and Butler-Volmer equations - which are exponen
tials. Therefore, the typically used small perturbation approach (and EC) 
intrinsically limits the insight into the sample only to the two first terms 
in the Taylor series expansion. For such strongly (exponentially) 
nonlinear systems, the applied perturbation should approach zero to 
fulfil the linear approximation. 

In several papers, a strong demand for high accuracy EC is empha
sized in order to reflect physical quantities, e.g., for analysis of perov
skite solar cells [14 17]. However, this requirement might unfortunately 
never be accomplished due to the intrinsic limitations of the equivalent 
circuit approach. That is because elements such as resistors, capacitors 
and Warburg elements are limited to the linear approximation. There 
are also several works with approaches other than the EC to interpret 
IMPS/IMVS experimental data and formulate theoretical predictions. 
These include solving the transport equation with different boundary 
conditions given for photoelectrons and holes, analytically [18–20] or 
numerically [17,21,22]. Although they greatly advance understanding 
of the intensity-modulated techniques and underlying photophysics, 
they rarely take nonlinear effects into account and have not provided a 
framework for their study so far. 

In this work, an alternative perspective on the interpretation of the 
IMPS/IMVS data is presented, so that the treatment of the nonlinear 
effects is direct. The proposed approach involves spectral higher har
monic analysis (HHA) in addition to the fundamental AC response. Ac
cording to the best knowledge of authors, it is reported for the first time 
for IMPS and IMVS. This perspective has been inspired by the nonlinear 
impedance theory that deals with nonlinear phenomena in ‘dark’ elec
trochemistry [23–26]. Firstly, a mathematical formalism of the HHA is 
developed for the IMPS and IMVS techniques based on solutions of the 
kinetic equations for several cases. Then, the formalism is applied to the 

study of experimental higher harmonic data obtained for two model 
systems: Si photodiode and loosely spaced titania nanotubes [27–30]. 
The purpose of this work is to create a new framework to treat nonlinear 
behaviors that are intrinsic to all the photovoltaic and photo
electrochemical systems to gain information that cannot be obtained 
solely from the fundamental (first) harmonic. The authors believe that 
the HHA formalism can be applied in a broader scope to solve the 
structural and functional puzzles of high efficiency perovskite solar cells 
[17] and photoactive metal organic frameworks [31]. For example, in 
the next sections it will be shown that the interpretation of ‘negative 
resistances’ and ‘negative real parts in IMPS’ [12,32,33] can be per
formed in the non-linear regime and can be easily captured by HHA. 

2. Experimental 

2.1. Preparation of electrodes 

The Si photodiode was acquired from Instytut Fotonowy and 
measured without changes. Loosely spaced TiO2 nanotubes were syn
thesized according to one of the protocols developed in our group. The 
data on chemical structure, morphology, electrical and optical proper
ties of such nanotubes can be found in our numerous works [27–30]. 
Briefly, titanium foils (99.7 % pure) were anodized in the electrolyte 
containing 0.3 % NH4F, 0.5 % HF, 7 % deionized water and diethylene 
glycol as the rest. Anodization was performed in the two-electrode 
system with Ti foil as anode and Pt mesh as a cathode in 40 ℃ tem
perature and 40 V for 2 h. Then the nanotubes were calcined at the tube 
furnace in 450 ℃ for 2 h to obtain crystalline, anatase phase. The 
samples area was equal to 0.785 cm2 and the range of light illumination 
was between 0 and 1800 µW. 

2.2. Methodology of IMPS/IMVS measurements and calculation of higher 
harmonics 

IMPS/IMVS experiments were performed using devices provided by 
Instytut Fotonowy. Measurements were carried out in ambient tem
perature in either two or three electrode systems for Si photodiode and 
TiO2 nanotubes, respectively. Information on the frequency ranges, 
applied potentials and magnitudes of the light intensity perturbation are 
given in each section separately. The real X(ω) and imaginary Y(ω) parts 
of all harmonics (including the fundamental) in the photocurrent 
response in IMPS are calculated as in-phase and quadrature components 
from Equations (1–2): 

X(ω) =

∫T

0
j(t)cos(nωt)dt

T
(1)  

Y(ω) =

∫T

0
j(t)sin(nωt)dt

T
(2)  

where T is the period of applied oscillation, j(t) is current density, n is 
the number of harmonic and ω is a frequency. Analogous expressions 
were used to compute the real and imaginary parts of the photovoltage 
in the IMVS technique with the time function of the current density 
replaced by the corresponding time function of the voltage. 

After obtaining the raw photocurrent I(t) or photovoltage U(t) time 
signal, the calculus (Equations (1) and (2)) is applied afterward on this 
signal to obtain real and imaginary parts of both the fundamental and 
higher harmonics. Details of the numerical integration and its software 
implementation are the intellectual property of the device provider – 
Instytut Fotonowy. 

Experimental conditions for the IMVS and IMPS higher harmonics 
measurements are depicted in Scheme 1. 
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3. Theory 

3.1. The concept of higher harmonics 

It is an experimental fact that the photocurrent is not proportional to 
the illumination power density for most cases, especially when the 
relatively high magnitude of the light intensity stimulus is applied. 
Therefore, in the case of periodic light intensity input, the output current 
can be decomposed into a series of harmonics measured during the 
experiment: 

j(t) =
∑∞

n=0
j(n) exp(inωt) (3)  

here, j(n) is a frequency-dependent phasor of the nth harmonic current 
having both real and imaginary part. Throughout the paper, the small 
letter “j” is used as a symbol of current, because the small “i” and large 
“I” letters are used in other contexts. Phasor notation is understood in 
the following way: 

j(n) = j(n)amplitudeexp(iφn) (4) 

The phasor consists of the amplitude component and the phase shift 
component. In general, each phasor can be different for each harmonic - 
for n = 1 it is equivalent to standard analyses of the fundamental fre
quency. In other words, every harmonic has its own real and imaginary 
part with a unique frequency dependence and the corresponding Bode 
and Nyquist plots. In the following section, mathematical models are 
developed to interpret several measured harmonic phasors. It is to be 
noted that the real signals always comprise of both positive and negative 
frequencies. In this part, only positive complex exponentials are 
assumed as the stimulus for simplicity. However, in the Supporting In
formation (SI) file, a discussion on the case for both positive and nega
tive exponentials is provided. It is illustrated that higher harmonics can 
couple with the fundamental leading to the interpretative danger when 
using solely first harmonic analysis (Section 1. Equations s1 - s5, ESI 
file). 

3.2. Transport equation and intensity-dependent generation current 

In general, to obtain analytical expressions for higher harmonics, one 
should solve the full version of a diffusion-recombination-generation 
type of the transport problem written for photogenerated charge car
riers: 

∂Q
∂t = D

∂2Q
∂x2 − kRQ+ Jgen(t)αexp( − αx) (5)  

where Q is electron charge density (in SI units: C/m3), D is diffusion 
constant (m2/s), kR is a recombination rate (1/s), Jgen is a time- 
dependent generation current density (A/m2), and α is the optical ab
sorption coefficient (1/m). This equation was recently solved analyti
cally in the context of IMPS/IMVS applied to perovskite solar cells in 
works [18–20] using the Laplace transform. There are also several works 
attempting to solve the problem numerically using kinetic perspective 
[17,21] or EC perspective [13]. In both approaches, only the funda
mental harmonic response was considered so far. The spatial depen
dence of the generation current is typically given by the Lamber-Beer 
expression [19,34,35] and its time dependence as the Gartner equation 
[20,36]. It states a linear dependence on the light power density and is 
still frequently used in the literature [37,38]: 

Jgen(t) = J0(1+ exp(iωt) ) (6) 

Experimental observations reveal that this assumption is generally 
not true, which was already known in 1990 [36]. Besides the nonideality 
of the charge collection validating this approximation, there are satu
ration effects that manifest especially when using high illumination in
tensities (see Fig. 5a for saturation of the voltage in photodiode and 
Fig. 8c for saturation of the current in the TiO2 sample). Therefore, a 
more accurate description would be to abandon the linear approxima
tion and express the generation current, e.g., as the following Taylor 
expansion: 

Jgen = f (Φ) =
∑∞

n=0
an

(
Φ
Φ0

)n

(7)  

where Φ is the power density, Φ0 is a constant – authors give it a name of 
the limiting power density - and an are polynomial coefficients with 
physical units of current. Limiting power density is introduced for 
dimensional purposes. Its physical meaning would be such a high power 
density that the generation current is constant and no longer depends on 
the power density. Coefficients an contain information on the generation 
current dependence on the light intensity and should reflect the satu
ration effect. The convergence of this series and all series developed 
further in the formalism is discussed in the ESI file in Section 2. If a 
periodic stimulus with DC and AC components is applied to the sample 
having the form: 

Φ(t) = ΦDC +ΦACexp(iωt) (8)  

the sample with non-linear generation will produce the generation 
photocurrent expressible as a series of harmonics: 

Jgen(t) =
∑∞

n=0
an

(
ΦDC + ΦACexp(iωt)

Φ0

)n

=
∑∞

n=0
J(n)exp(iωnt) (9) 

Scheme 1. Experimental conditions for the IMVS and IMPS higher harmonics measurements.  
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here J(n) are frequency-independent phasors of the generation current 
obtained by contracting all the terms in the infinite series. These 
quantities can be extracted from measurements of the higher harmonic 
spectra of the photovoltage or photocurrent. Such generation current is 
plugged into the transport equation (5), which will be solved in the 
simplified form. Let’s assume that the Laplacian of charge density is 
constant at x = 0 (but still time dependent). 

This approximation allows to transfer the partial differential equa
tion transport problem to the ordinary differential equation (Discussion 
of the mathematical technicalities of this approximation can be found in 
ESI in Section 3.): 

dQ
dt

= Const. − kRQ+ Jgen(t)α (10) 

A redefinition of the generation current from Jgen to Igen by absorbing 
the optical absorptivity α and constant resulting from the constant 
Laplacian approximation can be done: 

Jgen(t)α+Const. = Igen(t) − jext(t) (11)  

where the initial unit of Jgen was A/m2 and Igen is now A/m3. This 
redefinition leads to the set of well-known kinetic equations having the 
form: 

dQ
dt

= Igen(t) − kRQ − jext(t) (12) 

It is to be noticed that this form is invariant to the current and charge 
dimensions because spatial dimensions cancel out. The unit of Q can be 
either C (total charge), C/m2 (surface charge density), or C/m3 (bulk 
charge density) and the corresponding photocurrent jext or generation 
current Igen are A (total current), A/m2 (surface current density), or A/ 
m3 (bulk current density). 

In the case of IMVS boundary conditions, the circuit is open and jext 
= 0. In the case of IMPS, Equation (12) was extensively studied, e.g. by 
LM Peter and Ponomarev with different complexity of models [39–41]. 
Although this picture has its limitations, it has several advantages over 
the equivalent circuits approach. The most important one is the possi
bility of direct physical interpretation of quantities such as recombina
tion rate, charge transfer rate without referencing to the EC perspective. 
In terms of circuit elements, these can be associated with resistances and 
capacitances [42–46], e.g.: 

kx
R =

1
Rx

recCx
μ

(13)  

kCT =
1

RCTCH
(14)  

where Rrec
x and Cµ

x are recombination resistance and chemical capaci
tance, RCT and CH are charge transfer resistance and Helmholtz capac
itance. X stands for different possible mechanisms of recombination e.g. 
bulk recombination, trap-assisted recombination, surface state recom
bination [44], etc. In the standard analysis using only the fundamental 
harmonic, each type of recombination can be associated with its own 
recombination resistance and chemical capacitance. 

However, in the picture proposed in this work there is no necessity 
for interpretation of rates as the circuit elements, which leads to the 
possibility of analyzing higher harmonic response. In the next section, it 
will be shown that when rate constants (or generation current) are made 
intensity-dependent, their interpretation as resistances and capacitances 
becomes vague. Solutions for such models including both fundamental 
and higher harmonics of the IMPS and IMVS response will be presented 
for several cases:  

1) Single resonance: Intensity-independent generation current  
2) Single resonance: Intensity-dependent recombination rate  
3) Single resonance: Second order recombination  

4) Two resonances: Intensity-independent generation current 

4. Solutions of kinetic equations with higher harmonics 

In the most simple model, the semiconductor can be viewed as a 
black box for generation, separation and transport of carriers after light 
illumination. In this case, a single kinetic equation is written for the 
whole system and, for most cases, single resonance is produced. It could 
be visually thought as all the regions e.g. space-charge region, quasi- 
neutral region, surface state “lumped together” as a single entity. It is 
true that this crude approach does not account for many parallel phe
nomena because typically there are 2–4 resonances for the cell or device. 
However, it is a useful playground to introduce various mechanisms for 
generation of higher harmonics with minimally complicated equations. 

4.1. Single resonance: Intensity-dependent generation current 

Equation (15) describes a single resonance problem in IMPS. 
Mathematically simplest way of introducing higher harmonics into the 
response is making the generation current intensity dependent per 
analogy to the Equation (9): 

Igen(t) =
∑∞

n=0
I(n)exp(iωnt) (15) 

As a result, the solution for charge density also becomes a series of 
harmonics: 

Q(t) =
∑∞

n=0
Q(n)exp(iωnt) (16) 

The measurable photocurrent has also the same form: 

jext(t) =
∑∞

n=0
j(n)exp(iωnt) (17) 

Which can be connected to the charge by the relation: 

jext(t) = ktrQ =
Q
RC

(18)  

where ktr is a transport rate related to resistance R and capacitance C in a 
very general sense. In real devices and photoelectrochemical cells R 
would be composed of series resistance, shunt resistance, and all re
sistances of the semiconductor itself [47]. Similarly, C is a composition 
of geometrical capacitance, chemical capacitances and other charge 
storage mechanisms. In particular, when diffusion (concentration field 
gradient) is a dominating way of transport, R and C can be associated 
with diffusion resistance and capacitance. Then, diffusion constant 
could be estimated as D = L2ktr, where L is characteristic diffusion 
length. On the other hand, when the migration (electric potential 
gradient) is dominant, R and C could be associated with injection 
resistance and capacitance [48 49], and carrier mobility could be 
resolved. In fact, it is irrelevant which resistances and capacitances 
dominate in which case for the discussion of the IMPS/IMVS higher 
harmonics because the mathematics is the same for any type of resis
tance or capacitance. Other phenomena (and associated resistances and 
capacitances) such as charge transfer rate, trapping and detrapping, etc. 
could be analyzed analogously as separate resonances and the structure 
of solution for higher harmonics would be similar (for each resonance). 
Nevertheless, the solution for the intensity-dependent generation 
problem can be approached by plugging complex exponentials as 
follows: 

iωn
∑∞

n=0
Q(n)exp(iωnt) =

∑∞

n=0
I(n)exp(iωnt) − kR

∑∞

n=0
Q(n)exp(iωnt)

− ktr

∑∞

n=0
Q(n)exp(iωnt)

(19) 
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The solution for Q(n) is a set of n algebraic equations - each one per 
each harmonic. In this case, it is possible to get analytical expression for 
all harmonics at once by comparing coefficient of each exponent. The 
result is the frequency-dependence of the charge density reflecting the 
shape of real and imaginary part of IMPS harmonics: 

iωnQ(n) = I(n) − (kR + ktr)Q(n) (20) 

After rearrangement and decomposition to the real and imaginary 
parts: 

Q(n) =
I(n)

iωn + kR + ktr
=

I(n)(kR + ktr)

(nω)2
+ (kR + ktr)

2 − i
nωI(n)

(nω)2
+ (kR + ktr)

2 (21) 

According to the proportionality in the Equation (18), the measur
able n-th harmonic of the photocurrent is just a rescaled n-th harmonic 
of the Q(n). Corresponding IMPS plots are shown in Fig. 1a–c.The real 
part has maximum at the frequency equal to zero and decays monoto
nously to zero until the infinite-frequency limit. The imaginary part has 
a maximum at the frequency equal to kR + ktr and also decays to zero at 
high frequency limit. For the first harmonic (n = 1), this behavior cor
responds to the single semicircle (single resonance) on the Nyquist plot, 
with the points approaching the complex plane origin in the high – 
frequency limit. In this model, higher harmonics Q(n) exhibit exactly the 
same shape of the real and imaginary parts, but the frequency of the 
resonance (and the maximum of the imaginary part) is shifted to lower 
values according to the harmonic number n: 

ωIMPS(n) =
kR + ktr

n
(22) 

Moreover, amplitudes of harmonics vary according to the Taylor 
coefficient of the generation current I(n), which capture the intensity- 
dependence of the generation. 

Analogous solution for the IMVS can be obtained by assuming 
external current equal to zero. The resulting charge density will be: 

Q(n) =
I(n)

iωn + kR
=

I(n)kR

(nω)2
+ (kR)

2 − i
nωI(n)

(nω)2
+ (kR)

2 (23) 

In the single resonance cases, a proportionality between the n-th 
harmonic of the charge density and the n-th harmonic of the measurable 
photovoltage can be established as Q = UC. Therefore, IMVS solution is a 

single resonance with the maximum of the imaginary part centered at 
(see Fig. 1d–f): 

ωIMVS(n) =
kR

n
(24) 

Overall, by making the generation current intensity-dependent, 
higher harmonics of the IMPS and IMVS emerged. In this model, every 
harmonic has the same shape but differs with the resonance position and 
the amplitude. In the next subsections, another ways of introducing the 
higher harmonics are presented. 

4.2. Single resonance: Intensity-dependent recombination rate 

When the light intensity is high enough for the higher harmonics to 
appear, the assumption of constant recombination rate may no longer 
valid. In several works, it was stated that increasing power density leads 
to increased transport rate [50–52]. Although not fully understood for a 
broad class of materials, this is a generally repeating trend for metal 
oxide semiconductors. In the case of recombination rate, its dependence 
on the light intensity is not as straightforward, and there is a limited 
amount of work to draw conclusions. In the paper of Xiao et al. it was 
shown through the IMVS technique that the recombination rate in
creases almost linearly with power density Φ in TiO2-based junctions 
[50]. In other studies, with the photoimpedance spectroscopy an anal
ogous trend has been presented on hematite electrodes [53,54]. On the 
other hand, Spera et al. have recently shown that for CuInS2 - based 
photovoltaic cells, the shape of its dependence varies with the wave
length of the illumination – for 635 nm there is a similar increasing trend 
and for 450 nm there is a maximum at some value of power density 
[22,55] and then decay. The physical origin of the recombination in
crease could be associated with either the lower separation capability 
due to the lower electric field in the space-charge region during high 
illumination, or the higher collision probability of photogenerated car
riers – thus annihilation. 

Regardless of the causes of the intensity dependence, one could write 
its Taylor-like expansion in the way it was performed for the generation 
current in Equation (15). In case of the periodic light stimulus, it would 
be equal to the series: 

Fig. 1. Higher harmonic solutions for the intensity-dependent generation model; a-c) real, imaginary and Nyquist projections for the IMPS; d-f) real, imaginary and 
Nyquist projections for the IMVS. Constants used for construction of plots: kR = 10 Hz, ktr = 100 Hz, I(0) = I(1) = 100 µA, I(2) = 50 µA, I(3) = 25 µA, I(4) = 12.5 µA, R =
10 kΩ, C = 10 µF. 
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kR(ϕ(t)) =
∑∞

n=0
bn

(
Φ
Φ0

)n

=
∑∞

n=0
kR

(n)exp(iωnt) (25)  

where bn and Φ0 are defined analogously as in Equation (9) and kR
(n) are 

higher harmonic components for the recombination rate. Other rates 
including transport rate ktr or charge-transfer rate kCT can be made 
intensity-dependent in analogous way if necessary. The single-resonance 
problem for the intensity-dependent recombination rate has the 
following solutions for higher harmonics of the charge density (full 
derivation is available in ESI file in Section 4: 

Q(1) =
I(1) − k(1)R Q(0)

iω+ k(0)R

(26) 

The first harmonic consists of a single resonance with one charac
teristic frequency ω = kR

(0). 

Q(2) =
A

2iω + k(0)R

+
B

iω+ k(0)R

(27) 

Due to the intensity-dependence of the recombination constant the 
second harmonic is no longer a single Lorentzian, but a sum of two 
Lorentzians. A and B are constants composed of Taylor coefficients of 
intensity-dependent recombination and intensity-dependent generation 
(see Section 4 in ESI for details). Those constants can be interpreted as 
weighting factors for two resonances. The first one has the maximum of 
the imaginary part centered at exactly ω=k(0)

R , but the second one is 
centered at ω = k(0)

R /2. Finally, the general expression for n-th harmonic 
in the intensity-dependent recombination rate model is the following: 

Q(n) =
∑n

m=1

Am

iωm+ k(0)R

(28)  

where A(n) is some constant depending only on Taylor coefficients kR
(n) 

and I(n), although in a complicated way. There is always a sum of n 
Lorentzians with either maxima or minima superimposed onto single 

line. Depending on the value of the Taylor coefficients (which reflect the 
shape of intensity-dependence for the generation and recombination) 
maxima on the imaginary part can be positive or negative [12]. For the 
second harmonic the situation is depicted in Fig. 2. 

In the case of the second harmonic, even if the nonlinear generation 
term I(2) is zero, the number of imaginary part maxima for the second 
harmonic is still two (Equation S17-19 is Section 4). However, if the kR

(1) 

coefficient is set to zero (effectively making recombination intensity- 
independent) the number of maxima is reduced to one – exactly as in 
the intensity-dependent generation model. Therefore, it is the intensity 
dependence of the recombination constant solely that can cause emer
gence of several new (apparent) characteristic time constants. Charac
teristic frequencies are lower than the fundamental and amplitude of 
each is dependent on the values of Taylor coefficients. Thus, the number 
of maxima on the imaginary part of higher harmonics can serve as a 
qualitative diagnostic tool for distinguishing of intensity-dependent 
generation versus intensity-dependent recombination. 

It is to be noted that the solution for intensity-dependent transport 
and charge transfer in IMPS has exactly the same structure. The only 
difference is the rates ktr or kCT would be made intensity-dependent 
according to the Equation (25) instead of the recombination rate. 
They can be altogether made intensity-dependent as well, and the so
lution for higher harmonics would still be the same as Equation (28) 
with An constant being even more complicated. 

It is also redundant to distinguish between intensity-dependent rate 
(e.g., recombination rate) and intensity-dependent resistances or ca
pacitances associated with this rate. Solutions for higher harmonics are 
mathematically equivalent (see Sections 5–7 in ESI). There are of course, 
series and shunt resistance, although they do not depend on the light 
intensity, therefore are not expected to generate IMPS/IMVS higher 
harmonic responses. 

The presence of negative real and imaginary parts observed in 
perovskite solar cells [32] might be a nonlinear effect resulting from the 
intensity-dependent recombination/transport rate. Such an outcome 
might not originate from instrument limitations, but the fact that the 

Fig. 2. Spectra of the first and second harmonics of IMPS simulated for the model of the intensity-dependent recombination model. Real (a), imaginary (b) and 
Nyquist (c) plots for: A > 0 and B > 0; A > 0 and B < 0; A < 0 and B > 0; A < 0 and B < 0; d-f) deconvoluted imaginary parts for A > 0 and B > 0 with various 
proportions illustrating variable apparent characteristic frequency for the same contributing resonances. Constants are equal to: kR

(0) = 10 Hz, ktr = 100 Hz, I(0) = I(1) 

= 100 µA, I(2) = 50 µA, R = 10 kΩ, C = 10 µF. 
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instrument forces the linear approximation and ignores the signal of 
higher harmonics. Of course, there is another possible explanation of the 
negative real parts in the cited works i.e., the negative slope on the light 
intensity dependence of the photocurrent(photovoltage) [33]. 

4.3. Single resonance: Second order recombination 

Besides making the quantities intensity-dependent, another way of 
introducing the nonlinearity and higher harmonics into IMPS is making 
the recombination second (or higher) order. This type of recombination 
is expected to be dominant in many types of photovoltaic cells, including 
perovskites [56]. The kinetic equation for this case is the following: 

dQ
dt

= Igen(t) − kQ − ΨQ2 (29)  

where k is the first-order and Ψ is the second-order recombination rate – 
for simplicity they are intensity-independent in this model and the 
external current is dropped again. However, higher harmonics will still 
be resolved. It is to be noted that recombination is annihilation of the 
free electron with a hole, thus the electron density should multiply hole 
density. However, analogous equation can be derived for holes - this 
view was adopted in related works [57 58]. 

Solution for the first harmonic of the second order recombination 
problem is the fully analogous to the previous models (see Section 8 in 
ESI for the full derivation): 

Q(1) =
I(1)

iω + k′ (30) 

For the IMVS case the reduced constant k’ installed into Equation 
(30) will be equal to k’ = k + 2ΨQ(0), and for IMPS k’ = k + ktr + 2ΨQ(0). 
After decomposition to simple fractions, the second harmonic can be 
expressed as: 

Q(2) =
A

2iω + k′+
B

iω + k′+
E

(iω+ k′)2 (31)  

where A, B and E are frequency-independent constants resolvable from 
the simple fraction decomposition (Equation (s44) in Section 8 of the 
ESI). If E was equal to zero, the result would be exactly the same as in the 
intensity-dependent recombination model. However, due to the square 

in the denominator, the last term introduces completely different 
behavior. The real part has now a minimum located at ω = k’√3. The 
imaginary part has also a single maximum, but it is located at ω = k’/ 
√3.(Fig. 3) 

As a result, the solution for the second order recombination is 
qualitatively different for two previous models – the presence of these 
functions can only be obtained for the second (or higher) order process 
such as recombination. Existence of the real part extrema on the second 
harmonics could be considered as additional mark of the second (or 
higher) order recombination. It is to be noted that in principle other 
processes such as trapping/detrapping can be second order. Solutions 
for those processes will be exactly the same as for the second order 
recombination – the only change would be the meaning of the Ψ and 
other constants. 

4.4. Two resonances: Intensity-dependent generation current 

After deriving equations for the single resonance, it is worthy to 
apply the acquired concepts and associated intuition for a model of two 
resonances. This view corresponds to the division of the system into 
several parts such as the space-charge region, Helmholtz layer, surface 
state area. Each region can have its own kinetic equation and IMPS/ 
IMVS higher harmonics can be introduced in every way discussed in the 
previous section. Additional effects such as trapping/detrapping and 
distinguishing several types of recombination can be also included 
analogously. 

Example of the two-resonance model for the fundamental harmonic 
can be found in both older and newer literature. In the seminal paper of 
Peter and Ponomarev, the case of two resonances was modelled in the 
following way [39]: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

dQSC

dt
= Igen − kR(QSC − QH) − j(t)

dQH

dt
= kCT(QSC − QH) − j(t)

QSC

CSC
+

QH

CH
= jR

(32)  

where the first equation quantifies the QSC charge flow in the space 
charge layer with Igen being generation current, kR recombination rate 

Fig. 3. Real (a), imaginary (b) and Nyquist (c) plots comparing the squared resonance to the standard resonance with constants; Real (d), imaginary (e) and Nyquist 
(f) spectra of the IMVS second harmonics simulated for the model of second order recombination. Deconvolution is performed according to Equation (31) with 
constants: k’ = 10 Hz, A = B = 100 µA, E = 1000 µA/s, C = 100 µF. 
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and j(t) the current measured by the external circuit. Per analogy, the 
second equation quantifies the QH charge flow in the Hemlholtz layer 
with kCT being charge transfer rate i.e., the rate of charge flow from the 
semiconductor into the electrolyte. The third equation is simply Kirch
off’s law for the system. 

With the assumption of Gartner equation, a single complex expo
nential is a solution for the current and charges QH and QSC. In this case, 
one can get the expression for AC component of the current, measured in 
the IMPS [39]: 

j(ω) = I0CH(iω + kR + kCT ) + CSC(iω + kCT − kR)

(iω+ kR + kCT)(iωCHCSCR+ CH + CSC)
(33) 

This result gives two characteristic time constants manifesting as two 
extrema on the imaginary part of the spectrum (or two semicircles on the 
Nyquist plot). In simplification, the high frequency one corresponds to 
the transport and low frequency to the recombination/charge transport 
characteristic times. It is possible to extend the two-resonance model for 
higher harmonics by introducing the intensity-dependent generation 
current. If the Taylor-like expressions are plugged into initial set of 
differential equations, a single complex exponential is no longer a valid 
solution. In the following case, the solution for the QH, QSC and current 
would be also series of exponentials: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

QSC(t) =
∑∞

n=0
QSC

(n)exp(iωnt)

QH(t) =
∑∞

n=0
QH

(n)exp(iωnt)

j(t) =
∑∞

n=0
j(n)exp(iωnt)

(34) 

After plugging those expressions into the set of kinetic equations (32) 
and rugging out the time dependence, one can obtain expressions for the 
n-th harmonics of the current j(n): 

j(n)(ω) = I(n)
CH(iωn+ kR + kCT) + CSC(iωn + kCT − kR)

(iωn+ kR + kCT )(iωnCHCSCR+ CH + CSC)
(35) 

For n = 1, the expression of the first harmonic is fully reduced to the 
fundamental case in the Equation (33). According to this formula, each 
next harmonic should have a decaying amplitude, and the decay profile 
should match the Taylor expansion coefficients I(n) in Equation (15). 
Moreover, in this solution the spectrum of every harmonic should have 
the same number of time constants equal to 2 and those characteristic 
frequencies should decay with the number of harmonics as a simple 
reciprocal relation: 

ωLF(n) =
kR + kCT

n
(36)  

ωHF(n) =
1

nRC
=

ktr

n
(37)  

where LF stands for low frequency extremum and HF for high frequency 
maximum, C is a series sum of capacitances CH and CSC. Graphical 
representation of the spectra is shown in Fig. 4. Depending on the re
lations between kCT and kR, LF can exhibit maximum or minimum. In 
this example, kCT < kR therefore, the low-frequency arc has a negative 
imaginary part for every harmonic. Summarizing, if the intensity- 
dependent generation is assumed in the two resonance case, each of 
two characteristic frequencies behave exactly the same way as in the 
single resonance case. Analogous solution for the two-resonance case in 
IMVS consists of single arc, which is visualized in Fig. 4 d–f. Full solution 
is contained in ESI file in Section 9. 

Besides intensity-dependent generation, one can install intensity- 
dependence of recombination rate (or charge transfer rate or the 
transport rate) or the higher order rates for the two-resonance case as 
well. However, inclusion of each additional component makes mathe
matics increasingly complicated. Experimental higher harmonic spectra 

do not always follow relations derived from those models, as they are 
composed of many superimposed resonances. Nevertheless, they pro
vide a benchmark for qualitative analysis of more complicated cases. 
The following algorithm (Scheme 2) has been proposed to distinguish 
between the behavior related to each model based on experimental re
sults. This procedure will be demonstrated in the next sections with a 
silicon photodiode and a photoelectrochemical cell with TiO2 nanotubes 
as a working electrode. 

Finally, it is likely that the presented HHA formalism can be inte
grated with other recently published developments of the IMPS/IMVS 
techniques. For instance, in IMPS microscopy giving insight into struc
tural heterogeneities of the photoactive materials and solar cells [17], 
HHA would resolve the physical source of nonlinear effects. Combined 
modulated techniques such as light intensity modulated impedance 
spectroscopy (LIMIS) can be the second path to apply the HHA instead of 
(or in parallel to) the commonly used EC approach [59–61]. 

5. Results and discussion 

5.1. Si photodiode 

Higher harmonic IMVS spectra of the Si photodiode in the Bode and 
Nyquist projections are presented in Fig. 5. It is easy to see that the 
fundamental frequency exhibits one peak and one shoulder on the 
imaginary part, located at ca. 260 Hz and at ca. 30 Hz, respectively – 
these will be abbreviated as high-frequency and low-frequency peaks. In 
fact, the imaginary part of the first harmonic can be decomposed into 
two Lorentzians centered at 262 Hz and 32 Hz.. Most probably, they 
correspond to two possible mechanisms of recombination with the 250 
Hz one dominating in the response. The general shape of the spectra 
shows good agreement with the simplest solution written in Equation 
(23) and Fig. 1 d-f evidencing the nonlinear generation current. 

Subtle deviations from the simplest model can originate from either 
the intensity-dependent recombination or second-order recombination. 
One of the marks is overshooting of real parts to the negative values [12 
32] after exceeding 100 Hz. Actually, it is not possible to fit only simple 
Lorentzians to the second (and higher) harmonic. The imaginary part 
seems to be well-fitted only when both simple and squared resonances 
are used – then, asymmetric shape of the HF peak is resolved (see Section 
10 in ESI file Figure S2-3). Deconvoluted peaks of squared resonances 
are located at 32 Hz and 260 Hz, almost exactly as fundamentals. 
Therefore, both recombination pathways (LF and HF) are most likely 
second-order due to the higher harmonics are not composed purely of 
Lorentzians. 

The photovoltage – intensity profile in Fig. 6a is clearly nonlinear, 
which justifies the presence of higher harmonics. As a result, with a high 
AC component of the power density (750 µW) up to 10th harmonics 
have a non-zero measurable frequency dispersion. A total amplitude at 
the low-frequency limit (ω ~ 0) of the IMVS response exhibits a 
monotonous power-law decay with a power coefficient equal to − 0.5 
(Fig. 6b). Such behavior agrees with the assumption of Taylor series 
convergence introduced earlier. It is to be noted that strong non
linearities and higher harmonics appear even for (monochromatic) il
luminations as small as 1 mW/cm2, which are two orders of magnitude 
smaller than the typical solar simulators. 

Besides the amplitude plot, identification of the harmonic content 
can be also performed qualitatively based on the time dependencies for 
the photovoltage U(t) or photocurrent I(t). Exemplar photovoltage time 
response for the Si photodiode data is given in ESI file (Section 11, 
Figure S4-5). It is easy to see that the stimulus (yellow) is a single sine, 
however, the response shape deviated drastically from sine. Considering 
that the deviation from the sine shape is severe, it is expected that the 
second and higher harmonic would be present along with the funda
mental. This is confirmed on the amplitude plot in Fig. 6b. 

Furthermore, a series of experiments with different AC illumination 
intensities was carried out on the same Si photodiode (Fig. 7). The power 
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density is expressed as the percentage of the maximum intensity of the 
LED in the device, which is equal to ca. 1800 µW. Apparently, the sample 
possesses the HF constant at both small and large illuminations, however 
the low-frequency recombination mechanism manifests only at the 
highest power. This observation strongly suggests the necessity of using 
high values of AC components to fully understand the sample behavior, 
in contrast to the commonly used linear approximation that requires a 
small perturbation. The second and third harmonic requires the AC 
component of light intensity to be at least 20 % of the maximum to be 
distinguished from the noise and the fourth harmonic − 30 %. This 
threshold for higher harmonic appearance increases with the harmonic 
number but even at the 2 % of the AC, the second harmonic is strongly 
present indicating an intrinsic nonlinearity of the system (see ESI Figure 
S6, Section 12). In other words, the AC stimulus is presumably never 
small enough to produce only the first harmonic for real systems. 

According to the fit in Fig. 7c, IMVS harmonic amplitudes at the low- 
frequency limit increases exponentially with the AC component of the 
stimulus. The general shape of this profile for each harmonic is difficult 
to assess from the proposed theory – it can be basically any analytic 
function depending on the values of Taylor coefficients. This issue is 
discussed in the ESI file in Section 13. Interestingly, the exponent ob
tained by fitting of the experimental data is the same for all harmonics 
other than the fundamental. It might suggest that among the harmonics, 
the first one is the most ‘contaminated’ with parasitic processes that 
distort the relationship. 

TiO2 nanotubes. 
TiO2 nanotubes (TNTs) were chosen as an exemplary metal oxide 

nanostructured semiconductor to be a second toy model for HHA – in 
this case applied to IMPS measurements. Higher harmonic spectra of the 
IMPS response for TNTs samples were measured at + 1000 mV polari
zation unless stated otherwise and are presented in Fig. 8. Technically, 
such measurements should be performed under short-circuit conditions 
to avoid non-photocurrent contributions. Argumentation on the choice 
of such potential is given in Section 14 of the ESI file. Briefly, although 
it is not a short circuit potential, it is sufficiently high to generate a 
photocurrent that is not limited by the potential [50]. In all cases, the 
current has been recalculated to the current density by dividing the 
constant sample area equal to 3.14 cm2. 

The fundamental response exhibits four characteristic time constants 
located at 724 Hz, 94.7 Hz, 21 Hz and 15 mHz all exhibiting positive 

imaginary parts. The analysis will be focused only on the two HF fea
tures related to transport. Xiao et al. reported the transport character
istic frequency at 300 Hz for titania nanoparticles and 200 Hz for titania 
nanowires using 11 mW cm− 2 intensity [50]. In other works, the 
extremum frequency for dye sensitized solar cells based on TiO2 oscil
lates between 100 and 200 Hz depending on the light intensity used [34] 
and between 70 and 350 Hz depending on the layer and preparation 
method [35]. The suggested initial interpretation of those signals would 
be the recombination/charge transfer arcs at low frequency and two 
distinct transport pathways at high frequency. Alternatively, those two 
high-frequency constants can originate from different mobilities of 
electrons and holes [62]. The presence of surface states not involved in 
electron transfer (deep traps) producing an additional semicircle at the 
first quadrant [33] can be discarded in the case studied. This is because 
the polarization is strongly anodic and far from the potential region of 
photocurrent switching [17]. Regardless, it is to be noted that the high 
frequency limit exhibits the negative real parts strongly suggesting the 
presence of nonlinear phenomena. Moreover, the explanation involving 
negative slope of the photocurrent-power density profile can be ruled 
out, because it is certainly positive in the studied range of power den
sities (see Fig. 9c). 

The second harmonic exhibits markedly different behavior than the 
fundamental, as the two transport maxima change into a complex series 
of peaks with several apparent extrema. Fitting of pure Lorentzians was 
performed to resolve the positions of minima and maxima. The result of 
the fitting are overlapped 5 Hz maximum, 85 Hz minimum, and 115 Hz 
maximum. No higher-order resonances were necessary to obtain fitting, 
although its quality is relatively low due to low-frequency features being 
difficult to model. It is strongly suggested that second-order recombi
nation can be ruled out. Moreover, the real part exhibits one minimum 
and one maximum instead of a monotonous decay with inflections. In 
the Nyquist projection, it gives a unique sigma-like shape with at least 
five extrema occupying all four quadrants of the complex plane. It is to 
be noted that the emergence of additional extrema for higher harmonics 
is indicative of the intensity dependence recombination model. It cor
responds to the case, when both A and B constants in the expression for 
Q(2) are negative (Fig. 2 – brown curve). Slightly different behavior can 
be observed for the third and fourth harmonics as the low-frequency 
regions of the real parts are negative. Imaginary part is well modelled 
by the series of first-order resonances suggesting that higher order 

Fig. 4. Higher harmonics spectra of IMPS and IMVS simulated for the model of two resonances with intensity-dependent generation. Constants used for construction 
of plots: kR = 100 Hz, kCT = 0.1 Hz, CH = 10-5F, Csc = 10-6F, R = 10 [3] Ω, I(1) = 100 µA, I(2) = 50 µA, I(3) = 25 µA, I(4) = 12.5 µA. 
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recombination is not present. Simultaneously occurring negative real 
and negative imaginary part are equivalent to the Nyquist plot occu
pying mostly the third quadrant. It is difficult to discern contributions 
coming from the generation, recombination or transport using solely 
qualitative analysis. However, considering the frequency range between 
10 Hz and 1000 Hz, the most dominant contribution is presumably 
transport. Nevertheless, if there was only the intensity-dependent gen
eration, the number of frequencies on each harmonic would be the same. 
Thus, according to the models given in the Theory section, the presence 
of both intensity-dependent generation and transport is evidenced. 

A more detailed analysis of higher harmonics shapes is contained in 
Fig. 9. As recorded amplitudes of higher harmonics are markedly lower 
than the fundamental, in the following figure the first harmonic is 
omitted for the clarity of presentation. This observation is connected to 
the fact that the studied system is weakly non-linear (Fig. 9c) in contrast 
to the photodiode and regardless of the applied potential. 

On the exemplar photocurrent time profile in Figure S4-5 the devi
ation of the response from the sine shape is rather mild compared to the 
photodiode. Nevertheless, the photocurrent response is not an ideal sine 
and higher harmonics are indeed present. Magnitudes of them are two 
orders of magnitude smaller than the fundamental, though. 

It is to be noted that although the second and third harmonic possess 
a higher number of characteristic constants connected to the transport, 
this number is reduced to two again for harmonics 4 and higher. 

Moreover, as both real and imaginary parts are negative for those 
functions, all of them should contribute to the fundamental leading to 
the observed “negative resistance”. The amplitudes of harmonics higher 
than 2 decrease almost linearly with the harmonic number, in contrast to 
the power-law decay observed for the IMVS measurement of the 
photodiode (Fig. 6d). The characteristic apparent LF constants and HF 
constants both decrease according to the power law, but with slightly 
different exponents equal to − 2.7 and − 2.4, respectively. Interestingly, 
the decay is faster than in the case of the simplest model given in 
equation (15) and Fig. 1. indicating intensity-dependent rate. 

In Fig. 10, a series of HHA measurements is performed for different 
values of the AC component of the light stimulus. It is easy to see that the 
shapes of both the real and imaginary parts for the first harmonic do not 
change significantly with the varying AC component - only the ampli
tude increases almost linearly (Fig. 10 b). 

On the other hand, in higher harmonics the HF extremum at the 
100–500 Hz regime plummets for smaller AC, but the LF extremum at 
10–60 Hz changes its sign and decreases its characteristic frequency 
with the AC component. In general, the decrease of the LF characteristic 
time constant indicates that one of the transport pathways in TiO2 
sample is slightly slower (increased transport resistance) for higher 
illumination intensities. This trend is repeated for all harmonics and 
more pronounced than for the fundamental. This outcome is contrary to 
the standard intuition and experimental data obtained solely from the 

Scheme 2. Algorithm for qualitative analysis of IMPS/IMVS higher harmonic spectra towards estimating the source of nonlinearity.  
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fundamental harmonic [43,50–52]. A general physical intuition is that 
the resistance should decrease with higher number of mobile charges 
generated during photoexcitation. However, there are works with re
sults similar to ours [42]. This property of increased resistance might be 
intrinsic to the studied sample. However, it is also possible that many 
other photoactive materials could behave similarly in the higher har
monics approach, because results obtained from solely the first har
monic can be misleading in correct description of intensity-dependence. 

Lastly, the influence of the electrode potential on the shape of the 
higher harmonics was established and gathered in Fig. 11. In general, in 

the models developed in the theoretical section there was no need to 
assume any explicit dependence of physical quantities on the potential 
to obtain the shape of the higher harmonics. The problem is easy in the 
case of the two-electrode measurements, where in the short-circuit 
conditions, the voltage is exactly zero. However, to solve many prob
lems in photoelectrochemistry, there is a strong need to operate in a 
three-electrode system with a potentiostat. Therefore, it is desirable to 
understand higher harmonic response also in this set-up. It is known that 
the charge transfer rate and the recombination rate should depend on 
the electrode potential somehow. In the case of metal | electrolyte 

Fig. 5. Higher harmonic IMVS spectra of the Si photodiode in Bode and Nyquist projections recorded with DC and AC power density equal to 750 µW.  

Fig. 6. A) Photovoltage dependence on the illumination intensity, b) decay profile of the IMVS amplitude at the low-frequency limit, c)) imaginary part of higher 
harmonics of IMVS spectra from 1 to 10, arrows indicate the increasing number of harmonics. 
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Fig. 7. A-b) higher harmonic imvs spectra of the si photodiode with varying ac component of the light; c) corresponding profiles of the amplitude decay at the low 
frequency limit. spectra were recorded with dc component of the light power density equal to 50 % (750 µW) and AC component to 50 %, 40 %, 30 %, 20 % and 10 % 
of the maximum intensity. 

Fig. 8. Higher harmonic IMPS spectra of TNTs in Bode and Nyquist projections recorded with DC and AC power density equal to 750 µW and + 1000 mV elec
trode potential. 
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interfaces, the charge transfer rate is typically assumed to be exponential 
based on the Butler-Volmer equation, or Gaussian in the Marcus theory. 
In the case of semiconductors however, those models cannot be trans
lated directly, as the voltage drop occurs both in the Helmholtz layer and 
in the space charge region. A reliable theoretical description of the po
tential dependence for quantities such as the charge transfer rate, 
recombination rate and transport rate are still missing. 

Nevertheless, there are plenty of experimental approaches that have 
touched on this issue involving IMPS/IMVS, transient photocurrent/ 
photovoltage, and photoimpedance electrochemical spectroscopy 
(PEIS). Some PEIS studies of hematite electrodes suggest parabolic (or 
polynomial) shape of the charge transfer and recombination rates [54], 
others report monotonous growth of the rate constant and parabolic 
shape of the recombination [53]. In case of TiO2, the charge transfer is 

Fig. 9. a)-b) HHA of the real and imaginary part of the IMPS response of TiO2. c) Intensity-photocurrent profiles for different electrode potentials showing weak- 
nonlinear regime, d) decay profile of the LF limit of the amplitude, e)-f) decay profile of the transport characteristic frequencies. 

Fig. 10. A)-b) higher harmonic imps spectra of tnts with different ac component c)-d) corresponding profiles of the amplitude decay at the low frequency limit, e) 
variation of the low-frequency time constant with respect to the ac component. spectra were recorded with dc component of the light power density equal to 50 % 
(750 µW) and AC component to 50 %, 40 %, 30 %, 20 % and 10 % of the maximum intensity. 

A. Olejnik and K. Grochowska                                                                                                                                                                                                               

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Measurement 224 (2024) 113943

14

constant or increasing depending on the pH, while recombination 
generally plummets with larger anodic polarization [63]. In the case of 
perovskite MAPI (methylammonium-lead-iodide) photoelectrochemical 
cells, both rates (including transport) seem to increase with the elec
trode potential [13]. In general, one can safely assume that the recom
bination rate decreases with electrode potential because of the larger 
electric field inside the space-charge region facilitating separation. 
Then, the charge transfer rate and transport rate are expected to have 
opposite trend for the same reason [41] as the potentiostat provides an 
additional driving force for the (photo)current flow. 

Nevertheless, HHA allows a phenomenological analysis of the po
tential dependence of the rates in the following way. As discussed 
before, the first harmonic of the IMPS response exhibits two character
istic frequencies (Fig. 11b – imaginary part) and both increase non
linearly with the applied potential accompanied with higher amplitudes. 
In other words, transport is faster, and the photocurrents are greater 
when the potential of titania is more anodic. This is in accordance with 
the physical intuition that the higher electric field in the space charge 
region facilitates separation of excitons, which results in a higher 
photocurrent and lower transport resistance. This pattern is analogous 
for all harmonics - all extrema lie at higher frequency as the potential is 
more anodic. The slope of those lines also decreases with the harmonic 
number. In other words, there is an individual potential dependence for 
each coefficient in the Taylor expansion of the intensity-dependent 

recombination/transport. Interestingly, electrode potential does not 
change numbers and signs of extrema in the studied sample confirming 
that the developed mathematical formalism is indifferent to the elec
trode potential. 

6. Conclusions 

In this work, an approach for the analysis of nonlinearities in pho
toelectrochemical and photovoltaic systems using higher harmonic 
analysis was proposed. A series of analytical solutions of kinetic equa
tions were developed for higher harmonics that originate from either 
intensity-dependent generation current, recombination rate, transport 
rate or second order recombination. Those solutions constitute a 
mathematical model for interpretation of semiconductor photophysics 
based on experimentally obtained harmonics of IMPS and IMVS spectra. 

This approach was applied for analysis of two exemplar cases – IMVS 
of the Si photodiode and IMPS for the photoelectrochemical cell with the 
TiO2 nanotubes as the working electrode. The method allowed to 
recognize the two different recombination rates for the photodiode both 
second order. In the case of TiO2, it allowed to distinguish two charac
teristic transport frequencies and their intensity-dependence. Decrease 
of those rates with the power density of illumination is more evident for 
higher harmonics than for the fundamental and contrasting with other 
studies. 

Fig. 11. Higher harmonic IMPS spectra of TNTs and corresponding profiles of the low-frequency decay with potential. Spectra were recorded with DC and AC 
component of the light power density equal both 50 % (750 µW) and electrode potentials were set to 200, 400, 600, 800 and 1000 mV. 

A. Olejnik and K. Grochowska                                                                                                                                                                                                               

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Measurement 224 (2024) 113943

15

A series of arguments for the limited applicability of the first har
monic for studying intensity-dependent quantities was presented. 
Although their mathematics is more complicated, the higher harmonic 
analysis possesses a greater explanatory power for investigating 
recombination and transport mechanisms that can be used for studies of 
complex photoelectrochemical and photovoltaic systems. Similarly to 
the recently introduced IMPS microscopy giving insight into structural 
heterogeneities, HHA is anticipated to solve physical features underly
ing behavior of the photoactive materials and solar cells. There is also a 
possibility to integrate the HHA formalism with the combined modu
lated techniques such as light intensity modulated impedance 
spectroscopy. 
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