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ABSTRACT
In this work, we shall estimate via computer simulations the homogeneous nucleation rate for the methane hydrate at 400 bars for a super-
cooling of about 35 K. The TIP4P/ICE model and a Lennard-Jones center were used for water and methane, respectively. To estimate the
nucleation rate, the seeding technique was employed. Clusters of the methane hydrate of different sizes were inserted into the aqueous phase
of a two-phase gas–liquid equilibrium system at 260 K and 400 bars. Using these systems, we determined the size at which the cluster of the
hydrate is critical (i.e., it has 50% probability of either growing or melting). Since nucleation rates estimated from the seeding technique are
sensitive to the choice of the order parameter used to determine the size of the cluster of the solid, we considered several possibilities. We
performed brute force simulations of an aqueous solution of methane in water in which the concentration of methane was several times higher
than the equilibrium concentration (i.e., the solution was supersaturated). From brute force runs, we infer the value of the nucleation rate for
this system rigorously. Subsequently, seeding runs were carried out for this system, and it was found that only two of the considered order
parameters were able to reproduce the value of the nucleation rate obtained from brute force simulations. By using these two order parameters,
we estimated the nucleation rate under experimental conditions (400 bars and 260 K) to be of the order of log10 (J/(m3 s)) = −7(5).

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0132681

I. INTRODUCTION
Water and methane are not miscible. When the mixture is

cooled at constant pressure, a solid phase (known as methane
hydrate) can be formed below a certain temperature denoted as T3.1
At the triple point temperature T3 (which depends on pressure), one
has three phases at equilibrium, namely, a gas phase, an aqueous
phase, and a solid phase of the hydrate. Below T3, one should have
again two phases, a solid hydrate and another fluid phase (water or
methane gas depending on the global composition of the system).
Methane hydrates present a cubic sI structure,1,2 where molecules
of methane occupy the cavities formed by a network of molecules

of water connected via hydrogen bonding. Since the formation of a
solid phase is an activated process that must overcome a free energy
barrier, it is possible to find the gas in contact with the fluid phase
even at temperatures below T3. In this case, the two-phase system
formed by the gas and aqueous phase is metastable with respect to
a system having also two phases but containing the hydrate and
another phase. Often, the presence of impurities or solid surfaces
induces the formation of the solid phase. This is denoted as het-
erogeneous nucleation. However, in the absence of impurities or
surfaces, the nucleation is homogeneous.3 In homogeneous nucle-
ation, an embryo of the new phase (hydrate in this case) is formed
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spontaneously via a fluctuation, and when it is larger than a certain
critical size, it provokes the growth of the solid phase. Therefore, the
formation of a solid occurs via a nucleation and growth mechanism.

A critical magnitude in nucleation studies is the nucleation rate
J, which represents the number of critical clusters formed per unit
of volume and per unit of time. Since the critical cluster is formed
in the aqueous phase, the volume to consider for nucleation studies
of hydrates is the volume of the aqueous phase. A number of exper-
imental studies have provided nucleation rates for the formation of
ice.4–13 In addition, a number of computer simulation studies have
considered this problem in detail.14–22 Although we do not have a
complete consensus about the values of nucleation rates for the for-
mation of ice, and some problems are still not fully understood, at
least we have an initial understanding of the global picture.23 How-
ever, in the case of hydrate nucleation, our understanding of the
values of homogeneous nucleation rates is still limited.24,25

First, experimental studies on hydrate nucleation are quite
scarce and show lack of agreement.26–33 Similarly, computational
studies34–50 are scarce and often performed under conditions that
are not close to those performed in experiments. Pioneering compu-
tational studies on hydrate nucleation used an interesting strategy.
They employed aqueous solutions with a concentration of methane
much higher than that found in experimental studies. In exper-
imental studies, the concentration of methane is determined by
the equality of chemical potentials of methane and water in both
phases (i.e., gas and aqueous phases). The interface between these
two immiscible phases is planar. The value of the molar fraction of
methane in the aqueous phase when in equilibrium with the gas
phase via a planar interface is usually denoted as the “solubility,”
i.e., x0

CH4
. However, in simulation studies, there are two common

strategies to increase the concentration of methane above x0
CH4

. In
the first case, one performs simulation studies of a system having
a homogeneous aqueous phase with an extremely high concentra-
tion of methane (thus, the aqueous solution is supersaturated with
methane and has a methane concentration many times higher than
that found at equilibrium conditions). Under these circumstances,
the nucleation of the hydrate occurs in timescales of the order of
hundreds of nanoseconds or less.34,36 Note that this strategy is suc-
cessful only at low temperatures where the nucleation of gas bubbles
occurs in a much larger timescale, as we have shown recently.51

The second strategy is more subtle. One has a two phase system
(water and gas), but instead of having a planar interface, methane
molecules form a spherical bubble, which results in an increase of
the solubility of methane molecules in the aqueous phase.37–40 Using
these two strategies (which increase the concentration of methane
with respect to x0

CH4
), one can nucleate hydrates spontaneously at

low temperatures by using brute force (BF) simulations.34,36,40 Note
that in brute force simulations, the nucleation rate is of the order
of 1030–33/(m3 s) as the volume of the sample is of the order of
10–100 cubic nanometers and the observation time is of the order of
a few microseconds.15,52 However, nucleation rates found in exper-
iments are typically in the range 100–14 for observation times of
minutes and sample sizes between 10−3 and 10−17 m3.3,23 The sum-
mary is that brute force simulation studies cannot provide estimates
of nucleation rates found in experiments for one reason: they require
an extremely high driving force (i.e., chemical potential difference
between the solid and the molecules of methane and water in the
fluid phase), and this can only be achieved either by performing

studies at extremely low temperatures or with the use of extremely
supersaturated solutions that cannot be achieved in experiments.

To estimate nucleation rates under conditions closer to the
experiment, one should use rare event techniques.53–58 In fact, Bol-
huis and co-workers37–39 and Barnes et al.45 have started this route.
In an attempt to obtain results closer to the experiment, Bolhuis and
co-workers used transition path sampling,53,59 and they were able
to estimate nucleation rates at temperatures much closer to T3 than
any other study before. However, to keep the calculations within rea-
sonable limits, a bubble of methane was used as a gas reservoir, and
therefore, the solubility of methane in water was higher than that
found for a planar interface. It should be mentioned that the role of
nanobubbles in hydrate nucleation is not fully understood.60,61 It is
not clear if nanobubbles could play an important role. Further work
is needed. For instance, nanobubbles could be responsible for the
so-called memory effect of hydrate nucleation (i.e., the experimental
evidence that the nucleation of the hydrate is much easier in a system
where the hydrate was formed previously).30,62–64 Leaving aside the
role of nanobubbles, it seems of interest to estimate the nucleation
rate of hydrates under usual experimental conditions (ECs). What
do we mean by experimental conditions? We mean that there are
no bubbles of gas in the system and the concentration of methane
in water is the equilibrium one, i.e., x0

CH4
. The equilibrium concen-

tration is the one that would be obtained by using a planar interface
so that both the methane and aqueous phases have the same pres-
sure (when having bubbles, the pressure of methane in the bubble is
higher than that of the aqueous phase).

In this work, we shall try to estimate the nucleation rate of the
methane hydrate under experimental conditions. We shall use the
TIP4P/ICE force field65 for water and the single Lennard-Jones (LJ)
site model66,67 for methane, which are able to provide quite good
estimates of T3 as compared to experiments.51 To determine J, we
shall use the seeding technique.68

Seeding studies started with the work of Bai and Li;69,70 it is
also in the spirit of the work of Carignano and co-workers71 and
was more officially presented in the work of Knott et al.35 and Sanz
et al.14 In the paper of Knott et al., the nucleation rate for the for-
mation of a hydrate was considered, while in the paper of Sanz
et al., the nucleation rate for the formation of ice was determined.
The technique of Seeding has been applied since then to a number
of different systems, starting from simple models as hard spheres
(HSs),68,72–74 Lennard-Jones (LJ),68,75 and evolving toward much
more complex systems.14,35,76–79 The aim of this study is to provide a
reasonable estimate of the value of the homogeneous nucleation rate
under experimental conditions, namely, a pressure of 400 bars and a
supercooling of 35 K.

II. METHODOLOGY
A. Seeding: A brief description

Classical Nucleation Theory (CNT) is a theoretical framework,
aimed to obtain nucleation rates J. The work of Volmer and Weber80

and of Becker and Döring81 leads to the well-known expression (for
the particular case of freezing),82

J = ρ f Z f +e(−βΔGc) = ρ f

¿
Á
ÁÀ ∣ΔG′′c ∣
(2πkBT)

f +e(−βΔGc), (1)
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where ρf is the number density of molecules in the fluid phase, Z is
the Zeldovich factor, f + is the attachment rate, β = 1/(kBT), ΔGc is
the free energy barrier for nucleation, and ΔG′′c is the curvature (i.e.,
second derivative) of the free energy profile at the maximum.

This theory has undergone a second renaissance after the work
of Frenkel and co-workers.83–86 They showed that all the quantities
in the previous equation can be obtained from computer simula-
tions. The key idea is to evaluate the free energy as a function of
an order parameter describing the transition (typically, the size of
the largest cluster), determining its maximum (which is just ΔGc)
and the curvature at the maximum (which allows us to compute
Z). The other parameters, ρf and f +, are obtained from additional
simulations (ρf from NpT runs of the fluid phase and f + from runs
starting at the top of the free energy barrier from which the diffu-
sion coefficient in the one-dimensional space of the order parameter
can be determined). This approach is usually denoted as umbrella
sampling (US)55,56 as this technique is used to determine the free
energy barrier and has led to an exceptional improvement in our
understanding of freezing and in determining nucleation rates for
systems such as HS,83,87 LJ,88 water (mW),89 Si,90 NaCl,91 and many
others. It is important to point out that in US, one directly obtains
the free energy barrier and its value is hardly affected by the choice
of the order parameter selected to describe the transition (provided
that it is reasonable), as has been found for HS in the work of Fil-
ion et al.87 and for LJ and the mW model of water92 in the work of
Prestipino.93 Although US is certainly elegant and almost an exact
technique, it is computationally quite demanding when the size of
the critical cluster is large, which happens as one approaches the
region where experimental values of J are reported.

Around ten years ago, a new approach for studying nucleation
was presented and received the name of seeding. This technique,
as US, uses Eq. (1) to estimate nucleation rates and also uses the
input from computer simulations. If this is so, what is the difference
between seeding and US? The main difference is that in seeding, one
does not compute ΔGc but rather the size of the critical cluster Nc
using the fact that a critical cluster melts or grows with equal proba-
bility. If the size of the cluster is smaller than the critical size, in most
of the runs, the solid cluster will melt, while if the cluster is larger
than the critical size, growth of the solid cluster will be observed in
most cases. Thus, clusters are inserted at certain T and p into the liq-
uid phase, and one determines the size of the cluster for which the
probabilities of melting and growing are equal. However, Nc does
not enter in Eq. (1) so that it is not clear how this can help. The key is
now to use the thermodynamic formalism for nucleation developed
by Gibbs94 (the thermodynamic ingredient) to connect ΔGc and Nc
using the following equations:

ΔGc =
Nc ⋅ ∣Δμ∣

2
, (2)

∣ΔG′′c ∣
2π ⋅ kBT

=
∣Δμ∣

6π ⋅ kBT ⋅Nc
, (3)

where Δμ (for a pure component) is the difference in chemical
potential between a bulk solid and a bulk fluid at the same T and
p, which is easily obtained using thermodynamic integration from
the coexistence point where Δμ = 0. Seeding eliminates the need for
performing free energy calculations by replacing them with a much

simpler determination of the size of the critical cluster. However,
the seeding technique presents a problem. The size of the critical
cluster depends on the choice of the order parameter, and therefore,
although the value of ΔGc is unique, different choices of the order
parameter will lead to different estimates of its magnitude.78 It can
be shown that there is a particular choice of the order parameter
that provides an exact value of ΔGc (in particular, the one that leads
to the exact determination of the radius of the cluster at the surface
of tension95–98). Although the value of this radius is unknown, at
least we know that there is a particular choice of the order parameter
that provides a good estimate of ΔGc. The summary is that seeding
should be used with care. If possible, one should use an order para-
meter that reproduces results from more rigorous routes either for
ΔGc and/or for J, as, for instance, those obtained from umbrella sam-
pling, Forward Flux Sampling99 (FFS), or brute force simulations.
In previous work,14,15,77 we have shown that an empirical criterion
denoted as “mislabeling” combined with the order parameter pro-
posed by Lechner and Dellago100 to identify molecules as fluid or
solid was able to describe quite well the nucleation rates obtained
for a number of pure component systems, such as HS, LJ, water, and
NaCl.

In this work, we shall use seeding to describe the nucleation
of the hydrate from an inhomogeneous system consisting of water
and methane. Our approach will be similar to that developed by
Knott et al.35 However, we will pay special attention to the choice
of the order parameter by selecting one that is able to reproduce
nucleation rates obtained from brute force simulations.

The working expressions of J that we shall use in this work are

J = ρCH4
liquid ⋅ Z ⋅ f +CH4 ⋅ exp(

−NCH4
c ⋅ ∣Δμnucleation∣

(2 ⋅ kBT)
), (4)

Z =

¿
Á
ÁÀ ∣Δμnucleation∣

6π ⋅ kBT ⋅NCH4
c

, (5)

where the density of molecules of methane in the fluid phase is ρCH4
liquid,

NCH4
c is the size of the critical cluster (expressed as the number of

molecules of methane in the critical cluster), Z is the Zeldovich fac-
tor, Δμnucleation is the driving force for the formation of the hydrate
(it will be described in detail in Sec. II B), and f +CH4

is the attachment
rate that can be estimated as101

f +CH4 =
⟨(NCH4

c (t) −NCH4
c (t0))

2
⟩

2 ⋅ t
, (6)

where NCH4
c (t) is the cluster size at time t and NCH4

c (t0) is the size of
the cluster at t = 0.

B. The driving force for the nucleation Δμnucleation
One can regard the formation of the hydrate as a chemical

reaction102 so that

CH4(aq, xCH4) + 5.75 H2O(aq, xCH4)

→ [CH4(H2O)5.75]hydrate, (7)

where methane in the aqueous phase reacts with 5.75 molecules of
water to form the hydrate. In a unit cell of the hydrate, there are 46
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molecules of water and eight molecules of methane. We shall assume
the full occupancy of the cages of the hydrate, which gives the water
to methane ratio equal to 5.75, hence the factor of 5.75 in Eq. (7).
We shall denote as Δμnucleation the chemical potential change for this
process,102,103

Δμnucleation = μhydrate − μCH4(aq, xCH4) − 5.75 ⋅ μH2O(aq, xCH4), (8)

where μCH4(aq, xCH4) and μH2O(aq, xCH4) are chemical potentials of
methane and water in the aqueous phase, respectively. Even though
the hydrate is formed out of two different molecules, since its com-
position is fixed (assuming the full occupancy of the cages of the
hydrate), it can be treated as a single species, and hence, its chem-
ical potential can be defined as a sum of chemical potentials of its
individual components,

μhydrate = μCH4(solid, xCH4) + 5.75 ⋅ μH2O(solid, xCH4). (9)

From a thermodynamic point of view, the formation of the
hydrate is possible when the condition

Δμnucleation < 0 (10)

is satisfied. Let us discuss when this condition is satisfied. In Fig. 1,
we present a sketch of the changes (at constant pressure) of the solu-
bility of methane in water with temperature when in contact with the
hydrate or when in contact with the gas (in both cases via a planar
interface). In fact, we have recently computed both solubility curves
at 400 bars for the force field used in this work.51 The crossing of the
two solubility curves determines the triple point temperature T3 as
has been previously shown.51,104 Along the solubility curve of the
hydrate, it holds that Δμnucleation = 0. Thus, this line separates the
region where the formation of the hydrate is possible (above this
line) from the region where it is not possible (below this line) from a
thermodynamic point of view.

FIG. 1. Schematic depiction of the regions of temperature and molar fraction of
methane in water where the nucleation of the methane hydrate is possible (entire
yellow region) and not possible (non-yellow region). Solid lines represent solubility
values of methane in water at different temperatures below T3 from gas–liquid
(green line) and solid–liquid (blue line) systems with planar interfaces. In the yellow
region, above the solubility line from the gas phase (dark yellow), the system is in
a doubly metastable state where one can have the nucleation of either gas phase
or the hydrate. In the entire yellow region (light and dark), the thermodynamically
stable state is the hydrate in equilibrium with a fluid phase.

It is interesting to define two types of supersaturations at certain
T and p,

Shydrate = xCH4/x
eq,hydrate
CH4

(11)

and

S = xCH4/x
eq,gas
CH4
= xCH4/x

0
CH4 , (12)

where xCH4 is the actual concentration of methane in the aqueous
phase, xeq,gas

CH4
is the solubility of methane in water when in contact

with the gas via a planar interface (at T and p), and xeq,hydrate
CH4

is the
solubility of methane in water when in contact with the hydrate via
a planar interface (at T and p). For simplicity, we shall denote xeq,gas

CH4

as x0
CH4

and values of xCH4 larger than x0
CH4

will be labeled with an
asterisk (x∗CH4

). The formation of the hydrate is possible from a ther-
modynamic point of view when Shydrate > 1 and not possible when
Shydrate < 1. Sometimes, in the literature, Shydrate is denoted as S, and
for this reason, it is necessary to read carefully the definition of S in
each individual paper.

Let us focus on the particular case of the nucleation of the
hydrate at 260 K and 400 bars. How to perform experiments on the
nucleation under these conditions? The simplest approach is to have
a container where both water and methane are in contact via a planar
interface and to cool the system to the temperature of 260 K while
keeping the pressure at 400 bars. We shall denote this approach as
“experimental conditions” (ECs), and it has been the way experi-
ments have been performed in several studies.24,105,106 In this work,
we would like to mimic this way of doing experiments. However,
we will only consider the possibility of the nucleation in the bulk
of the aqueous phase (i.e., homogeneous nucleation) and we shall
not consider the possibility of the hydrate formation at the inter-
face (heterogeneous nucleation). The possibility of using seeding to
investigate heterogeneous nucleation is interesting and deserves to
be explored in more detail in the future. However, there are other
possible ways of doing experiments. In fact, one could have a sam-
ple of water into which a certain amount of methane is introduced
so that S < 1 while Shydrate > 1. Under these circumstances, the for-
mation of the hydrate is still possible from a thermodynamic point
of view, but one does not have enough methane to generate the gas
phase so that there will be no interface. In this case, the only mecha-
nism for hydrate formation will be homogeneous nucleation (which
could be relevant to the hydrate formation in the sea107).

The summary is that although usually experiments are per-
formed at S = 1 while having two phases in contact via a planar
interface, it would be possible to perform experiments with S < 1
when having only one phase (the hydrate would still be the stable
phase, provided that Shydrate > 1). It should be mentioned that it is
also possible to have only one phase even when S > 1. In this case,
the system is in a doubly metastable state (with respect to the for-
mation of the hydrate and with respect to the formation of the gas
phase). The transition with the fastest kinetics will occur first (see
our previous work51 for a more detailed discussion of this). In fact,
as will be shown in this work, for systems with values of S as large
as 4.72 and 5.62, the formation of the hydrate occurs first and we do
not observe the formation of the gas phase.

The particular values of xeq,gas
CH4

and xeq,hydrate
CH4

at 260 K and 400
bars found in our previous work51 for the force field of this work are

J. Chem. Phys. 158, 114505 (2023); doi: 10.1063/5.0132681 158, 114505-4
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0.0089 and 0.0009, respectively. Values of Δμnucleation at 400 bars for
the model of this work have also been reported by us51 recently using
several thermodynamic routes. A particularly simple but approxi-
mate route to determine Δμnucleation of the hydrate (denoted as route
2 in our previous work) is to use

Δμnucleation

kBT
≃ ln
⎛

⎝

xCH4

xeq,hydrate
CH4

⎞

⎠
= ln(Shydrate) (13)

although due to the extremely low value of xeq,hydrate
CH4

this route has
larger uncertainties than other possible routes, as was discussed in
our previous work.51 We have also shown51 that values of Δμnucleation
around 4 (in kBT units) are sufficient to induce nucleation in brute
force (BF) runs. Note that Eq. (13) can also be used to determine the
value of Δμnucleation of a gas phase if the value of xeq,gas

CH4
is used instead

of xeq,hydrate
CH4

in the denominator of Eq. (13).
Another route to estimate the value of Δμnucleation can be

obtained by assuming that the enthalpy of dissociation of the hydrate
does not change with temperature and can be taken as the value at
T3. By neglecting the change of the composition of the solution with
temperature, one can obtain a simple expression,

Δμnucleation ≃
hT3

diss
T3
(T − T3) = sT3

diss(T − T3), (14)

where hT3
diss is the enthalpy of dissociation at T3 and sT3

diss is the
entropy of dissociation at T3. Using the values of hT3

diss = 48.12 kJ/mol
and T3 = 295 K that we have obtained previously,51 we obtain sT3

diss
= 163 J/(mol K). We have also included a figure in the supplementary
material with the values of Δμnucleation from Eq. (14) [note that we
found an error in Fig. 10 of our previous work51 when implementing
Eq. (14)]. In any case, both Eqs. (13) and (14) are approximate, and
there are other ways of estimating Δμnucleation with higher accuracy as
discussed in our previous work.51 In Sec. II C, we shall provide the
details of simulation runs.

C. Simulation details
All the calculations presented in this paper were obtained with

the use of classical molecular dynamics (MD). Simulations were

carried out using the GROMACS108,109 package. The NpT ensem-
ble was used in all cases. Depending on the system characteristics,
either isotropic NpT (all sides of the simulation box change pro-
portionally) or NpzT (only one side of the simulation box changes)
ensemble was used. The pressure was kept constant with the use
of the Parrinello–Rahman barostat,110 while the temperature was
kept constant with the use of the Nosé–Hoover thermostat.111,112

In both cases, the relaxation time of the barostat and thermostat
constants used was equal to 2 ps. A time step of 2 fs was used
for all simulations. A cutoff of 9 Å was used for both electrostatic
and van der Waals interactions. For Coulombic interactions, the
Particle Mesh Ewald (PME) method was employed. Long range
energy corrections to energy and pressure were applied to the
Lennard-Jones part of the potential. The TIP4P/ICE65 model was
used for water, while parameters of Refs. 66 and 67 were used
for methane. Lorentz–Berthelot combination rules were applied for
cross-interactions between TIP4P/ICE and methane models. The
LINCS113,114 algorithm was used to maintain the geometry of water
molecules in the systems.

Two types of simulations were carried out. First, brute force
simulations of supersaturated solutions of methane in water were
conducted at 260 K and 400 bars in an isotropic NpT ensemble [see
Fig. 2(a)]. Second, seeding was used in order to obtain systems in
which a spherical cluster of methane hydrate was immersed in a liq-
uid solution of methane in water. Spherical clusters of the solid were
inserted into either a one-phase liquid system [Fig. 2(b)] or a two
phase gas–liquid system [Fig. 2(c)]. Both systems were equilibrated
before the seeding procedure was used to introduce a cluster of the
solid into the liquid phase. The equilibration was carried out at 260 K
and 400 bars for about 100 ns, in either the isotropic NpT or NpzT
ensemble, depending on the system.

In order to obtain a spherical cluster of a methane hydrate, a
simulation of a bulk hydrate under the considered temperature and
pressure conditions (400 bars and 260 K, 1242 molecules of water
and 216 molecules of methane) was carried out. The structure of a
methane hydrate was sI structure (Pm3̄n),1,2 with a lattice constant
equal to about 12 Å. Oxygen atoms of water molecules occupy crys-
tallographic positions c (6 molecules), k (24 molecules), and i (16
molecules), while methane molecules occupy d (6 molecules) and a
(2 molecules) positions.2 In our simulations, we assumed a full occu-
pancy of the cages, meaning that methane molecules were present

FIG. 2. Schematic depiction of simulation systems used in this study. Isotropic NpT simulations were used in cases (a) and (b), whereas anisotropic NpzT was used in case
(c) where the z axis is perpendicular to the interface. (a) A homogeneous supersaturated solution of methane in water (x∗CH4

). (b) A homogeneous supersaturated solution
of methane in water (x∗CH4

) into which a spherical cluster of the methane hydrate was introduced. (c) Two-phase gas–liquid system, where the methane gas is in contact
with the solution of methane in water via a planar interface, into which a spherical cluster of a methane hydrate was inserted. The concentration of methane in the liquid
phase is equal to the equilibrium solubility under the studied conditions (260 K and 400 bars), x0

CH4
.
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in all cages formed by water molecules. In experiments, occupan-
cies around 95% are often found.1,115 Proton disorder satisfying the
Bernal–Fowler rules116 was introduced to the system, with the use of
the algorithm of Buch et al.117

After the equilibration of the bulk solid, a spherical cluster of
a certain radius was cut out from the system. The cluster was then
inserted into the liquid phase of either the one-phase liquid sys-
tem or the two-phase gas–liquid system. The molecules of the liquid
phase that were overlapping with the molecules of the inserted clus-
ter (i.e., were closer than 0.5 nm away from any molecule of the
cluster) were removed from the system. As a result of this proce-
dure, an empty space around the cluster was created. In order to
fill this space with molecules of liquid, short equilibration runs were
performed. In the case of seeding into a one-phase liquid system, a
1 ns run in the NVT ensemble was carried out. After that, a short
equilibration run (1 ns) in the NpT ensemble was also carried out
in order to restore a correct pressure in the system. For the seeding
into a two-phase gas–liquid system, the solid cluster was inserted in
the middle of the liquid phase and the equilibration was performed
in the NpzT ensemble (with z being the direction perpendicular to
the planar gas–liquid interface) for 1.5 ns. In both cases, the equili-
bration time was kept short enough so that no significant changes
of the size of the cluster inserted into the liquid could occur. At
the same time, it was long enough to equilibrate the solid–liquid
interface (as we already mentioned, bulk phases were equilibrated
separately before the insertion of the seed the into liquid). A similar
approach was successfully used before in the case of ice Ih using the
seeding technique.14,15 The production runs of the systems were car-
ried out at 400 bars and 260 K in either the isotropic NpT (seeding
into supersaturated solutions of methane in water) or NpzT (seeding
into a two phase gas–liquid system) ensemble.

III. RESULTS
A. The choice of the order parameter

For seeding, we shall use as the order parameter the size of the
largest solid cluster. Since the methane hydrate is a two component
system, when determining the size of the solid cluster, one could
use either methane or water molecules. In general, in this work,
we shall use the molecules of water for that purpose. Molecules of
water will be identified as liquid or solid according to a certain order
parameter. We will assume that two molecules of water labeled as
solid are connected (so that they belong to the same solid cluster)
if their distance (between the oxygen atoms) is smaller than 3.5 Å.
The number of molecules of methane in the solid cluster will be
obtained by simply dividing by 5.75 the number of solid molecules
of water. We have used in the past the order parameters developed
by Lechner and Dellago100 when considering the nucleation of ice so
that it seems a natural choice. In our recent work,51 we have shown
that the q3 order parameter is able to distinguish reasonably well
between the molecules of water in the fluid and in the solid hydrate.
When determining the values of q3, we considered all molecules of
water within 5.5 Å from the molecule of interest (being 5.5 Å the
distance between their oxygen atoms). The threshold value for q3
will be obtained using the mislabeling criterion as described in our
recent paper.51 Note that only oxygen atoms are considered when
evaluating the order parameter for water. To test the impact of the
choice of the order parameter on the size of the solid cluster of the

methane hydrate, we chose four other additional order parameters.
Instead of using simply q3, we computed simultaneously two order
parameters for each molecule of water, namely, q3 and q5. We again
implemented the mislabeling criterion, but now using a linear com-
bination of q3 and q5. In addition to that, we shall also introduce
a modified version of q3 order parameter (which we will refer to
as q3scaled). The last parameter that we implement is the q12 order
parameter. All these parameters label water molecules as either solid
or liquid. Finally, we shall use the popular Mutually Coordinated
Guest (MCG) order parameter,118 which analyzes the ordering of the
molecules of methane rather than that of water.

First, let us discuss the differences between q3, the linear combi-
nation of q3 and q5, and q3scaled order parameters. In Fig. 3, values of
q3 and q5 order parameters are plotted for water molecules in a bulk
solid (methane hydrate simulated at 260 K and 400 bars, blue points)
and a bulk liquid (solution of methane in water, 260 K, 400 bars,
green points). It can be clearly seen that the points corresponding to
different phases create separate clouds. Using suitable cut-off values,
water molecules can be assigned to solid or liquid phases. In the case
of q3 order parameter, water molecules are assigned as solid if the

FIG. 3. Values of q3 and q5 order parameters of individual water molecules (their
oxygen atoms) in systems simulated at 260 K and 400 bars. (a) Results obtained
with the use of q3 and q5 for purely liquid (solution of methane in water at x0

CH4
,

green points) and purely solid (methane hydrate, blue points) systems. Here, cut-
off values for the q3 (black solid line) and linear combination of q3 and q5 (black
dashed line) order parameters, determined with the use of the mislabeling criterion,
are also presented. (b) The comparison of results obtained with the use of q3 and
q5 for one-phase solid and liquid systems with results obtained for a two-phase
solid–liquid system (orange points). Here, an interfacial region in between water
molecules that belong to the solid and liquid phases can be clearly seen. In addition
to the cutoffs represented in (a), the cutoff for the q3scaled order parameter (red solid
line) is also included.
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TABLE I. Cut-off values of q3, the linear combination of q3 and q5, q3scaled , and q12
order parameters for 260 K and 400 bars, as determined with the use of the mislabel-
ing criterion. The percentages of mislabeled molecules in either purely solid (methane
hydrate) or purely liquid (solution of methane in water) systems obtained with the use
of the considered parameters with these cut-off values are also presented.

Parameter Cut-off value % mislabeled

q3 0.0286 0.45
q3/q5 1.528 ⋅q3 - 0.026 0.27
q3scaled 0.0487 <0.01
q12 0.121 <0.01

value of q3 is higher than a certain cut-off value q3
cut , black solid

line in Fig. 3(a). The accuracy of the assignment can be improved
even more by using a linear combination of the values of q3 and q5
order parameters and q3/q5

cut [black dashed line in Fig. 3(a)].
To evaluate the accuracy of these order parameters, we used

the mislabeling criterion,14,15 which allows us to determine the cut-
off values that give the lowest percentage of molecules of water that
are labeled incorrectly. The mislabeling criterion requires the same
percentages of wrong labeling in both phases. For the systems con-
sidered in this work, cut-off values obtained for 260 K and 400
bars, along with the percent of mislabeled molecules of water, are
presented in Table I.

As can be seen, both q3 and the linear combination of q3 and
q5 parameters work well for distinguishing water molecules in solid
and liquid phases, when one-phase systems are considered. How-
ever, as shown in Fig. 3(b), in a two-phase solid–liquid system
(orange points), there is no clear border between water molecules
that belong to solid and liquid phases. An interfacial region can be
clearly observed, in which water molecules cannot be unambigu-
ously assigned as solid or liquid using q3 and the linear combination
of q3 and q5 order parameters. It is also clear from Fig. 3 that the size
of a solid cluster immersed in a liquid solution can be significantly
different depending on which of the two parameters is used.

In order to limit the impact of the choice of the way in which
water molecules belonging to the interfacial region are assigned
as solid or liquid, we propose a modification of the q3 order
parameter—the q3scaled order parameter. As can be seen in Fig. 3,
water molecules that belong to the solid phase (in the case of a purely
solid system, blue points) are arranged in three clouds. These clouds
represent the oxygen atoms that occupy three different crystallo-
graphic positions in the sI (Pm3̄n) hydrate structure. The cloud that
is the closest to the liquid water region is representing oxygen atoms
that occupy the crystallographic positions of type c in the solid, and
the other two clouds represent the k and i crystallographic positions.
Knowing that there are 46 water molecules in a unit cell of the sI
hydrate and there are six molecules of water that occupy type c crys-
tallographic positions, we can find the size of the cluster of a hydrate
in the liquid by assigning water molecules for which the values of q3
are higher than certain q3

cut
scaled [red solid line in Fig. 3(b)] and mul-

tiplying the obtained number by the factor of 46/40. In Table I, we
presented the results of the mislabeling for the q3scaled order para-
meter. As can be seen, for the one-phase systems, the accuracy of the
parameter is even higher than for q3 and the linear combination of
q3 and q5 order parameters.

FIG. 4. q3 and q12 values for water molecules in one-phase solid (blue) and liq-
uid (green) systems compared with results for a two-phase solid–liquid system
(orange). Here, the cut-off value for the q12 (black solid line), determined with the
use of the mislabeling criterion, is presented.

Apart from the parameters described above, we also imple-
mented the q12 order parameter. The reason for this choice is that
we analyzed the performance of the order parameters of Lechner
and Dellago from q3 to q20 (considering as neighbors molecules
at less than 5.5 Å) and concluded that q12 provided the smallest
value of the mislabeling (i.e., percentage of molecules in the fluid
phase labeled as hydrate and of molecules in the hydrate labeled as
fluid). Further work is needed to understand the reasons (geomet-
rical) that make q12 so efficient in identifying the water molecules
of the hydrate. As can be seen in Table I and Fig. 4 (blue and green
points), the q12 order parameter separates molecules of water in the
hydrate from molecules of water in the liquid quite well. The misla-
beling is reduced significantly with respect to the q3 and the linear
combination of q3 and q5 order parameters. Again, when there is an
interface (orange points), interfacial molecules of water adopt values
of the order parameter intermediate between those of the hydrate
and liquid water.

In contrast to parameters described above, the MCG118 order
parameter uses methane molecules in order to estimate the con-
tent of the solid phase in a system. A set of geometrical criteria is
used to determine whether a certain molecule of methane belongs
to the solid or liquid phase. In order for a molecule of methane to
be considered solid, it has to have a minimum number of neigh-
boring methane molecules in a distance shorter or equal to 0.9 nm.
Additionally, between the considered methane molecule and the
neighboring methane molecules, at least five molecules of water have
to be present (for each pair of methane molecules). The minimum
number of the neighboring molecules of methane that satisfy the
above-mentioned criteria can be equal to 1 (MCG-1 order para-
meter) or 3 (MCG-3 order parameter). The use of a more strict
criterion in the case of the MCG-3 order parameter allows us to
determine the size of a well-defined solid structure, in contrast to
the MCG-1 order parameter, which takes into account also less
ordered, interfacial molecules of methane. For that reason, we shall
use MCG-3 in this work.

In order to compare the five order parameters described above,
we determined the size of a spherical cluster of the methane hydrate
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TABLE II. The average size of the largest cluster in a system containing a stable
cluster of a methane hydrate immersed in a liquid solution of methane in water
(see Fig. 7 of our previous work51) obtained with the use of five different order para-
meters: q3, linear combination of q3 and q5, q3scaled , q12, and MCG-3. The size of
the cluster is presented as a number of molecules of water in the cluster NH2O

and as a number of molecules of methane in the cluster NCH4. In order to con-
vert the size of the cluster between NH2O and NCH4, we used the expression
NH2O

= 5.75 ⋅ NCH4.

Parameter NH2O NCH4

q3 955 166
q3/q5 867 151
MCG-3 800 139
q12 679 118
q3scaled 573 100

immersed in water solution of methane, which was found to be sta-
ble in the NpT run in our previous work51 (250 K, 400 bars)—the
results are presented in Table II. It can be clearly seen that the size
of the cluster of the solid detected by these order parameters differs
significantly. As mentioned before, the use of the q3 order parameter
gives a higher value than the linear combination of q3 and q5. The
result obtained with the use of the MCG-3 order parameter is simi-
lar to the value determined by the linear combination of q3 and q5.
Significantly lower values compared to the other three results were
obtained using the q3scaled order parameter. This is due to the fact
that this parameter does not assign water molecules from the inter-
facial region as a solid phase [see Fig. 3(b)]. In comparison, the q12
order parameter gives values similar to those of the q3scaled, although
somewhat larger.

The results presented in Table II clearly demonstrate that the
choice of the order parameter largely affects the size of the clus-
ter of the hydrate in a liquid phase. Note that in all cases, we are
examining the same cluster, so differences are due to the way dif-
ferent order parameters see the same cluster. Based on only these
results, it is not possible to predict which one of the parameters
allows us to determine the size of the solid cluster that best fits
CNT (i.e., provides a more accurate description of the radius of
the cluster at the surface of tension). As mentioned before, the
size of the critical nucleus has a huge impact on the value of the
nucleation rate calculated according to Eq. (4). Therefore, the fol-
lowing question arises: Which order parameter should be used in
order to obtain reliable values of the nucleation rate? The obvi-
ous answer for that would be the choice of such an order para-
meter that is able to reproduce the exact results for the considered
model. Unfortunately, there is no previous rigorous results of nucle-
ation rates of the methane hydrate that could be used as reference
points. Another possibility is to conduct a molecular dynamics study
of brute force nucleation from the liquid solution of methane in
water. From that, the nucleation rate can be estimated using a
method that is practically independent of the choice of the order
parameter—this value could be then used to evaluate the suitabil-
ity of different order parameters for estimating the critical nucleus
size and, therefore, the nucleation rate of the hydrate, with the use of
seeding.

B. Estimation of the nucleation rate from the brute
force simulations

In order to estimate the rate of homogeneous nucleation of the
methane hydrate, we carried out simulations of supersaturated solu-
tions of methane in water at 260 K and 400 bars. A supersaturation of
the solution of methane was required in order to increase the driving
force for the nucleation so that it was possible to observe nucle-
ation events in brute force simulations. We used systems of about
5.5 × 5.5 × 5.5 nm3 size, which contained 4942 water molecules.
Two different concentrations of methane in water were considered:
molar fractions of 0.042 (218 molecules of methane) and 0.05 (262
molecules of methane), which accounts for supersaturations S = 4.72
and S = 5.62, respectively [see Eq. (12)].

Even though the difference of the concentration of methane in
both systems was relatively small, the time required to observe nucle-
ation events was very different for these systems. In Fig. 5, we present
changes in time of the size of the largest cluster of the methane
hydrate for systems in which supersaturation was equal to 4.72
[ten independent runs, Fig. 5(a)] and 5.62 [30 independent runs,
Fig. 5(b)]. The size of the largest cluster was detected with the use of
the q3scaled order parameter. As can be seen, in the case of the lower
supersaturation, the time required for the system to nucleate ranges
from a few hundreds of nanoseconds to a few microseconds—in
some cases, we did not observe the nucleation event even after

FIG. 5. Changes in time of the size of the largest cluster of a methane hydrate
(as a number of water molecules in the cluster detected with the q3scaled order
parameter) in brute force NpT simulations (260 K, 400 bars) of homogeneous
supersaturated solution of methane in water (a) for a supersaturation of 4.72 and
(b) for a supersaturation of 5.62. The cluster size was obtained with the use of
the q3scaled order parameter. Here, the concentration of methane (x∗CH4

) is also
indicated.
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3.5 μs. In order to estimate the value of the nucleation rate, we used
the following equation:

Jb f =
1

τ ⋅ V
=

ln2
τ1/2 ⋅ V

, (15)

where τ is the average time required for the system to nucleate and V
is the volume of the system equal to 159 nm3. Out of 10 runs that we
carried out for the systems at S = 4.72, we observed the nucleation
only in 8 after 3.5 μs. For that reason, we could not determine the
value of τ required for the estimation of the nucleation rate. Instead,
we used the value of τ1/2, which is the half-time of the nucleation
(time after which the nucleation was observed in a half of the con-
sidered systems). According to the first order kinetic equation, the
relation between τ and τ1/2 is

τ =
τ1/2
ln2

, (16)

which leads to the expression on the right-hand side of Eq. (15).
Using the data obtained with the q3scaled order parameter, we

estimated τ1/2, assuming that the nucleation occurred in a particu-
lar system if the size of the cluster of the solid was larger than 75
molecules of water (a post-critical cluster was present in the sys-
tem). Note that the choice of the order parameter used to analyze
the changes of the size of the solid cluster in time has little effect on
the value of the nucleation time because the process of the hydrate
growth is much faster than the time required for the nucleation to
occur.

For the system with S = 4.72, we obtained the value of τ1/2
= 1.607 μs. Using this value, we estimated the nucleation rate
using Eq. (15) obtaining Jbf = 3 ⋅ 1030/(m3 s). In the supplementary
material, we have shown that the nucleation rate estimated with the
use of τ1/2 obtained based on the q3 order parameter is consistent
with this value, which confirms that the choice of the order para-
meter does not affect the nucleation rate obtained from brute force
simulations. In order to estimate the error of the value of the nucle-
ation rate, we repeated the calculation using τ7/10 instead of τ1/2 and
implementing the method of calculating the nucleation time τ fol-
lowing the formula from Ref. 46. We obtained the values of Jbf equal
to 1 ⋅ 1030/(m3 s) and 2 ⋅ 1030/(m3 s), respectively.

Another method for estimating the nucleation rate from brute
force runs is the mean first passage time119,120 (MFPT) method. In
this method, the average time [τ(N)] in which a cluster of the solid
of size N is formed for the first time in the system is estimated by
averaging over all brute force trajectories. The function τ(N) can be
then fitted to the following equation:119

τ(N) =
τJ

2
[1 + er f (Z

√
π(N −Nc))], (17)

where τJ is the nucleation time, Z is the Zeldovich factor, N is the
size of the cluster of the solid, and Nc is the size of a critical nucleus.
The results and the fit to Eq. (17) are represented in Fig. 6.

Using the value of τJ obtained from the fitting, which is equal
to 1684 ns, the nucleation rate can be obtained using the following
equation (where V is the volume of the system):

JMFPT =
1

V ⋅ τJ
. (18)

FIG. 6. The results of the mean first passage time method obtained for a super-
saturated solution of methane in water (S = 4.72) simulated at 260 K and 400
bars. For each size of the cluster NH2O

c in a range of 0–150, the average time at
which the cluster of that size was formed in the solution for the first time (using
ten independent simulation runs) was determined. Since the nucleation occurred
in only 8 out of 10 runs, we used the approach of Ref. 46 to calculate τ(N). The
results were then fitted using Eq. (17) (orange solid line). From the fit, the estimated
nucleation time, size of the critical cluster, and nucleation rate are τJ = 1684 ns,
NH2O

c = 26, and J = 4 ⋅ 1030/(m3 s). Results were obtained using the q3scaled order
parameter.

The nucleation rate we obtain for the system with S = 4.72 using
the MFPT method is equal to 4 ⋅ 1030/(m3 s), which is consistent with
the result obtained using the first order kinetic equation. Taking into
account the four values of the nucleation rate estimated with brute
force runs, the final result is Jbf = 2.5(8) ⋅ 1030/(m3 s). The MFPT
method, apart from the nucleation time, provides the estimation of
the size of the critical nucleus. In the case of our runs, NH2O

c = 26. As
we will show later, this value can be used to estimate the nucleation
rate using Eq. (4).

In the case of the system with a higher supersaturation, S = 5.62,
the induction times of the formation of the hydrate were relatively
short, making it difficult to distinguish between the nucleation and
growth phases of the hydrate formation. For that reason, the method
based on the first order kinetic equation that we used for estimating
the nucleation rate in the systems with S = 4.72 was not applicable
in this case. Therefore, in order to estimate the nucleation rate for
the systems at S = 5.62, we employed only the MFPT method, using
30 trajectories (all of them nucleated hydrate successfully). In this
case, we decided to use additionally a modified version of Eq. (17) to
obtain a better fit to the data

τ(N) =
τJ

2
[1 + er f (Z

√
π(N −Nc))]

+
1

2G
(N −Nc)[1 + er f (C(N −Nc))], (19)

where G is the growth rate and C is a constant, which is required
to be a positive number. The results and the fits using both equa-
tions are represented in Fig. 7 and Table III. Using the value of τJ
obtained from the fitting, we estimated the nucleation rate using
Eq. (18)—these results are also included in Table III. As can be
seen, both fits give similar values of J, which are around an order
of magnitude larger than for the system with lower supersaturation
(S = 4.72).

We have not analyzed in detail the mechanism of nucleation
found in brute force simulations of this work since we are rather

J. Chem. Phys. 158, 114505 (2023); doi: 10.1063/5.0132681 158, 114505-9

Published under an exclusive license by AIP Publishing

 26 February 2024 09:34:05
D

o
w

nl
o

ad
ed

 f
ro

m
 m

o
st

w
ie

d
zy

.p
l

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0132681
https://www.scitation.org/doi/suppl/10.1063/5.0132681
http://mostwiedzy.pl


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

FIG. 7. The results of the mean first passage time method obtained for a super-
saturated solution of methane in water (S = 5.62) simulated at 260 K and 400
bars. For each size of the cluster NH2O

c in a range of 0–100, the average time at
which the cluster of that size was formed in the solution for the first time (using
30 independent simulation runs) was determined. The results were then fitted
using Eq. (17) (orange solid line) and Eq. (19) (blue solid line). From the fits, the
estimated nucleation times, sizes of the critical cluster, and nucleation rates are
τJ = 122.7 ns, NH2O

c = 11.5, and J = 5 ⋅ 1031/(m3 s) in the case of Eq. (17) and τJ

= 108.8 ns, NH2O
c = 11.0, and J = 6 ⋅ 1031/(m3 s) for Eq. (19), respectively. Results

were obtained using the q3scaled order parameter.

TABLE III. Nucleation rates in seeding runs in a supersaturated solution of methane in
water (S = 5.62, 260 K, 400 bars) determined with the use of the MFPT method. The
parameters for the fits of the data according to Eqs. (17) and (19) are also provided.

Equation (17) Equation (19)

τJ (ns) 122.7 108.8
Z 0.048 0.050
NH2O

c 11.5 11.0
G (1/ns) ⋅ ⋅ ⋅ 1.27
C ⋅ ⋅ ⋅ 0.03
J [1/(m3 s)] 5 ⋅ 1031 6 ⋅ 1031

interested in the nucleation rate. In a recent study,121 the mecha-
nism has been discussed in detail. It has also been postulated in
previous work that the nucleation of the hydrate can occur via a
two-step mechanism.122,123 It is interesting to mention that for NaCl
precipitation, there is a shift in the mechanism from the one step at
moderate and high supersaturation to two step nucleation124 at con-
centrations of NaCl above the spinodal. Further work is needed to
clarify if the same could occur in the case of hydrate nucleation.

Let us finish this section by discussing a subtle issue. We
are performing runs in the NpT ensemble where the number of
molecules of methane and water is fixed. Since the hydrate has a
relatively large molar fraction of methane (around 0.15) and the
concentration of methane in the supersaturated solution is around
0.05, when the hydrate is formed and growing, the concentration of
methane in the solution decreases.

However, for the initial steps of the nucleation, this is not a big
problem as the critical cluster contains only around 5–10 molecules
of methane and the entire system has more than 200 molecules of
methane. Therefore, provided that the critical cluster is small, one
should not expect big variations in the concentration of methane in

the solution in the initial stages of nucleation (of course, things are
different once one is in the growth regime).

C. Estimation of the nucleation rate with the use
of seeding

Seeding allows us to estimate a nucleation rate by inserting
spherical clusters of solids of different sizes into a liquid and observ-
ing the change in time of the size of these clusters. As mentioned
before, the size of the critical nucleus is the size of the cluster of
the solid for which the probabilities of growing and melting are
equal. We conducted a number of simulations of the liquid we used
previously for brute force simulations (S = 4.72), into which we
inserted spherical clusters of methane hydrates of radii in the range
of 0.9–1.1 nm. The spherical clusters of solids were cut out from
the system containing the methane hydrate (sI structure), which was
equilibrated beforehand at 260 K and 400 bars in an anisotropic NpT
ensemble. Molecules of water and methane from the original brute
force system that were overlapping with the inserted seed of the
hydrate were removed from the simulation box. Finally, we obtained
systems consisting of around 4700–4800 molecules of water and
around 200 molecules of methane and a size of 5.3 × 5.3 × 5.3 nm3.
The systems were simulated at 260 K and 400 bars in the isotropic
NpT ensemble for about 150 ns.

In order to follow the changes of the size of the cluster of the
solid in time, we used the same order parameters that were char-
acterized before: q3, linear combination of q3 and q5, and q3scaled,
q12, and MCG-3. Let us present in Fig. 8 the results for only two
parameters, namely, q3scaled and MCG-3, obtained for the system in
which the number of runs for which the spherical cluster inserted
into the liquid solution was melting and growing was the same
(r = 0.95 nm). Additionally, the results obtained for other sizes of
the cluster inserted into the liquid and other order parameters are
presented in the supplementary material. Results for the attachment
rate using q3scaled are represented in Fig. 9.

The sizes of the critical clusters were estimated as the average
values of the sizes of clusters during the equilibration period (after
the vacuum around the inserted seed was filled with liquid) in all
the runs. As can be seen in Fig. 8 and Table IV, the size of the critical
nucleus obtained with the use of the five order parameters differs sig-
nificantly. We used these values (along with the data also presented
in Table IV and in Fig. 9) to calculate the nucleation rate following
the formula presented in Eq. (4)—the results are shown in Table IV.

By knowing the value of the nucleation rate obtained from
brute force simulations, it is now possible to compare the results
obtained by means of seeding when different order parameters are
used. Recall that the brute force, unlike seeding, is not affected by
the choice of a particular order parameter. The results presented in
Table IV clearly show that only two of the order parameters were
able to give results comparable to the one obtained by brute force
simulations, namely, the q3scaled and q12 order parameters. For all the
other parameters, the values obtained are several orders of magni-
tude lower, which is a result of a significantly larger size of the critical
nucleus detected with their use and thus a much higher nucleation
free energy barrier. Interestingly, the free energy barrier found here
using q3scaled and q12 order parameters is of about 10–11 kBT, which
is similar to the one found using transition path sampling in the
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FIG. 8. Changes in time of the size of the largest cluster of a methane hydrate (as a number of water molecules in the cluster) obtained for seeding runs (260 K, 400 bars)
in a supersaturated solution of methane in water (S = 4.72) for a seed size, which is critical under the studied conditions. The number of systems in which the cluster of
the solid was growing (blue lines) or melting (orange lines) is equal to 5. The results presented were obtained with the use of two order parameters, namely, (a) q3scaled and
(b) MCG-3. The concentration of methane in the solution (x∗CH4

) was equal to 0.042. The size of the clusters of the solid initially inserted into the liquid solution (NH2O
C ) is

equal to 28.9 in the case of q3scaled order parameter and 77.6 for MCG-3.

FIG. 9. ⟨(NCH4
c (t) − NCH4

c (t0))2
⟩ for the critical cluster in a supersaturated solu-

tion of methane in water (S = 4.72), simulated at 260 K and 400 bars. Results
were obtained from the average of ten independent simulations. The size of the
cluster of the solid was evaluated using the q3scaled order parameter (the results
for the other order parameters are presented in Sec. S4 of the supplementary
material). The attachment rate can be calculated as a half of the slope of the linear
fit of the changes of ⟨(NCH4

c (t) − NCH4
c (t0))2

⟩ in time. The fit and its parameters
are included in the figure.

paper of Barnes et al.,45 where they were able to observe nucleation
in brute force runs.

The reader may be surprised by the enormous differences (see
Table IV) in the sizes of the critical cluster and in nucleation rates
between different reasonable order parameters. This is even more
so, taking into account that all these orders parameters are describ-
ing the same physical situation. Differences arise from the way that
different order parameters see the same physical cluster. However, it
should be reminded that CNT (and therefore seeding) works prop-
erly only when the order parameter provides a correct estimate of the
radius at the surface of tension of the cluster. Different order para-
meters provide different sizes of the cluster and different estimates

TABLE IV. Nucleation rates J [in units of 1/(m3 s)] obtained from seeding runs in a
supersaturated solution of methane in water (S = 4.72, 260 K, 400 bars) determined
according to Eq. (4), along with values of quantities that were required in calcula-
tions. The values of ΔGc are provided in kBT units. The attachment rate f+CH4

is

given in s−1. The results obtained with the use of five different order parameters:
q3, linear combination of q3 and q5, q3scaled , q12, and MCG-3 are presented. In cal-
culations, also the values of ρCH4

liq = 1.37 ⋅ 1027 1/m3, ρCH4
solid = 4.6 ⋅ 1027 1/m3, and

Δμ∗nucleation/kBT = 3.97 were used.51 For comparison, the nucleation rate obtained
from brute force (BF) runs is also included. Additionally, interfacial free energies γ (in
mJ/m2) obtained from seeding are provided (see Sec. III E).

q3 q3/q5 MCG-3 q12 q3scaled BF

NH2O
c 115 85 78 33 29

NCH4
c 20 15 14 6 5

Z 0.102 0.119 0.125 0.190 0.205
ΔGc 39.8 29.4 26.8 11.5 10.0
f +CH4

1.2 ⋅ 109 9.0 ⋅ 108 1.1 ⋅ 109 5.6 ⋅ 108 2.0 ⋅ 108

J 8 ⋅ 1017 2 ⋅ 1022 4 ⋅ 1023 1 ⋅ 1030 3 ⋅ 1030 2.5(8) ⋅ 1030

γ 33.2 30.0 29.1 22.0 20.9

of this radius. The reason why q3scaled and q12 are working well is
because they provide a good estimate of the radius of the cluster at
the surface of tension. We refer the reader to a recent paper98 where
this issue was discussed in detail and also recommend the reading of
the original work of Gibbs where this was already pointed out.94,97

It is worth to mention here that by assuming a perfect crys-
talline structure for the critical nucleus, we may be forcing the
system to take a higher free energy pathway relative to the one
provided by less ordered (i.e., more amorphous) structures (as con-
sistently seen in brute force simulations). However, the impact of
this approximation is rather small as the size of the critical nucleus
obtained with the use of seeding technique (i.e., NH2O

c = 29 using
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FIG. 10. Snapshots of the cluster of
the methane hydrate that nucleated in
one of the brute force simulations at
S = 4.72, shown at different stages of
growth: (a) NH2O

= 32 (around critical
size), (b) NH2O

= 71 (post-critical), and
(c) NH2O

= 361 (post-critical). Molecules
of water were assigned as solid with the
use of the q3scaled order parameter. Here,
only molecules of water in the cluster
are shown (oxygen atoms are shown in
red, while hydrogen atoms are shown in
white).

the q3scaled order parameter) is very close to the one obtained from
our brute force runs using the MFPT method (i.e., NH2O

c = 26 using
the q3scaled order parameter). In brute force runs, the cluster is not
forced to be crystalline, but its critical size is quite similar to the one
obtained by inserting a crystalline one into the solution. In Fig. 10,
we show the snapshots of the cluster that nucleated in one of the
brute force simulations at S = 4.72 at different stages of the growth.
Figure 10 shows that for the cluster of such a small size, it is difficult
to determine whether it is crystalline or amorphous. Additionally,
Arjun and Bolhuis50 have shown recently that both the free energy
barrier and the size of the critical nucleus do not differ much when
crystalline and amorphous clusters are considered, which further
supports our conclusion. Note that whereas in a crystalline cluster,
the ratio of large to small cages is three, in an amorphous cluster, this
ratio is smaller.

The choice of q3scaled as the correct order parameter to be used
in CNT is further confirmed by using the size of the critical clus-
ter at S = 4.72 obtained from brute force simulations (MFPT) and
CNT [Eq. (4)] to obtain a predicted nucleation rate of 8 ⋅ 1030/(m3

s). This value is of the same order of magnitude as the one obtained
from a method such as brute force [i.e., 2.5(8) ⋅ 1030/(m3 s)] that
does not depend on the choice of the order parameter. All these
arguments confirm that q3scaled works well for the estimation of the
size of the critical cluster for seeding and that the assumption of the
crystallinity of the cluster does not affect much the nucleation rate.

In previous work,15 we estimated that a free energy barrier of
13 kBT is necessary to obtain the nucleation of ice in brute force
simulations when using TIP4P/ICE. The barrier found here is sim-
ilar. The reason why it is possible to nucleate the hydrate in brute
force simulations, whereas it is not possible for ice, is that such a
small free energy barrier can be achieved in the case of the hydrate at
260 K (using a highly supersaturated solution), whereas in the case
of ice, one needs to go to temperatures around 210 K, where kinetics
is terribly slow. In short, Δμnucleation depends only on T in the case of
ice nucleation, whereas in the case of the hydrate, it depends on T
and also on the concentration of methane. It is possible to increase
xCH4 , which in turn increases Δμnucleation dramatically, even at high
temperatures, making the nucleation process possible.

As mentioned before, the advantage of the q3scaled order para-
meter is that the value of q3

cut
scaled is located far away from the region

of interfacial water molecules. Because of that, the number of inter-
facial molecules of water that are mislabeled as solid is significantly
lower than in the case of q3 and linear combination of q3 and q5
order parameters. Note, however, that the initial size of the cluster
of the solid obtained with the use of q3

cut
scaled amounts to 40 out of

46 molecules of water actually present in the solid phase. Because of
that, the final size of the cluster of the solid obtained using q3

cut
scaled

is obtained by using a scaling factor of 46/40 of 46/40, which incre-
ments its size by fifteen per cent. The value of Nc obtained by the use
of the q12 order parameter is close to the one obtained with q3scaled.

When it comes to the MCG-3 order parameter, it gives the value
of the size of the critical nucleus close to the one obtained with the
linear combination of q3 and q5 order parameters. As can be seen in
Table IV, the nucleation rate obtained by the means of seeding using
this parameter is not consistent with the result obtained by brute
force simulations.

D. Estimation of the nucleation rate at S = 1
In Sec. III A we have shown that the q3scaled and q12 order para-

meters give the best results when it comes to the estimation of the
nucleation rate using seeding. We will now use these parameters
to find the size of the critical nucleus of the methane hydrate in a
system where the concentration of methane is equal to its solubil-
ity at 260 K and 400 bars. In order to do that, we once again used
seeding—we carried out multiple simulations of the liquid solution
of methane in water, which was in contact with the methane gas by
a planar interface, into which the spherical clusters of the hydrate
of different sizes (radii in the range of 1.8–2.0 nm) were inserted. A
two-phase gas–liquid system containing around 11 800 molecules of
water and around 2800 molecules of methane (in both gas and liquid
phases) was prepared and equilibrated at 260 K and 400 bars in the
NpzT ensemble (the planar gas–liquid interfaces were perpendicu-
lar to the z axis of the simulation box) for 100 ns. Spherical seeds
of different sizes were then cut out from the solid and inserted into
the two phase gas–liquid system (the seeds were placed in the cen-
ter of the liquid phase), while the overlapping molecules from the
original two-phase system were removed from the simulation box.
The resulting systems contained around 11 000 molecules of water
and around 3000 molecules of methane, and their sizes were about
7.2 × 7.2 × 10.7 nm3 (the thicknesses of the liquid and gas phases
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FIG. 11. Changes in time of the size of the largest cluster of a methane hydrate
(as a number of water molecules in the cluster) obtained for seeding runs (260 K,
400 bars) in a solution of methane in water, under experimental conditions (i.e.,
S = 1), for a seed size, which is critical. The number of systems in which the
cluster of the solid was either growing (blue lines) or melting (orange lines), as well
as the size of the critical cluster, is specified. Additionally, results obtained with
seeds in which five molecules of methane were removed from the small cages of
the hydrate (green lines) are presented. All the results were obtained with the use
of the q3scaled order parameter.

were equal to about 7 and 3.7 nm, respectively). The systems were
then simulated at 260 K and 400 bars in the NpzT ensemble for about
400–750 ns.

In Fig. 11, we present the changes in time of the size of the
largest cluster in the system in which the probability of melting or
growing of the original seed was close to 50%. The attachment rate
is calculated in Fig. 12.

The size of the critical cluster was estimated as an average value
of the size of the cluster of the solid during the equilibration period
in all the runs using the q3scaled order parameter—it is equal to 418
molecules of water. Using this value (and data presented in Table V
and in Fig. 12), we estimate the nucleation rate for the system using
Eq. (4), which is equal to 8 ⋅ 10−5/(m3 s). Using the same approach,
we also estimated the value of the nucleation rate using the q12 order

FIG. 12. ⟨(NCH4
c (t) − NCH4

c (t0))2
⟩ vs time for the critical cluster in a solution of

methane in water in which the concentration of methane is equal to its equilib-
rium solubility at 260 K and 400 bars (i.e., S = 1). Results were obtained from the
average of 10 independent simulations. The size of the cluster of the solid was
determined with the use of the q3scaled order parameter (the results obtained with
the use of the q3 order parameter are presented in Sec. S5 of the supplementary
material). The attachment rate can be calculated as a half of the slope of the linear
fit of the changes of ⟨(NCH4

c (t) − NCH4
c (t0))2

⟩ in time—see Table V. The fit and
its parameters are included in the figure.

TABLE V. Nucleation rates J in seeding runs in a solution of methane in water (260 K,
400 bars) in which the concentration of methane was equal to the equilibrium solubil-
ity under the studied conditions of temperature and pressure (i.e., S = 1), determined
according to Eq. (4), along with values of quantities that were required in calculations.
The values of the error of J were estimated based on the estimated errors of NCH4

c
and ΔμEC

nucleation and are provided in here as log10 J. The values of ΔGc are provided
in kBT units. The results obtained with the use of the q3scaled and q12 order para-
meters are presented. In the calculations, also the values of ρCH4

liq = 3.03 ⋅ 1026 1/m3,

ρCH4
solid = 4.6 ⋅ 1027 1/m3, and ΔμEC

nucleation/kBT = 2.42 were used.51 The superindex EC

indicates experimental conditions. Additionally, interfacial free energies γ (in mJ/m2)
obtained from seeding are provided (see Sec. III E).

q3scaled q12 Recommended

NH2O
C 418(6) 478(12)

NCH4
C 73(1) 83(2)

Z 0.042 0.039
ΔG 88.0 100.7 95(6)
f +CH4

(1/s) 1.1 ⋅ 109 1.4 ⋅ 109

J [1/(m3 s)] 8 ⋅ 10−5 3 ⋅ 10−10

log10 J −4(2) −10(2) −7(5)
γ (mJ/m2) 31.1 32.5

parameter as it was able to reproduce well the brute force nucle-
ation rate for the supersaturated system (S = 4.72). The results are
included in Table V. The value of J obtained with the q12 order para-
meter is equal to 3 ⋅ 10−10/(m3 s). Since the other order parameters
considered in this work were not able to reproduce the nucleation
rate obtained for the brute force runs at S = 4.72, there is no rea-
son to assume that they would become accurate at S = 1 (in the
supplementary material, the value of J at S = 1 using the q3 order
parameter is provided as an example).

Taking into account the two values of the nucleation rate
obtained with the q3scaled and q12 order parameters at S = 1, we con-
clude that the final recommended value of log10 (J/(m3 s)) is −7(5).
The error of this value is estimated as (2) arising from the statistical
uncertainty of a certain order parameter and (3) resulting from the
choice of the order parameter (considering only the ones that were
able to correctly describe the value of the nucleation rate at S = 4.72).

In Table V, we show that the free energy barrier of nucleation
estimated for our system at S = 1 (at 260 K and 400 bars) is around
95(6) (in kBT units). At 260 K and 500 bars, using the same model as
in this work, Arjun and Bolhuis50 found a free energy barrier of 84(7)
(in kBT units). These results are fully in line with ours, considering
that at 500 bars, the system has around 2 K of additional super-
cooling (experimentally, the T3 temperature increases ∼2 K when
moving from 400 to 500 bars), and thus, the free energy barrier at
500 bars should be somewhat lower and the nucleation rate should
be somewhat larger.

As mentioned in Sec. II, in our simulations, we assumed the
full occupancy of the cages in the hydrate. However, in experiments,
large cages (51262) are almost fully occupied, but the occupancy of
the small cages (512) is only around 85%.125–128 Moreover, the level
of occupancy seen experimentally increases over time (sometimes
over a period of weeks),129 which would imply that in an early stage
of the nucleation, the nucleus may have the occupancy lower than
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95%. This suggests that the nucleus that is formed in brute force
simulation will not consist of fully occupied cages and may not be
entirely crystalline.

In order to examine the influence of the occupancy of the cages
in the seed inserted into the solution of methane in seeding, we car-
ried out two additional simulations for the seed of critical size from
which we removed five molecules of CH4 from the small cages of the
hydrate (512) to mimic a 94% occupancy. The results are presented
in Fig. 11 as green lines. As can be seen, in one of the trajectories, the
hydrate cluster grows, and in the other one, it melts. Although, of
course, many more trajectories would be needed to determine with
accuracy the size of the critical cluster at this lower occupancy, our
results indicate that the size of the critical cluster will not be mod-
ified by a large amount when reducing the occupancy of the cages
from the full occupancy to the experimental value.

It is worth noting that in our estimation of the nucleation rate
in the solution at S = 1, we assume that the q3scaled and q12 order
parameters work in this case and in the case of the supersaturated
solution (S = 4.72). Since the nucleation rate at S = 1 is so low,
it is not possible to compare the value obtained using seeding to
brute force runs, as we did for S = 4.72. Another possibility to check
whether our assumption is justified would be to repeat the analysis
that we performed for S = 4.72 for a solution with a lower supersat-
uration. However, as can be seen in Fig. 5(a), the time required to
observe even a few nucleation events at S = 4.72 is already long, and
it would be even longer for lower supersaturation. The nucleation
rates for lower supersaturations could be therefore obtained rigor-
ously only by using rare event techniques [Transition Path Sampling
(TPS), FFS, and US]. As previously mentioned, our seeding esti-
mates at S = 1 and 400 bars are fully consistent with the recent
calculations by Arjun and Bolhuis50 at 500 bars by using one of
these methods. As found in the previous work,68 in the particular
case of ice nucleation (using mW water model), order parameters
that describe well the nucleation rate of brute force simulations were
also successful in the estimation of the nucleation rates from seeding
under moderate supercooling.

E. Interfacial free energy between the hydrate
and the aqueous solution

Let us finish by presenting a brief discussion about the value
of the interfacial free energy (γ) between the hydrate and the aque-
ous solution. From our previous studies with seeding, we know that
the value of γ for a fluid–solid interface changes with the radius of
curvature of the solid cluster.130 Thus, the capillarity approximation
(i.e., the assumption that the value of γ can be taken from its value
of the planar interface) is not a good approximation.130,131 We have
found that this is a quite general conclusion, valid for HS, LJ, and ice
Ih–water interfaces.130

It seems interesting to analyze this issue in more detail now for
the hydrate–water interface. At 260 K and 400 bars, we have found
in this work two critical clusters: one obtained when the concentra-
tion of methane was given by the solubility of the gas in the aqueous
phase via a planar interface (i.e., experimental conditions, x0

CH4
) and

the other one for a supersaturated solution having a concentration
4.7 times higher (cyan points in Fig. 13). Both of these clusters differ
in size (radius, R), and hence, their respective values of γ will be also
different.

FIG. 13. Schematic depiction of a method of estimating the interfacial free energy
between the methane hydrate and aqueous solution of methane in water for a pla-
nar solid–liquid interface. At certain p and T , more than one critical cluster can be
found for a two component methane–water system depending on the concentra-
tion of methane in a solution (cyan points). These clusters differ in terms of their
size, and therefore, the values of γ will also be different for each of them. Knowing
the relation between the values of γ and the radii of the critical clusters, the value
of γ for a planar interface (R =∞) can be estimated (orange square).

Note that when moving along the isobar T = 260 K, one can
arrive at the concentration of methane equal to the solubility from
the solid phase for a planar interface (R = ∞, orange square in
Fig. 13). By knowing the relation between the radius of the critical
cluster and γ, it is possible to estimate the value of the surface free
energy for the planar interface.

The value of γ from the seeding runs can be obtained from CNT
by using the expression

γ =
⎛

⎝

3 ⋅ (ρCH4
solid)

2
⋅ (∣Δμnucleation∣)

3
⋅NCH4

c

32π
⎞

⎠

1/3

. (20)

Values of γ are reported in Tables IV and V. The value of the
radius of the cluster can be estimated easily by using the number of
molecules of methane in the critical cluster and the number density
of methane in the bulk hydrate phase using the expression

R = 3

¿
Á
ÁÀ 3 ⋅NCH4

c

4π ⋅ ρCH4
solid

. (21)

In Fig. 14, the values of γ vs 1/R for two critical clusters that we
found for systems at 260 K and 400 bars are plotted (cyan points).

As can be seen, γ increases with the radius of the cluster, and
our calculations suggest a value of around 38 mJ/m2 for the planar
interface (orange square in Fig. 14). Note that both the concentra-
tion of methane and the radius of the cluster are different in the two
points represented in Fig. 14—it is more clearly depicted in Fig. 13.
We cannot state if the change in γ is due to the change of R or
the change in the concentration of methane since both variables are
coupled for the critical cluster (the same happened when plotting
the value of γ as a function of 1/R along an isobar when consider-
ing the case of the ice Ih–water interface, as in this case, both the
change in the radius and the change in T are coupled). For the ice
Ih–water interface and the basal crystallographic plane, a value of
about 29–31 mJ/m2 at 400 bars can be roughly estimated based on
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FIG. 14. Values of the interfacial free energy between the hydrate and the aqueous
phase as found in this work from seeding (using the q3scaled order parameter) as
a function of the inverse of the radius of the cluster (cyan points). The values
are fitted to a linear function (black solid line), which indicates the value of the
interfacial free energy of a planar interface equal to 38 mJ/m2 (orange square).
Here, the estimated values of the error of γ are provided as error bars. In all cases,
the systems were simulated at 260 K and 400 bars.

the previous work.52 Thus, the results of this work seem to suggest a
higher value of γ for the planar hydrate–water interface as compared
to the planar ice Ih–water interface when compared at the same tem-
perature and pressure. It is worth to point out here that in the case
of the ice–water system, there is only one temperature at which the
two phases are in equilibrium under a certain pressure, while in the
case of the hydrate–liquid system, the temperature of coexistence
changes depending on the concentration of methane. Therefore, for
the hydrate–liquid system, one can have multiple values of γ for the

FIG. 15. Nucleation rate (at 260 K and 400 bars) as a function of the natural loga-
rithm of the supersaturation of the solution of methane in water, as estimated in this
work using CNT theory [i.e., Eqs. (4) and (5)]. The following expressions were used
when implementing the theory: ∣Δμnucleation/(kBT)∣ = 2.42 + ln(S) (i.e., including
the rigorous value of the driving force for S = 1, neglecting changes in the chem-
ical potential of water with S and describing the chemical potential of methane
as in an ideal solution) and γ/(mJ/m2

) = 31.1 − 6.573 ln(S) (as obtained from
the seeding runs of this work for S = 1 and S = 4.72 when analyzed with the
q3scaled order parameter). We assumed that the attachment rate is constant (i.e.,
f+CH4
/s = 1 ⋅ 109) and obtained NCH4

c from the standard expression of CNT [see
Eq. (3) of Ref. 68]. Number density of methane in the fluid phase is obtained by
multiplying its value at S = 1 by S, and the number density of methane in the solid
phase does not depend on S, and it was obtained from simulations of the hydrate
at 260 K and 400 bars (see the caption of Table V).

planar interface (under a certain pressure) while moving along the
solid–liquid coexistence line (blue solid line in Fig. 13).

The value found here for the planar interface for the methane
hydrate seems to be higher than the value found by Anderson
et al.,132 which is equal to 32 mJ/m2 and the value of about
29–30 mJ/m2 found recently for carbon dioxide hydrate133,134 at T3
and 400 bars. It would be interesting to determine in the future
the value of γ of the methane hydrate by using mold integra-
tion135 for the models of water and methane used in this work
(as it has been done recently for the carbon dioxide hydrate133,134)
to confirm the larger value of γ suggested by the results of this work.

Let us finish by estimating the nucleation rate of the forma-
tion of the methane hydrate at 260 K and 400 bars as a function of
the supersaturation of the solution, S. In order to do that, we shall
use the expressions of CNT along with the input obtained from the
seeding runs of this work. The result is shown in Fig. 15. As can
be seen, the nucleation rate decreases rapidly with the concentra-
tion of the methane at lower supersaturations and increases slowly
at high supersaturations. It is also clear that at a certain pressure and
temperature, the nucleation rate of methane hydrate can be either
enormous or practically negligible depending on the concentration
of methane in the solution.

IV. CONCLUSIONS
In this work, we have employed seeding to estimate the homo-

geneous nucleation rate of the methane hydrate at 400 bars for a
supercooling of 35 K. Depending on the order parameter, we obtain
quite different values of nucleation rates. To decide which one could
be more reliable, we performed brute force simulations in a super-
saturated solution of methane in water where nucleation can be
obtained in long but still feasible computer times. In this way, we
obtained the value of the nucleation rate under the same conditions
without any ambiguity. After that, we implemented seeding runs and
checked which one among different possible order parameters was
able to provide estimates consistent with the results from the brute
force runs.

It turns out that common order parameters100,118 were not able
to predict correctly the value of J found from brute force runs. In
general, these order parameters provide values of J much lower than
the correct value. It follows from that that these order parameters
exaggerate the size of the critical cluster and, therefore, overesti-
mate the radius of the solid cluster at the surface of tension, which
is the one that enters in CNT. We have shown that only two of the
considered order parameters (q3scaled and q12) were able to provide
predictions of J for the supersaturated solution in good agreement
with the exact results.

Subsequently, we implemented the technique of seeding under
experimental conditions in a system having two phases (methane
and water) in equilibrium. We determined the size of the critical
cluster using the order parameters that were successful for the super-
saturated solution and determined the value of J, which was found
to be of the order of 10−7/(m3 s). This value means that for a sample
having 10 cm3 in the aqueous phase, it would take 1012 s to homoge-
neously nucleate (i.e., 32 thousands years) or 320 years for a sample
having 1 l of the aqueous phase. It is clear that the homogeneous
nucleation rate is rather small. Why does it happen in real experi-
ments when having the gas in contact with the water with a planar
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interface? It has been shown quite recently by Bian et al.106 (see Fig. 4
of their paper) that even for a supercooling of around 5 K, the nucle-
ation occurs in less than twenty minutes (this time is usually called
the induction time in experiments). How to solve the contradiction
between our predictions and experiments? The answer is simple.
In experiments, the formation of the hydrate must occur via het-
erogeneous nucleation.24,106,136 However, simulations such as those
presented in this work allow us to determine the value of the homo-
geneous nucleation rate. In the future, it will be of interest to study
the heterogeneous route103,137,138 at a molecular level.

It is interesting to discuss briefly whether ice Ih could nucleate
first under the experimental conditions (i.e., 260 K and 400 bars).
The answer is negative. The melting point at 400 bars of ice Ih is
around 270 K in experiments and 267 K for the TIP4P/ICE model.139

The system at 260 K and 400 bars is only at 7 K of supercooling
with respect to ice formation. We found in previous work15 that the
nucleation rate of the ice formation at 1 bar is as low as 10−173/(m3 s)
even for a higher supercooling (15 K). Therefore, just looking at
the equilibrium points at this pressure (267 K for ice–water equi-
librium and 295 K for the hydrate–water equilibrium), one can
conclude that the nucleation of ice is impossible because at any
temperature, the supercooling for the hydrate formation is 28 K
higher than the supercooling for the ice formation. Since J goes
to zero as one reaches the equilibrium temperature, the formation
of ice is impossible. One can either have the metastable mixture
of water and methane or the stable mixture of the hydrate and
the fluid.

A related but different question is as follows. How does the
nucleation rate of ice compare to that of the hydrate when they are at
the same supercooling? In this case, we should compare at 400 bars
the nucleation rate for the hydrate formation at 260 K to that of the
ice formation at 232 K (i.e., with 35 K of supercooling in both cases).
In previous work, we estimated the nucleation rate of ice139 at 400
bars and 232 K to be around J = 105/(m3 s). Thus, it seems that the
nucleation of ice is faster than that of the hydrate when compared
at the same supercooling. We have shown recently that the driving
force for nucleation (Δμnucleation) when computed per molecule of
water is larger for the hydrate than for ice formation. All other things
being equal would suggest higher nucleation rates for the hydrate.
Since we found the opposite, that strongly suggests that the value of
the interfacial free energy for the hydrate–water interface is higher
than that of the ice Ih–water interface at 400 bars. Some indirect
evidence of this finding was found in this work.

Let us finally state that at 400 bars, any hydrate formation at
temperatures significantly above 260 K found in experiments must
be due to heterogeneous nucleation. We hope that the results of this
work can be useful for other groups trying to obtain the nucleation
rate under the same conditions using more elaborate methodologies
as transition path sampling53,59 or forward flux sampling.99

SUPPLEMENTARY MATERIAL

See the supplementary material for the data regarding the cal-
culation of the nucleation rate of the hydrate in a supersaturated
system from the brute force runs using the q3 order parameter and
additional results for the seeding in a supersaturated solution and
for the seeding in a two-phase gas–liquid system.
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