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Despite the negative charge of the DNA backbone, acidic residues (Asp/Glu) commonly
participate in the base readout, with a strong preference for cytosine. In fact, in the
solved DNA/protein structures, cytosine is recognized almost exclusively by Asp/Glu
through a direct hydrogen bond, while at the same time, adenine, regardless of its
amino group, shows no propensity for Asp/Glu. Here, we analyzed the contribution of
Asp/Glu to sequence-specific DNA binding using classical and ab initio simulations of
selected transcription factors and found that it is governed by a fine balance between
the repulsion from backbone phosphates and attractive interactions with cytosine.
Specifically, Asp/Glu lower the affinity for noncytosine sites and thus act as negative
selectors preventing off-target binding. At cytosine-containing sites, the favorable
contribution does not merely rely on the formation of a single H-bond but usually
requires the presence of positive potential generated by multiple cytosines, consistently
with the observed excess of cytosine in the target sites. Finally, we show that the
preference of Asp/Glu for cytosine over adenine is a result of the repulsion from the
adenine imidazole ring and a tendency of purine–purine dinucleotides to adopt the BII
conformation.

DNA–protein recognition | transcription factors | MD simulations | DNA base preference

Sequence-specific DNA–protein interactions are vital to cellular functions, playing a
regulatory role in virtually all DNA-templated processes, including gene expression,
initiation of DNA replication, and site-specific recombination (1–3). Therefore, revealing
how proteins efficiently discriminate cognate DNA sites from the vast excess of
noncognate sites is of critical importance; in particular, it is necessary to fully understand
how transcription factors shape spatiotemporal expression patterns of their target
genes (4, 5).

Because of the repetitive nature of the sugar-phosphate backbone, site-specific DNA-
binding proteins (DBP) have to rely on differences in the structure and properties of the
DNA bases. Specifically, different π -stacked arrays of DNA bases present distinguishing
patterns of hydrogen bond donors and acceptors to DNA grooves, have different
desolvation free energies, and locally affect the conformation and flexibility of the double
helix (6–11). DNA-binding proteins, on the other hand, contain sequence-reading motifs
that are able to exploit these often subtle differences to achieve an appropriate level of
specificity for cognate sites.

Most importantly, many DBPs evolved binding surfaces composed predominantly
of polar residues that are complementary to the unique pattern of functional groups
on a specific base sequence. This mode of recognition relies primarily on the formation
of direct or water-mediated hydrogen bonds (12–16) with DNA bases, and hence it
is usually called direct (or base) readout. Since it requires intimate contact with the
nucleobases, direct reading is typically carried out in the major groove where the polar
base-pair edges are more accessible to protein residues (17–19).

The conformational flexibility of the DNA helix and the energetic cost of its distortion
(e.g., local bending) has been shown to depend markedly on the base sequence (20–23).
Thus, the affinity of many DBPs for their cognate DNA sites might also depend on
the ease with which the DNA helix can be distorted into the conformation, facilitating
complex stabilizing interactions with the protein (24–28). Since this sequence recognition
mode does not require direct contact with the bases, it is known as indirect (or shape)
readout and is particularly important for proteins binding to the minor groove (29–33).

Most of the sequence-specific DBPs combine direct and indirect interactions to
fine-tune the binding affinity for their cognate DNA sites (15, 34, 35). However,
quantitative decomposition of the overall affinity into contributions due to different types
of interactions is challenging. After all, the ever-increasing number of high-resolution
structures primarily provide information on the architecture and not energetics of
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protein/DNA complexes, while binding free energy measure-
ments usually lack structural detail. This limits our understanding
of protein–DNA recognition at the molecular level and con-
sequently makes the bottom–up design of synthetic sequence-
reading motifs a nontrivial task (36–39). Notably, despite
previous attempts (13, 40–42), it is generally not clear how
much specific amino acid–base contacts contribute to cognate site
discrimination and, consequently, how a given DNA sequence
can be efficiently targeted via direct readout.

The analysis of base–amino acid contact preferences in all
available high-resolution structures of protein/DNA complexes
provides an important qualitative insight into the energetics of
direct readout (Fig. 1 and SI Appendix, Fig. S1). As expected,
Arg and Lys, the two basic residues which are positively charged
at physiological pH, are the most common among all residues
interacting with nucleobases in the major groove (Fig. 1 A, Top).
In addition to providing a “nonspecific” affinity in terms of
electrostatic attraction to the negatively charged DNA backbone,
both Arg and Lys show preferential hydrogen bonding to
the guanine (G) base and thus contribute to recognition of
G-containing sequences (Fig. 1 A, Bottom). The other polar
residues, particularly Gln, Asn, Ser, and Thr, are also frequently
found in the major groove and, acting as both proton donors
and acceptors, are more promiscuous in their interaction with
nucleobases with a preference for the adenine (A) base observed
for Asn and Gln. Remarkably, both acidic residues, Asp and
Glu, are almost as frequently in contact with nucleobases as the
other nonbasic residues, although being negatively charged, they
interact unfavorably with the DNA backbone and thereby may
be expected to destabilize the complex. This observation raises a
question about the energetic nature of direct readout mediated by
Asp and Glu. Explaining this apparent discrepancy is important
because, as revealed by the amino acid propensities in Fig. 1B,
direct recognition of the cytosine (C) base in the major groove
occurs almost exclusively via Asp or Glu. This preference can at
least partially be attributed to a hydrogen bond forming between
Asp or Glu and the N4-amino group exposed by cytosine in the
major groove of the double helix (Fig. 1C ). However, if this is
the case, why is not adenine, which also has its N6-amino group
exposed in the major groove, recognized by the acidic residues
too?

In a previous study on the telomeric repeat-binding factor
1 protein (TRF1), the role of a specific Asp residue in the
recognition of the human telomeric sequence containing three
consecutive cytosines has been explored by per-residue decom-
position of the binding free energy (43). It has been found that
Asp has almost no net effect on the binding affinity for the target
telomeric sequence most likely because the favorable interaction
with the cytosines is nearly offset by the electrostatic repulsion.
In contrast, the presence of Asp can reduce the affinity for
nontelomeric sequences by up to 3 kcal/mol, suggesting that the
actual role of Asp is to avoid off-target binding, especially to those
sequences that lack cytosine. Therefore, it could be concluded
that acidic residues mostly sense the absence of cytosine and
thus act as “negative” selectors, unlike basic (and other polar)
residues which increase affinity for the cognate site markedly
more compared to noncognate sites (hence providing “positive”
selection) (43).

Here, we applied extensive classical and ab initio (∼120 μs and
∼1.7 ns of sampling time, respectively) free energy simulations to
understand the role of acidic residues in base readout in energetic
and structural terms. By computing the contribution of Asp/Glu
to the DNA binding affinity of five selected DBPs against a
systematic set of DNA sequences, we find that Asp/Glu indeed

disfavor the binding to sequences that lack cytosine, consistently
with the notion of negative selection. In contrast, at the target,
cytosine-containing sites, the effect of Asp/Glu generally varies
from net neutral to favorable with the increasing number of
cytosines in the vicinity of Asp/Glu. We show that this cumulative
effect arises from long-range electrostatic attraction to cytosines
as well as provide molecular-level explanation of the observed
strong preference of Asp/Glu for cytosine over adenine.

Results and Discussion

Acidic Residues Act as Negative Selectors by Helping to Avoid
Cytosine-Poor Sequences. To understand the energetics of direct
readout mediated by the acidic amino acid residues, and specifi-
cally to test whether it occurs according to the negative selection
mechanism (43), we first evaluated contributions of the selected
interfacial Asp or Glu residues to the DNA-binding affinity
for a diverse set of five protein/DNA complexes (SI Appendix,
Table S3). The contribution was defined as the difference in the
DNA-binding free energy,11G, between the wild-type protein
and its mutant in which a given Asp or Glu residue was substituted
by alanine (Fig. 2A). To calculate the contributions, we used a
thermodynamic cycle in which11G is obtained by transforming
an acidic residue into alanine either in the presence or in
the absence of bound DNA (Fig. 2A). Mutational free energy
changes corresponding to these “alchemical” transformations
(1Gm) were computed through Hamiltonian-replica exchange
molecular dynamics simulations of the examined protein/DNA
complexes (Methods for details). To capture the dependence
of 11G on local DNA sequence, for each of the examined
complexes, we sampled the sequence space by creating DNA
variants by substituting either a directly H-bonded cytosine only
or all bases within 5 Å of Asp or Glu (Fig. 2B and SI Appendix,
Methods and Table S1 for details). This systematic approach
resulted in 24 independent DNA/protein systems (SI Appendix,
Fig. S3 and Table S1) for which the calculated 11G are shown
in SI Appendix, Table S3.
11G values in SI Appendix, Table S3 reveal that the

contributions of acidic residues to DNA affinity differ markedly
depending on whether Asp or Glu interact directly with cy-
tosine (C sequences) or other canonical nucleobases (A and
G/T sequences). In particular, they are found to disfavor
the binding to the non-C sequences (with average 11G of
1.10± 0.74 kcal/mol and 0.65± 0.36 kcal/mol for A and
G/T, respectively; Fig. 3 A, Right), at the same time, slightly
increasing the affinity for the C sites (with average 11G
of −1.41± 0.60 kcal/mol). This finding is consistent with
the known nucleobase propensities (Fig. 1), including a strong
preference for cytosine over adenine which in principle should
also be capable of forming an H-bond with the carboxylic group.
Since the computed 11G are generally unfavorable for the
non-C sequences and often only marginally favorable for the
C sequences, our data also support the notion of a negative
selection mechanism in which acidic residues prevent the protein
from (off-target) binding to non-C sequences.

Regardless of these general conclusions, we note that even
though at the C sequences, Asp or Glu always form a single H-
bond to the closest cytosine, their contribution to the affinity
for these sequences can vary in a wide range, from negligible
(∼0 kcal/mol) to highly favorable (−4 kcal/mol). Also unexpect-
edly, for a few non-C sequences, we found negative 11G (see
e.g., C2T and C2A variants of Zif268 in SI Appendix, Table S3).
These observations indicate that base readout by Asp and Glu
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depends on the local sequence context and other structural
characteristics affecting the direct interaction.

To clarify this dependence, we first identified associations
between the simulation-derived11G contributions and relevant
structural features of the protein/DNA complexes by calculating
Pearson correlation coefficients (Fig. 3A, Left). Specifically, to
understand the importance of direct H-bonds and local se-
quence composition, the employed set of features includes the
average number of H-bonds formed by Asp/Glu with the two
possible partners: cytosine (#Hb-C) and adenine (#Hb-A), as
well as the number of different nucleobases in the vicinity of
Asp/Glu (#A, #C, #G, and #T). Since the goal is to study the
involvement of Asp/Glu in direct readout of base functional
groups, the latter features were obtained as the number of
exocyclic functional groups exposed in the major groove (i.e.,
N4-amino group of C, N6-amino group of A, O6-carbonyl
group of G, and O4-carbonyl group of T) within a 5 Å cutoff
of Asp/Glu, averaged over the trajectory. To incorporate the
effect of (partial) dehydration of Asp/Glu at the interface and
competing salt bridges with neighboring basic residues, we used
the number of H-bonds with water molecules (#Hb-H2O) and
the number of contacts with Arg/Lys (#Arg/Lys) as two additional
features.

Linear correlations shown in Fig. 3A reveal that the number of
H-bond with cytosine (#Hb-C) correlates relatively well with a
favorable contribution of Asp/Glu to the DNA binding affinity.
However, unexpectedly, an even better predictor of11G seems
to be the number of cytosine residues in the local sequence of
Asp/Glu (#C).

To independently test this finding and include possible
nonlinear correlations between11G and our set of features, we
used a hierarchical random forest-based approach in which the
features are ranked according to their importance in prediction
using the Shapley values (SI Appendix, Methods for details).

As can be seen from SI Appendix, Fig. S4, #C again ranks
highest, but in a nonlinear approach, its predictive power is as
much as twice that of #Hb-C (average absolute shift from the
baseline prediction of 11G are 1.0 and 0.45 kcal/mol for #C
and #Hb-C, respectively). This means that recognition of C-
containing sites by acidic residues does not exclusively rely on the
formation of a single H-bond but is dependent on the number
of cytosine N4-amino groups in the local vicinity of Asp/Glu
(Fig. 3B). This is also consistent with a significant statistical
overrepresentation of cytosine-rich sequences among the DNA
sites recognized by the acidic residues in the experimentally solved
protein/DNA complexes (SI Appendix, Fig. S5).

One could speculate that this cumulative effect of cytosine is
due to either cooperativity of H-bonds formed simultaneously
with two adjacent N4-amino groups or the possibility to
dynamically switch between them, which would lead to a smaller
entropic penalty upon binding to DNA. However, our data
indicate that Asp/Glu at any given time can only form at most
one bond with the N4-amino groups even at multicytosine sites
where more than one cytosine is present in the immediate vicinity
of Asp/Glu (SI Appendix, Table S2). We also found that (with
the exception of TRF1), the acidic residues exhibit a single
dominant binding mode and do not dynamically switch between
different cytosine H-bond donors (SI Appendix, Fig. S6). Thus,

A B

C

Fig. 1. Amino acid–base preferences in the DNA major groove, calculated based on 4623 protein/DNA structures deposited in the PDB database. Hydrogen
bonding and contact information was retrieved from the DNAproDB database (44). (A, Top) Total number of amino acid residues of a given type (with side chains
capable of forming hydrogen bonds) within 4.5 Å of any nucleobase in the major groove, across all protein/DNA complexes. (Bottom) Relative frequencies with
which a given amino acid side chain forms a hydrogen bond with one of the four nucleobases in the major groove. (B) Relative frequencies with which a given
nucleobase forms a hydrogen bond with specific amino acid side chains in the major groove. (C) Schematic representation of possible modes of interaction
between the acidic residues (Asp/Glu) and the GC or AT base pairs in the major groove.
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as will be discussed more elaborately below, we conclude that
the cumulative effect of cytosine can be attributed to favorable
longer-range attractive electrostatic interactions between Asp/Glu
and the N4-amino groups of cytosine.

Among the remaining features, only the number of guanines
close to Asp/Glu (#G) shows nonnegligible correlation with
11G (Fig. 3A), which is understood given its Watson–Crick
pairing with cytosine (SI Appendix, Fig. S7). Consistently with
the known nucleobase propensities (Fig. 1), other bases (#A and
#T) do not seem to have any power in explaining 11G. Also,
compared to #Hb-C, the number of H-bonds with adenine
(#Hb-A) turned out to be significantly less correlated with11G,
reflecting the preference for cytosine readout by acidic residues.

Even though most other considered features showed little
predictive power over the entire set of DNA/protein complexes,
some of them proved useful in interpreting the outliers. In
particular, for C2T and C2A variants of Zif268, unexpectedly
negative 11G values (−1.6 and −1.8 kcal/mol, respectively)
could be explained in terms of the formation of salt bridges with
the neighboring basic residues (#Arg/Lys). Indeed, for Zif268, we
observed that the favorable interaction between the Asp residue
and the neighboring basic residues increases markedly upon DNA
binding, with this increase being even more pronounced for non-
C sequences (SI Appendix, Fig. S8). These observations indicate
that our limited data set might not be sufficient to capture all sub-
tle factors affecting the contribution of Asp/Glu to DNA affinity.

Positive Potential Generated by Accumulation of Cytosine Is
Essential for the Favorable Binding of Asp/Glu . To understand
the observed cumulative effect of cytosine on the binding free
energy of Asp/Glu to DNA, we first estimated the enthalpic
contribution to the obtained 11G values and decomposed it

into interactions between the acidic residue of interest and the
remaining constituents of the system (Fig. 4A).

It is seen from Fig. 4A that out of four canonical bases,
only cytosine helps to offset a strong electrostatic repulsion
between Asp/Glu and the negatively charged sugar–phosphate
backbone (BB), providing an average enthalpic stabilization of
∼10 kcal/mol per one base present in the immediate vicinity of
the acidic residue. Notably, this stabilization increases with the
number of cytosine amino groups in the local sequence within 8 Å
of Asp/Glu (Fig. 4B). In fact, the attractive interactions between
Asp/Glu and cytosine strengthen greatly when three or more
N4-amino groups are present in a tract.

It can be thus concluded that the observed preference of
Asp/Glu to interact with cytosine-rich sites arises from the long-
range electrostatic attraction to the exocyclic cytosine amino
groups. Consistent with this conclusion, SI Appendix, Fig. S9
shows that a patch of positive electrostatic potential in the major
groove becomes more prominent with the increasing number of
cytosines in the local sequence.

Fig. 4A also reveals that, because of the negatively charged
carbonyl oxygens exposed to the major groove by guanine and
thymine, both these bases markedly disfavor the binding of acidic
residues (by 15 and 8 kcal/mol, respectively). Importantly, despite
having an amino group in the major groove, adenine shows only
negligible attractive interaction with Asp/Glu it is in contact
with (−1 kcal/mol). At the same time, the dependence of the
interaction energy on the number of adenine residues around
Asp/Glu (#A) shows that longer-range electrostatic interactions
with adenine are net repulsive (SI Appendix, Fig. S10).

The observed significant differences in the enthalpic contri-
butions among the four nucleobases correlate with their known
propensities (Fig. 1) and thus seem to provide a molecular-level

A B

Fig. 2. (A) Thermodynamic cycle used to calculate the difference in the DNA-binding free energy between the wild-type protein and its Ala mutant (11Gb),
representing the contribution of Asp/Glu to the binding affinity to a given DNA site (protein in light blue; DNA in orange and gray). 11Gb is obtained by
subtracting the free energies of “alchemically” transforming Asp/Glu into Ala in the absence and in the presence of DNA (1Gm1 and 1Gm2, respectively).
(B) Schematic representation of the sequence sampling procedure: Starting from the selected experimental protein/DNA complexes (ref), we obtained DNA
variants either by substituting a cytosine directly H-bonded to Asp/Glu to thymine (C2T), adenine (C2A), and guanine (C2G) or by substituting all the nucleobases
within the 5 Å of Asp/Glu (all-5 Å) (SI Appendix, Figs. S2 and S3, and Table S1 for all generated complexes and Methods for details).
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A

B

Fig. 3. (A) Correlations between the simulation-derived 11G values and
the relevant structural features of DNA/protein complexes, evaluated as
Pearson correlation coefficients. The features tested are defined in the text
(for details and numeric values of the features, SI Appendix, Methods and
Table S2). Positive correlation indicates that an increase in the value of a
given feature makes the contribution of Asp/Glu to the binding affinity
more favorable (i.e., 11G becomes more negative). (Right) The simulation-
derived 11G values averaged over the DNA sites with cytosine, adenine,
or the remaining nucleobases interacting directly with Asp/Glu (C, A, or G/T
sequences, respectively). (B) Dependence between the simulation-derived
11G values and the number of cytosine residues in the local vicinity of
Asp/Glu (#C).

explanation for the negative selection mediated by the acidic
residues.

Interestingly, it can be seen from Fig. 4A that interactions of
the acidic side chain with the solvent and, to a lesser extent, the
rest of the protein also promote binding of Asp/Glu to DNA.
The former contribution results from the accumulation of K+

counterions at the DNA surface (SI Appendix, Fig. S11) and the
latter from the stabilization of salt bridges between Asp/Glu and
abundant basic residues (Arg and Lys) due to partial dehydration
at the DNA/protein interface.

Repulsion from the Imidazole Ring and Propensity for BII
Conformation Lead to the Low Affinity of Asp/Glu for Adenine.
Next, we asked what is the molecular basis underlying a strong
preference of the acidic residues for cytosine over adenine, despite
both nucleobases having an amino group exposed in the major
groove (Figs. 1 and 4A). To this end, we calculated the difference
in the free energy of Asp/Glu binding to cytosine and adenine,
using a model system containing a single propionic acid molecule,
mimicking an acidic side-chain, competing for the interaction
with cytosine and adenine on adjacent sites in a canonical B-
DNA decamer (Methods for details). To examine the preferential
interaction, cytosine and adenine nucleobases were made equally
accessible in the major groove, by using the 5′-GTCAAT-3′
sequence in the middle of the decamer (Fig. 5A and SI Appendix,
Fig. S14).

It has been reported that compared to pyrimidine–pyrimidine
and pyrimidine–purine dinucleotide steps, purine–purine steps
have a much higher propensity to deviate from the canonical

BI phosphate conformation by favoring the BII conformation
(SI Appendix, Fig. S12) (45). This BI/BII population ratio is
thought to play an important role in the DNA readout by proteins
(46). Thus, to determine whether BI/BII conformational dynam-
ics affect the base preferences of Asp/Glu, we used one more
sequence (5′-TGACAT-3′) in which cytosine and adenine are
still equally accessible in the center of the decamer; however, the
dinucleotide step involving the adenine (i.e., GpA) is known to
populate the BII conformation (45, 47) (Fig. 5A and Methods for
details).

The prepared systems were subject to conventional MD
simulation with the propionate anion kept near the DNA surface
with a flat-bottom harmonic potential to obtain its spatial
distribution in the major groove (Methods for details). From this
distribution, the relative free energy of propionate binding to
cytosine and adenine, 11Gca, was obtained as −RT ln (pa/pc),
where pa and pc denote the probability of forming an H-
bond with the central cytosine and adenine, respectively. The
computed propionate distributions were well equilibrated, as
indicated by the convergence of 11Gca shown in SI Appendix,
Fig. S15.

Fig. 5A shows that the binding of propionate to cytosine
is markedly more favorable than to adenine (by 0.8 and
1.9 kcal/mol for the first and second sequences, respectively),
consistently with the propensities extracted from the structural
data (Fig. 1) and our interaction analysis (Fig. 4A). The stronger
preference for cytosine observed for the second sequence (Fig. 5A)
can presumably be attributed to the tendency to adopt the BII
conformation (SI Appendix, Fig. S12).

Fig. 4. (A) Enthalpic contributions to the binding free energy, computed as
the average changes in the interaction energy (1E) between the examined
acidic residues and other constituents of the system: DNA nucleobases (A,
C, G, and T), DNA backbone (BB), solvent (water & ions), and the rest of the
protein (intra-prot). The contributions from A, C, G, and T are calculated
as the average interaction energy with the nucleobase of a given type
present in the immediate vicinity (within 4.5 Å) of Asp/Glu (B) Asp/Glu–
cytosine interaction energy as a function of the number of cytosine N4-amino
groups present within 8 Å of the acidic residue. Since the interaction energy
is averaged over all systems satisfying the cutoff criterion, including those
in which Asp/Glu does not form close contact with the cytosine base, the
increments associated with each additional cytosine are smaller than the per-
base enthalpic contribution computed for direct Asp/Glu–cytosine interaction
in A.
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A

B

C

D

Fig. 5. (A) Percentage of hydrogen bonds formed by the propionate ion with the cytosine N4-amino group (cyan) and the adenine N6-amino group (red) in two
different sequence contexts, shown in subpanels (i) and (ii). The corresponding differences in the free energy of propionate binding to cytosine and adenine,
11Gca (in kcal/mol), were calculated directly from the equilibrium H-bond populations by Boltzmann inversion. (B) Same as (A) except that the negatively
charged N7 atom in the adenine imidazole ring was made electrically neutral in both sequences (the modified adenine is denoted as A∗). (C) Spatial distribution
of the propionate ion hydrogen-bonded to the N4-amino group of cytosine (C , subpanel i), N6-amino group of adenine (A, ii), and modified adenine (A∗, iii).
Green spheres represent the carboxylic carbon atoms, and their numbers are proportional to equilibrium H-bond populations. (D, Left) BI/BII population ratio
for the CpA and GpA dinucleotide steps containing the central adenine in both studied sequences shown as the distributions of the difference between � and �
torsion angles (for definitions SI Appendix, Fig. S12). (Right) Distribution of the distance between the phosphate group and the adenine amino group (P–N6) for
the two respective dinucleotide steps. Structural representations of the two steps are shown in the middle panel along with the average P–N6 distances. The
distributions of relevant helical parameters characterizing the BI/BII equilibrium (twist, roll, and x-disp) are shown in SI Appendix, Fig. S13.
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Therefore, to better understand the origin of these differences,
we first compared the spatial distributions of the propionate
anion around its binding partners (Fig. 5C ). We found that
the propionate clearly avoids close contact with the negatively
charged N7 nitrogen in the adenine imidazole ring (Fig. 5C ),
which suggests that the repulsive interaction between them
might be a major factor responsible for lowering the affinity
for adenine. To test this conclusion, next, we neutralized the
partial charge of the adenine N7 and recomputed 11Gca for
both sequences, using the same MD approach (Methods for
details). It can be seen in Fig. 5B that the neutralization of N7
indeed made the hydrogen bonding with cytosine and adenine
equally probable in the first sequence context (11Gca ≈ 0),
confirming the critical role of the repulsion from the imidazole
ring in the preference for cytosine. However, for the sequence
with the inverted BI/BII ratio, even though11Gca decreased (to
1.4 kcal/mol) by 0.5, the interaction with cytosine is still clearly
preferred (Fig. 5 B, ii). The likely explanation is that in this
sequence context, the propionate–adenine H-bond is disfavored
by the GpA step phosphate group that in its BII conformation
approaches the N6-amino group of adenine by almost 2 Å
compared to the BI conformation (Fig. 5D). Indeed, when the
conformation of the GpA∗ step in the 5′-TGA∗CAT-3′ sequence
is changed to BI by an external restraint (SI Appendix, Fig. S16A),
11Gca is further reduced from 1.4 to 0.5 kcal/mol, implying
that BII contributes 0.9 kcal/mol to the cytosine preference
for this particular sequence. Conversely, restraining the CpA∗
step in the 5′-GTCA∗AT-3′ sequence to BII leads to a 0.4-
kcal/mol increase in the preference for cytosine, showing that the
phosphate conformation effect depends on the sequence context
(SI Appendix, Fig. S16B). More generally, this result indicates
that direct base sensing and indirect effects relying on sequence-
dependent polymorphism are often interdependent and work
hand in hand to fine-tune the affinity for a given site.

Quantum Chemical Calculations Confirm the Origin of Asp/Glu
Preference for Cytosine Over Adenine. Since simple force field-
based models do not incorporate electronic polarization and can
suffer from poor description of H-bonding interactions, we used
quantum chemical calculations to validate our findings on the
origin of base preferences of acidic residues. To this end, we
first calculated the free energy profiles for binding of a single
propionate ion (mimicking the side chain of Asp/Glu) to cytosine
or adenine in the major groove of B-DNA decamer using hybrid
quantum/classical (QM/MM) ab initio molecular dynamics
(AIMD) combined with umbrella sampling (Methods for details).
The QM region, treated using DFT at the TPSS/def2SVP level,
included the propionate, the central base pair with C or A,
two flanking bases above and below C or A, and several water
molecules in between the propionate and DNA (SI Appendix,
Fig. S19). As a reaction coordinate, r, we used the distance
between the selected propionate oxygen atom and either the
nitrogen N4 in cytosine or N6 in adenine (Fig. 6A).

A well-pronounced bound-state (r < 3.3 Å) minimum of
2 kcal/mol in the resulting free energy profile for cytosine
and only a very shallow minimum for adenine in Fig. 6A are
clearly consistent with the observed preferential targeting of
cytosine by acidic residues. To explain this preference, from the
AIMD-generated bound-state ensembles, we extracted simpler
subsystems consisting of the propionate bound to either GC or
AT base pair and optimized them using the B3LYP/def2TZVP
model chemistry (Fig. 6 B, iv). By computing binding energies
using the continuum solvation model for water, we determined

A

B

Fig. 6. (A) Free energy profiles for the binding of propionic acid to cytosine
(C) and adenine (A) in the major groove of a B-DNA decamer, computed
using QM/MM ab initio molecular dynamics. (B) DFT-optimized structures
of the complexes formed by propionic acid with the three base pairs: GC
(i), AT (ii), or A∗T (iii), where A∗ is 7-deazaadenine, i.e., adenine in which N7
of the imidazole ring is replaced by a -CH group. Hydrogen bond critical
points (CP) are indicated by orange spheres. The electron densities at the
CPs (� in e/bohr3) and N–H stretching vibrational frequencies (� in cm−1)
characterizing the H-bonds to the propionate ion are shown in the insets
next to the structures (the corresponding vibrational modes are depicted
in SI Appendix, Fig. S17). (iv) Hydrogen bond energies and binding energies
(in aqueous solution) for each of the above complexes, calculated at the
B3LYP/def2TZVP level. For the dependence of binding energies on dielectric
constant, SI Appendix, Fig. S18.

that the binding of propionate to cytosine in the GC pair is by
1.8 kcal/mol more energetically favorable than toA in the AT pair
(Fig. 6 B, BottomRight), consistently with our previous findings.
In fact, the energetic preference for GC is even more pronounced
in low dielectric media, probably more adequate for modeling a
desolvated DNA/protein interface (SI Appendix, Fig. S18).

However, the calculated difference in the binding energies
cannot be fully explained by different strengths of hydrogen
bonds formed by the propionate with the cytosine or adenine
amino groups. Indeed, as can be seen from Fig. 6B, the hydrogen
bond energies estimated from the electron densities at the
H-bond critical points (48) are ∼15 and 14 kcal/mol for C
and A, respectively, and thus can account for only roughly
half of the difference in the binding energies. Since it is well
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known that the D–H stretching vibration frequency decreases
with increasing H-bond strength (49), the same conclusion can
be drawn from quite similar red shifts of the N–H stretching
modes upon complex formation with the propionate (by 336.6
and 209.9 cm−1 for C and A, respectively; Fig. 6B). Notably,
this finding supports our prediction (Fig. 5) that repulsion from
the imidazole ring is another factor contributing to lowering the
affinity for adenine.

To additionally test whether this prediction persists also in
the quantum picture, we replaced adenine in the AT base pair
by 7-deazaadenine in which a -CH group is substituted for
the N7 atom in the imidazole ring. We found that after the
modification, the propionate binding energy increased markedly
almost reaching the value computed for cytosine. At the same
time, hydrogen bond energy remained virtually unaffected
with respect to adenine (Fig. 6B), confirming that unfavorable
interaction with N7 is indeed a major destabilizing factor.

Conclusions

In this work, we examined the role of the acidic residues (Asp
and Glu) in sequence-specific DNA–protein interactions, using
classical and ab initio molecular dynamics free energy calcula-
tions. Statistical analysis of known high-resolution DNA/protein
structures reveals that, despite the negative charge of the DNA
backbone, acidic residues are commonly found in the DNA major
groove where they actively participate in sequence recognition.
Specifically, they show a strong preference for hydrogen bonding
with the cytosine base, even though adenine also exposes its amino
group in the major groove. In fact, the direct readout of cytosine
by DNA-binding proteins occurs almost exclusively through Asp
or Glu.

By computing the changes in binding free energy of selected
transcription factors upon mutation of Asp/Glu to alanine
(11G) against a systematic set of DNA sequences, we found that
the contribution of the acidic residues to DNA-binding affinity is
a result of a fine balance between the electrostatic repulsion from
the DNA backbone and specific interactions with nucleobases.
In particular, at noncytosine sequences, where the repulsion
is not compensated by any major attractive forces, the acidic
residues generally disfavor binding (11G > 0), thereby acting
as negative selectors whose role is mainly to avoid these (usually
off-target) sites. In contrast, at cytosine-containing sequences,
the contribution generally varies from negligible (11G ≈ 0) to
favorable (11G < 0) with the increasing number of cytosines in
the immediate vicinity of Asp/Glu. As revealed by our energetic
analysis, this cumulative effect, also consistent with a significant
excess of cytosine at the DNA sites recognized by acidic residues,
relies on the long-range electrostatic attraction to cytosines in the
major groove, and not merely on the local H-bond interaction
with the amino group. We could therefore conclude that the
recognition of cytosine tracts by Asp/Glu is a universal feature
of the famously complex protein–DNA recognition code. We
also hypothesize that the long-range nature of this interaction
might accelerate target search by destabilizing transient binding
complexes at off-target sites, thereby providing an evolutionary
mechanism to tune binding kinetics as target sequences became
increasingly sparse in larger and larger genomes.

Furthermore, our analysis of the model system containing
the propionate ion interacting with DNA duplex provides
explanation of the strong preference of Asp/Glu for cytosine
vs adenine binding. Namely, as indicated by classical MD
simulations, forming an H-bond to adenine is disfavored by
electrostatic repulsion with the N7 atom of the imidazole ring

and, in certain sequence context, by the tendency of purine–
purine dinucleotides to adopt BII backbone conformation. In
the BII state, the phosphate group approaches the amino group
of adenine and renders its interaction with the negatively charged
residues less energetically favorable. With quantum chemical
calculations, we reproduced the large difference in the affinity
of propionate to cytosine and adenine (11Gca ≈ 2 kcal/mol)
and found that the repulsion from N7 atom accounts for roughly
half of the difference in the binding energy. The remaining half
results from different strengths of hydrogen bonds, which for
cytosine are ∼1 kcal/mol stronger.

While in the nearest future, protein design will most likely
be dominated by complex heuristics generated by increasingly
sophisticated machine learning models (50, 51), the basic
recognition rules we identify and describe here might prove useful
for the understanding and rational use of the underlying patterns
in the study of evolution, disease, and molecular engineering.
We also wish to highlight the importance of negative selection
for all processes involving selectivity in molecular recognition,
such as rational drug design or knowledge-based engineering of
antibodies.

Materials and Methods

Molecular Systems. To understand the energetics of base readout mediated
by the acidic residues, we selected from the PDB database four high-resolution
structures of B-DNA duplex bound by structurally diverse, sequence-specific
transcription factors that contain Asp/Glu residues involved in direct interactions
with cytosine in the major groove. Specifically, the selected complexes were 1)
basic helix–loop–helix (bHLH) domain of CLOCK (Circadian locomotor output
cycles kaput) and BMAL1 (brain and muscle ARNT-like 1) (PDB id: 4H10) (52),
2) Zif268 zinc-finger (PDB id: 1ZAA) (53), 3) DNA-binding domain of Myb (PDB
id: 1MSE) (54), and 4) erythroblast transformation–specific domain of ERG3
(PDB id: 5YBD) (55) (SI Appendix, Fig. S2). This set was complemented by
another sequence-specific binder, i.e., the telomeric protein TRF1 (PDB id: 1W0T
(56)), studied in our previous work (43) (SI Appendix, Fig. S20). To sample the
sequence space, from each of the above (reference) DNA/protein complexes, we
created 4 to 5 of their sequence variants by substituting the cytosine directly H-
bonded to Asp/Glu to all possible canonical bases, i.e., thymine (C2T), adenine
(C2A), and guanine (C2G) as well as by mutating all the nucleobases within
the 5 Åof Asp/Glu (all-5 Å) through either transitions (purine-to-purine and
pyrimidine-to-pyrimidine substitutions) or transversions (purine-to-pyrimidine
and vice versa) (Fig. 2B, SI Appendix, Table S1 and Fig. S3). All the base
substitutions were made using X3DNA package (57). For TRF1, consistently
with the previous work (43), we considered one (off-target) variant, i.e., an
inverse telomeric sequence (SI Appendix, Fig. S20).

To investigate the molecular basis of the strong preference of acidic residues
for cytosine over adenine, we used the model system in which a single propionic
acid anion interacts with a B-DNA decamer in the major groove. To make cytosine
and adenine equally accessible to the propionate in the center of the decamer, we
used the following DNA sequence: 5′-C·A·T·G·T·C·A·A·T·C-3′. To capture how the
noncanonical BII backbone conformation of B-DNA can affect this preferential
interaction, we also used a second sequence (5′-G·A·T·T·G·A·C·A·T·G-3′) in
which the GpA dinucleotide step, involving the central adenine (A6), has a
strong tendency to adopt the BII conformation (45, 47). The DNA decamers were
built using the X3DNA package (57). To directly evaluate the effect of adenine
N7 atom on the cytosine/adenine preferences, we created an additional variant
of both sequences in which the partial charge on N7 of the central adenine
was modified from −0.62 to −0.02 (which corresponds to the aromatic -CH
group). To keep the modified adenine (denoted as A∗) electrically neutral and
thus avoid artificial attraction of the propionate, the compensating charge of 0.6
was uniformly distributed over the remaining atoms of A∗ (SI Appendix, Fig. S21
for comparison of the original and modified charges)
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All the above molecular systems were solvated with TIP3P water molecules
(58) in a dodecahedron box with a minimum distance of 1 nm between the
solute and the box edges. K+ and Cl− ions were added to reach a physiological
salt concentration of 0.15 M and neutralize the system. In the case of the Zif268
zinc finger, Zn2+ ions present in the crystal structure were preserved and bound
to the coordinating residues using the bonding parameters from the zinc amber
force field (ZAFF) (59).

Simulation Details. All force field-based molecular dynamics (MD) simulations
were carried out in the isothermal–isobaric (NPT) ensemble using Gromacs
2018.8 (60) and the Amber-parmbsc1 force field (61). The temperature was kept
constant at 300 K using the v-rescale thermostat (62) with a time constant of
0.1 ps, and the pressure was maintained at 1 bar using the isotropic Parrinello–
Rahman barostat (63). Periodic boundary conditions were applied in 3D, and
long-range electrostatic interactions were computed using the particle mesh
Ewald (PME) method (64) with a real-space cutoff of 1.2 nm and a Fourier grid
spacing of 0.12 nm. Van der Waals interactions were described by the Lennard-
Jones potential with a cut-off of 1.2 nm and a switching distance of 1 nm. The
default Gromacs soft-core potentials were applied to avoid singularity points
in all the alchemical free energy simulations. The bond lengths for protein
and DNA molecules were constrained by P-LINCS (65), and SETTLE (66) was
used to constrain the geometry of water molecules. The leap-frog algorithm
was used for the integration of the equations of motion with a time step of
2 fs. Prior to all production simulations, all the systems were equilibrated for at
least 100 ns.

Alchemical Binding Free Energy Calculations. The contribution of Asp/Glu to
DNA-binding affinity was assessed as the binding free energy difference (11G)
between the wild-type protein and its mutant in which a given Asp/Glu was
substituted by alanine (SI Appendix, Fig. S2 specifies which interfacial Asp/Glu
residues were selected for each of the considered proteins). For this purpose,
we used a thermodynamic cycle (Fig. 2A) that allows for determination of11G
by computing and subtracting the free energies associated with “alchemical”
transformation of Asp/Glu to alanine, either in the absence (1Gm1) or in the
presence (1Gm2) of DNA bound to the protein. The transformation is achieved
by simulating the system independently for a set of values of the scaling
parameter λ which varies between 0 and 1 to linearly interpolate between
the potential energy functions of the physical end states. To speed up the free
energy convergence, the neighboring λ-windows were allowed to exchange
their configurations every 0.5 ps according to the Metropolis criterion, and
the values of λ were optimized to achieve the acceptance rate of at least 10%,
using an in-house script (https://gitlab.com/KomBioMol/converge_lambdas; for
details see ref. 67). The hybrid topology for the Asp/Glu→ Ala mutations was
generated using the pmx web server (68). All the systems were simulated for
at least 300 ns in each a λ-window until a reasonable convergence of 11G
was reached (SI Appendix, Fig. S22). Since for the C2A variant of the complex
involving Zif268 we observed a partial dissociation of the protein from DNA and
thus a deviation from the well-defined bound state, to avoid artifacts in11G,
we prevented this dissociation by keeping the initial center-of-mass distance
between Zif268 and DNA using the harmonic restraint with a force constant of
119.61 kcal/(mol nm2). For the analyses, we used only the data obtained for the
restrained complex, while the structural characteristics of the unrestrained one,
labeled C2Au, are also included in SI Appendix, Table S2.

Quantum Chemical Calculations. All QM/MM ab initio molecular dynamics
(AIMD) simulations of the model system containing a single propionate anion
interacting with a fully solvated B-DNA decamer were performed with the NAMD
2.14 molecular dynamics engine (69) interfaced with the Orca 4.2 quantum
chemistry program (70). The QM region included the propionate, the central
GC or AT base pair, two flanking bases above and below C or A, and four

water molecules in between the propionate and DNA (SI Appendix, Fig. S19).
To saturate the covalent bonds between the QM and MM regions, we used
hydrogen link atoms with the default charge distribution scheme (71). The
QM region was treated at the DFT level by using the TPSS functional (72) in
combination with def2-SVP basis set and the Grimme D3 dispersion correction
(73). The resolution-of-identity (RI) approximation for coulomb integrals was
used in combination with the def2/J auxiliary basis set. The MM subsystem was
described with the Amber99-parmbsc1 force field (61) for DNA and ions and
TIP3P for water. The main contribution to the electrostatic interaction between
the QM and MM subsystems was modeled through electrostatic embedding,
i.e., by passing the MM partial charges surrounding the QM region to Orca,
using the default cutoff and charge shifting scheme (71). The remaining (long-
range) electrostatic interactions between the MM and QM regions and the MM
electrostatics were calculated using the particle mesh Ewald method (PME)
(64) with a real space cutoff of 1.2 nm and the QM partial (Mulliken) charges
being updated each step. The MM and QM–MM van der Waals interactions
were described with the Lennard-Jones potential with a cutoff of 1.2 nm. The
simulations were performed in NPT ensemble with the temperature maintained
at 310 K by Langevin dynamics with a damping coefficient of 50 ps−1

and pressure maintained at 1 bar with the Langevin piston method with an
oscillation period of 0.2 ps and a damping time scale of 0.1 ps (74). The velocity
Verlet algorithm was used to integrate equations of motion with a time step
of 0.5 fs.

The free energy profiles for the hydrogen bond formation between the
propionate anion and cytosine (C) or adenine (A) in the context of a B-DNA
decamer were obtained using AIMD-based umbrella sampling (US) simulations.
The reaction coordinate, r, was defined as the distance between the proton donor
and acceptor, i.e., the nitrogen N4 in C or N6 in A and one of the oxygen atoms
in the propionate. The systems were restrained along the reaction coordinate
in 27 independent US “windows” separated by 0.01 nm using the harmonic
potential with a spring constant of 500 kcal/(mol nm2), thus spanning the 0.24
to 0.50 nm range of the reaction coordinate. To produce the initial frames for
the US simulations, we extracted the representative bound-state configurations
from our classical MD trajectories and performed enforced dissociation AIMD
simulations during which r was gradually increased to 0.50 nm over 5 ps, by
applying a moving harmonic potential with a spring constant of 1,000 kcal/(mol
nm2). In each window, the systems were simulated for at least 30 ps, and the
free energy profiles were determined from the last 15 ps by using the standard
weighted histogram analysis method (WHAM) (75). Uncertainties in the free
energy estimates were obtained using a bootstrap approach taking into account
autocorrelation of the r time series (76).

Quantum chemical calculations of simpler systems composed of a single
propionate molecule bound to the GC, AT, or A∗T base pair, where A∗ is
7-deazaadenine, were performed using Gaussian 16 (77) at the B3LYP/def2TZVP
level of theory with the D3 empirical dispersion correction (78), in the IEFPCM
model. The structures were optimized, and the stability of the obtained
geometries was confirmed by vibrational frequency analysis. Electron densities
at the hydrogen bond critical points characterizing their strength were carried
out by DAMQT (79). Hydrogen bond energies were obtained from the critical
point densities using the empirical relation proposed by Emamian et al. (48).
The binding energies of the propionate anion to the considered base pairs were
calculated by subtracting the energy of the optimized constituents (propionate
and a given base pair) from the energy of the optimized complex.

Data, Materials, and Software Availability. All study data are included in
the article and/or SI Appendix.
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