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A B S T R A C T   

In the paper, a two-dimensional (2D) numerical simulation of a small-scale hydraulic fracturing 
process in rock specimens possessing a single injection slot was conducted. A unique DEM/CFD- 
based pore-scale thermal-hydro-mechanical (THM) model was used to simulate two-phase 
laminar fluid flow (water and gas) with heat transfer in non-saturated porous materials with 
low porosity. Using a DEM fully coupled with CFD (based on a fluid flow network composed of 
channels in a continuous domain between discrete elements) and heat transfer at the mesoscale, a 
series of numerical calculations for small cohesive granular specimens of simplified spherical 
mesostructure with one injection slot were carried out. Plane strain compression conditions were 
assumed. Both the fluid (diffusion and advection) and bonded particles (conduction) were 
involved in heat transfer. The impacts of the fluid’s dynamic viscosity, gas phase content, and 
temperature difference between the rock matrix and the fluid injection on the process of hydraulic 
fracture initiation and propagation were all examined in-depth. It was discovered that those ef-
fects were all of great significance to the behaviour of a single hydraulic fracture.   

1. Introduction 

1.1. Hydraulic fracturing 

Hydraulic fracturing (HF) is a major technique (developed steadily since 1947) for increasing the productivity of petroleum, gas, or 
heat in low-permeability rock formations [1–13]. HF enables the economic extraction of petroleum/gas/heat from rocks that have a 
permeability of less than 10− 16 m2 (e.g. the shale permeability usually ranges from 10-21 − 10-19 m2; it is very low due to the small 
grain size [8]). By pumping a significant amount of pressurized fluid at a pressure of about 70 MPa into a wellbore, this technique 
fractures rocks at a target depth of roughly 2–6 km, causing either cracks to form in the deep-rock formations or strengthening the 
connectivity of the pre-existing fracture network, allowing natural gas, petroleum, and heat to flow more freely by exceeding the 
pressure gradient of rocks [1–3]. This technology uses horizontal wellbores because they offer a far larger exposure to a formation than 
traditional vertical wellbores. Clusters of shaped explosive charges puncture the steel casing of a horizontal part of the wellbore with 
an inner diameter of about 80 mm. With a spacing of roughly 10–20 m, the perforations serve as inlets for pressured fracturing water. 
Typically, horizontal boreholes are a few kilometers long and spaced roughly 500 m apart [8]. Each one is broken into five segments, 
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Nomenclature 

A area 
A→ area normal vector 
cp specific heat 
C cohesive contact stress 
d particle diameter 
d50 mean particle diameter 
D specimen diameter 
e edge length between two adjacent triangles 
E energy 
Ec modulus of elasticity of particle contact 

F→
k
damp dampened contact force vector 

F→n normal contact force vector 
F→s tangential contact force vector 
Fs

max critical cohesive contact force 
Fn

min minimum tensile force 
h hydraulic aperture of channels 
h enthalpy 
hinf hydraulic aperture for infinite normal stress 
h0 hydraulic aperture for zero normal stress 
Kn normal contact stiffness 
Ks tangential contact stiffness 
l fracture length 
L channel length 
M mass fluid flow rate 
N→ unit normal vector at contact point 
p micro-porosity 
P fluid pressure 
Q volumetric flow rate 
R particle radius, universal gas constant 
Re Reynolds number 
Sh energy source 
t time 
T tensile normal contact stress, temperature 
ui interfacial velocity 
u velocity vector 
U overlap between discrete elements 
w molecular weight 
v⇀ velocity vector 
V volume 
Vq/p molar volume of liquid/gas phase 
αd damping parameter 
αexp thermal expansion coefficient 
αp gas phase volume fraction 
αq liquid phase volume fraction 
β aperture coefficient 
γ fluid reduction factor 
κ permeability coefficient 
λ thermal fluid/solid conductivity 
μ dynamic fluid viscosity 
μc Coulomb inter-particle friction angle 
νc Poisson’s ratio of particle contact 
ρ fluid density 
ρeff effective fluid density 
σ normal stress 
τ shear stress 
ω angle 
ωq/p acentric factor of liquid/gas phase  
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followed by five to nine fracturing stages that are each roughly 70 m long, 150 m deep, and 500 m broad [8]. A slurry of water, 
proppant (sand), and chemical additives called hydraulic fracturing fluid is frequently used to open and enlarge cracks in rock for-
mations. Small grains of hydraulic fracturing proppants keep the cracks open when the hydraulic pressure is released from the well. A 
slurry blender, one or more high-pressure, high-volume fracturing pumps, and a monitoring device typically make up hydraulic 
fracturing equipment. Pumps push the fracturing fluid through the perforations and into the shale layer under the pressure of roughly 
25–60 MPa. At a continuous rate of around 2 m3/s, fluid is injected. The tight shale gas layer typically lies 3 km below the surface and 
has a thickness of 20–150 m. Its age ranges from 100 to 300 million years. The gas extraction from deep shale layers (20–150 m in 
thickness) is now at about 5–15% [8,9]. This percentage is still very high in the face of extremely low shale permeability. It means that 
during HF the rock permeability must be significantly increased by both opening already-closed cracks (that follow the rock joint and 
slide fault network) and initiating brand-new hydraulic cracks in intact shales. The overall permeability is enhanced by dense networks 
of branched cracks that HF creates, whose spacing and opening width are sufficient (cracks have a spacing of about 0.1 m [10,13]). 
Since the precise geometry of subsurface cracks is still unknown, most of the understanding of the fracturing process is empirical. 
Different hydraulic fracture patterns are caused by conditions for which there is no control. The laboratory tests described in [12] 
demonstrated a significant influence of injection rates and fluid viscosities on fracture branching patterns. According to the notion put 
forward in [14], high gas pressure may result in the formation of extensive cracked rock networks. In macropores of rocks, gas exists as 
a real gas, whereas in micro- and nanopores, it exists as a quasi-liquid (in an adsorbed state). In micro- and nanopores, the gas has 
significant internal energy. Similar to the rock-gas outburst in coal mines, gas desorption from an adsorptive phase occurs during 
hydraulic fracturing when the pore pressure abruptly decreases, greatly increasing the volume of cracks. Creep due to confining stress 
reduces the gas permeability by tending to close any existing flow nanochannels [9]. Testing the propagation of fracture networks in 
situ and at the laboratory scale is difficult. Therefore, it is essential to construct a realistic numerical model to comprehend and describe 
the rock crack phenomenon during the development of hydraulic fracturing and to optimize it for enhancing a gas extraction (e.g. by 
changing the pumping rate/cycles and fluid viscosity) for overcoming partly the shortages of experimental methods. Numerical 
simulation studies are, thus, necessary to increase the efficiency of HF [10,13]. Nevertheless, there are a number of challenging 
problems that must be solved in simulations, including e.g. coupling strategy between the solid and fluid domain and remeshing 
process (data transfer from the old mesh to the new mesh) induced by significant solid deformation caused by fluid pressure, multi- 
phase flow, and thermal strains. 

2. Research aims 

The current paper aims to quantitatively illustrate the effect of the injected fluid temperature, the fluid dynamic viscosity 
(dependent upon temperature), and the gas content in macro-pores on the evolution of a hydraulic fracture, fluid/gas pressures, and 
velocities during a small-scale hydraulic fracturing process in rock specimens under two-dimensional (2D) conditions (the 3D DEM/ 
CFD model is still under construction). For non-saturated porous materials with very low porosity, a unique DEM/CFD-based thermal- 
hydro-mechanical technique of pressurized fracturing laminar viscous fluid flow of a variable temperature containing liquid and gas 
was devised [15]. Heat transfer involved both the fluid (diffusion and advection) and cohesive granular particles (conduction). Nu-
merical 2D THM mesoscopic computations were performed utilizing a DEM along with the fluid flow and heat transfer. By using 
discrete spherical elements interacting through elastic-brittle normal contacts that could break to cause fractures, DEM was used to 
depict the mechanical behaviour of the rock mass. Laminar viscous two-phase (water and gas) fracturing fluid flow through pores and 
cracks in a continuous domain between the spherical discrete elements was described using CFD (where a flow network made up of 
channels was adopted). Small-size cohesive granular specimens imitating rock under plane strain compression were subjected to THM 
calculations in non-isothermal settings. In the first estimate, the rock specimen consisted of spheres of different diameters with no pre- 
existing micro-cracks/faults/bedding layers and with a single injection slot. The effects of the temperature difference between the rock 
matrix and the fluid being injected, the fluid’s dynamic viscosity, and the amount of gas present in the rock matrix on the initiation and 
spread of a single hydraulic fracture were the next factors to be examined in-depth in a series of small-scale hydraulic fracturing 
simulations. 

This article is a follow-up to the authors’ earlier small-size mesoscopic numerical studies on hydraulic fracturing in rock segments 
[16,17], which utilized and extensively discussed a 2D fully coupled DEM/CFD technique without heat transfer. The technique was 
based on a fluid flow network of channels in the continuous domain between particles. It assumed one or two injection slots, various 
pre-existing macro-cracks, and bedding layers to account for one- or two-phase fracturing laminar viscous fluid flow in unsaturated 
rock segments. Without any extra assumptions, the fracture branching spontaneously appeared in HF simulations [17]. The coupled 
DEM/CFD technique without heat transfer was validated with comprehensive 3D CFD calculations utilizing the Reynolds-averaged 
Navier-Stokes equations in the continuous domain between particles [18,19]. Modelling hydraulic/capillary flow in unsaturated 
mortars and concretes was also carried out using this coupled DEM/CFD approach without heat transfer [20]. Here, a novel mathe-
matical THM model was applied [15] that took additionally into account heat transfer in both rock and fracturing fluid. 

2.1. Literature overview 

The literature review of thermal–hydraulic-mechanical models was given in [15]. Continuous [21–27], discrete [28–33], and 
lattice Boltzmann methods (LBMs) [34,35] approaches have been widely used in THM models. Continuum modelling techniques are 
attractive for large-scale applications. However, they possess significant computational and continuity limitations when used with 
discontinuous and highly deformable media, such as packed or fluidized beds and fractured bonded granular porous materials. In 
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addition, the numerical generation of fine meshes in porous materials with low porosity (less than about 15%), such as concrete or 
rocks, is not easy. The issue is greatly exacerbated when simulating crack initiation and propagation in porous materials with low 
porosity (e.g. concrete or rocks). Discrete modelling approaches, such as the discrete element method (DEM) and lattice element 
models (LEM) [36] are effective in the mesoscopic modelling of cracks in bonded particulate materials with very low porosities. The 
concept of lattice elements [36] is very similar to the discrete element method (DEM) with cohesion, in which rigid particles are kept 
together by cohesive forces (simulated by beams). Since DEM models more correctly depict mesostructure and contact forces, they are 
more realistic than lattice models in describing a fracture process in engineering materials. Usually, the lattice models’ responses are 
too brittle. They are also exclusively intended for static simulations. DEM models are therefore frequently employed in conjunction 
with fluid flow and heat transfer models. 

The 3D fluid flow in a continuous domain between particles in DEM can be simulated with a variety of numerical techniques. Direct 
numerical simulations and co-simulations are the two basic ways for coupling DEM with fully resolved methods. In the direct nu-
merical simulations method, the complexity of the fluid domain geometry is highly time-consuming to generate a fine enough mesh 
automatically. In addition, since the fluid domain topology may also strongly vary (e.g. during crack initiation and propagation), it is 
necessary to renew the mesh and transfer the numerical findings from the old mesh to the new mesh. As a result, there are significant 
numerical issues that arise when using traditional numerical methods (such as FEM, FVM, LBM, etc), which extend the acceptable 
computation window even for supercomputers. A significant flaw in the co-simulations used to couple DEM with traditional numerical 
techniques is that the particle volume must be substantially smaller than the grid cell volume of the discretized continuum. The DEM 
specimens cannot satisfy this condition when the porosity is extremely low. To decrease computing costs and overcome numerical 
restrictions when utilizing DEM to THM processes in very dense fluid-particle systems with very low porosity (even below 5%), e.g. 
shale rocks, the fluid flow and heat transfer models must be simplified. Recent DEM-based THM models separate fluid flow within 
reservoirs (pores, macro-pores, pre-existing cracks, etc.) from that between reservoirs [37–40]. The fluid flow regime in the reservoirs 
is stationary or almost stagnant, however, the fluid flow between the reservoirs is laminar, making it possible to estimate the mass flow 
rates at the edges of the reservoirs. To predict mass flow rates, a Poiseuille flow model in pipes or between two parallel plates is 
typically used. The models presuppose a single-phase barotropic flow of a pure liquid or mixture (without tracking phase fractions). In 
this technique, several heat transfer models are integrated with DEM-CFD models. Tomac and Gutierrez [32] calculated the energy 
conservation equation for each reservoir (cell) volume. The chosen energy conservation equation dealt with energy transfer in the 
laminar flow of an incompressible fluid. Caulk et al. [33] proposed a more advanced 3D DEM-based THM model based on the pore- 
scale finite volume (PFV) scheme which was first put forth by Chareyre et al. [42] and later extended by Scholtès et al. [43] for up- 
scaling compressible viscous flow. In contrast to other approaches used in unresolved CFD-DEM models, Che et al.’s [44] method can 
more precisely forecast the fluid-particle interacting force for a polydisperse particle system. The unresolved flow CFD-DEM meth-
odology is still the foundation of this improved method, which is only applicable to issues where the cell volume is significantly larger 
than the total volume of particles, or to materials with extremely high porosity (over 30%). The Navier-Stokes equations are solved in a 
porous form in the unresolved CFD-DEM technique. For very low porosities (less than 5%), the method suggested by Che et al. [44] 
resolves certain issues, but the drawbacks of this strategy continue to be problematic. A limitation of CFD-DEM coupling methods is the 
difficulty for applications to industrial-scale problems due to the huge time of computation. A 3D numerical FEM/CFD model of small- 
scale hydraulic fracturing was recently proposed [13]. By beforehand constructing a network of vertical and horizontal channels with 
various initial Biot effective stress coefficients, the crack branching was numerically enforced. 

The 2D DEM/CFD-based THM mesoscopic modeling method for heat transfer and fluid flow in non-saturated porous materials with 
very low porosity, presented in the current study is novel and offers pronounced benefits over other approaches that have been 
proposed in the literature (e.g. [45–53]). To simulate THM processes during hydraulic fracturing, coupled DEM/CFD THM models of 
multi-phase supercritical fluid flow in unsaturated rocks are not available. Here are a few of the benefits of the model used [15]: 

1. Fluid/gas fractions in pores are properly tracked by accounting for the variable geometry, size, and position of pores. 
2. A powerful technique for autonomously meshing and remeshing particle and fluid domains is developed to account for changes 

in their geometry and topology. 
3. To create a virtual fluid flow network (VPN) and solve the energy conservation equation, coarse meshes of solid and liquid 

domains are used. 
4. On a very coarse mesh of cells, FVM is used to solve the energy conservation equation in both domains. 
5. Fluid flow is two-phase and contains both fluid and gas. 
6. To account for supercritical fluid movement, a modified Peng-Robinson equation of state is applied for both fluid phases. 
7. Variable heat fields in both pores and particles are computed. 
8. To accurately measure fluid volume changes over time, virtual thermal deformation of discrete parts is tracked. 
The results of the THM simulation, which are shown in the paper, replicate the initial stage of hydraulic fracturing without ac-

counting for the existence of proppant particles. Only a hydraulic fracture’s initiation and spread are addressed in the first stage. The 
dynamic viscosity of the injected fluid indirectly accounts for the proppant. The presence of proppant particles will, however, be 
directly replicated in simulations of the second stage of hydraulic fracturing (the proposed THM model reproduces this occurrence with 
ease). 

The current paper is structured as follows. Following the introduction in Section 1, Section 2 offers a mathematical model of the 
DEM/CFD-based linked thermal-hydro-mechanical technique. The input data for THM simulations are described in Section 3. A series 
of numerical simulation results on hydraulic fracturing in rock specimens are shown in Section 4. Finally, Section 5 includes a few 
closing notes. The authors incorporated the THM model into the YADE open-source software package [54,55]. 
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3. Two-dimensional DEM/CFD-based THM model 

The THM model was described in-depth in [15]. Section 2 solely includes the most important information regarding the model for 
the sake of clarity. 

The discrete (solid) and continuous (fluid) domains coexist in a physical system, according to the underlying theory behind the 
THM model. Discrete 3D elements (spheres) are initially arranged in a single layer within the solid domain (Fig. 1a). Next, the 
components are projected onto the plane to create circles (Fig. 1b). Heat transfer equations are solved in both the 2D fluid and solid 
continuous domains, and fluid flow equations are solved in the 2D fluid continuous domain (red colour in Fig. 1b) (red and grey colours 
in Fig. 1b). 

3.1. DEM for cohesive-frictional materials 

The 3D explicit discrete element open code YADE [54,55] was used to perform DEM simulations [15], which allows for overlap 
between two touched bodies (soft-particle model). Particles in DEM interact with one another during translational and rotational 
motions utilizing a contact law and Newton’s second law of motion with an explicit time-stepping approach [56]. Since DEM takes into 
account inertial forces, it is a dynamic technique. The model proposes a cohesive bond at the grain contact with a brittle failure below 
the critical normal tensile force. Shear cohesion failure under typical compression leads to contact slip and sliding, which are governed 
by the Coulomb friction law. Fig. 2 illustrates the mechanical response of DEM. The following are the DEM equations 

F→n = KnU N→ (1)  

F→s = F→s,prev + KsΔ X→s, (2)  

Kn = Ec
2RARB

RA + RB
and Ks = vcEc

2RARB

RA + RB
, (3)  

⃦
⃦
⃦F→s‖− Fs

max −

⃦
⃦
⃦F→n

⃦
⃦
⃦× tanμc ≤ 0 (before contact breakage), (4)  

Fig.1. Two domains coexisting in one physical system: a) co-existing domains before projection and discretization and b) solid and fluid domains 
after discrete element projection and discretisation (fluid domain is in red colour and solid domain is in grey colour) [15]. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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⃦
⃦
⃦F→s‖ − ‖F→n‖ × tanμc ≤ 0 (after contact breakage), (5)  

Fs
max = CR2 and Fn

min = TR2, (6)  

F→
k

damp = F→
k
− αd • sgn

(

v→k
p

)

F→
k

(7) 

where F→n - the normal contact force, U - the overlap between discrete elements, N→ - the unit normal vector at the contact point, F→s - 
the tangential contact force, F→s,prev - the tangential contact force in the previous iteration, X→s - the relative tangential displacement 
increment, Kn - the normal contact stiffness, Ks - the tangential contact stiffness, Ec - the elastic modulus of the particle contact, vc - the 
Poisson’s ratio of particle contact, R - the particle radius, RA and RB contacting particle radii, μc - the Coulomb inter-particle friction 
angle, Fs

max - the critical cohesive contact force, Fn
min - the minimum tensile force, C - the cohesion at the contact (maximum shear stress 

at zero pressure), and T - the tensile strength of the contact, F→
k

damp - the dampened contact force, F→
k 

and v→k
p - k

th - the components of the 
residual force and translational particle velocity vp and αd - the positive damping coefficient smaller than 1 (sgn(•) that returns the sign 
of the kth component of velocity). To accelerate convergence in quasi-static simulations, non-viscous damping was used [57] (Eq.7). 

In pure DEM that does not include partial differential equations, regularization is not required. Thus, a discrete equation system is 
immediately obtained by this method and is well-posed. Contrarily, continuum models require regularization because they are based 
on partial differential equations that change their type when softening effects brought on by damage or strain localization appear (this 
results in ill-posed boundary value problems that result in mesh-dependent, physically meaningless finite element results) [58–60]. 
When the size and direction of the mesh used for discretization are changed, the predictions of the finite element simulations alter 
dramatically. To retain well-posedness and remove mesh dependence, continuum models must be improved by introducing a char-
acteristic length of microstructure employing gradient, viscous, or non-local terms [58–60]. 

For DEM simulations, the following material constants are necessary: Ec, υc, μc, C, and T. The constants R, ρ (mass density) and αd are 
also required. To accurately model the failure mode of specimens (brittle or quasi-brittle), the distribution of shear and tensile cracks, 
and the relationship between the uniaxial compressive and tensile strength, one must consider the ratio C/T [61]. 

The process of running a number of DEM simulations and comparing the results to experimental data from straightforward tests, 

Fig.2. Mechanical response of DEM: a) tangential contact model, b) normal contact model, c) loading and unloading path in tangential contact 
model and d) modified Mohr-Coulomb model [16,17,55]. 
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such as uniaxial compression [62], triaxial compression, and simple shear, is typically used to determine the material constants. The 
damping factor was consistently set to αd = 0.08. The results are unaffected by the loading velocity v for this value [62]. If a cohesive 
joint between two spheres (Eg.6) vanishes after crossing a critical threshold, damage is sustained. If any contacts between spheres are 
to resume after failure, the cohesion does not appear more (Eq.5). The DEM model does not account for material softening. Bond 
damage in tension is the crucial micro-scale mechanism for damage in the pre-failure regime, despite the fact that bonds can also be 
damaged through shear. In DEM, an arbitrary micro-porosity may be attained due to the possibility of particle overlap. The fracture is 
prevented from spreading through the aggregate, i.e., the particle breaking is ignored. By taking into consideration shear localization 
and fracture, the model was successfully employed by the authors to describe the behaviour of several engineering materials with a 
granular structure, primarily granular materials [63–66], concrete materials [67–72], and rocks [61]. This issue may be easily taken 
into account in DEM simulations, although the computation time will be much increased. 

The primary goal of the proposed DEM-based THM model is to investigate physical phenomena at the mesoscale while taking into 
account the actual mesostructure of rocks. Due to calculating time constraints, it cannot be used for extensive rock regions. However, 
macroscale continuum models that consider larger rock sections may take into account the results of mesoscale improved simulations. 
DEM is typically not scalable. There are, of course, some up-scaling techniques used with DEMs, such as mass/density/gravity scaling 
or grain up-scaling (precise scaling of grains and coarse-graining). However, when strain localization occurs in rocks, those up-scaling 
techniques fail. The strain localization area is large enough to generate a significant stress redistribution in the structure and an 
accompanying energy release, which together contribute to a noticeable size effect. Since the size of the localized strain cannot be 
scaled because it depends on the initial and boundary conditions of the entire system, scaling is not feasible. It must be noted that 
enhanced continuum models enhanced by a characteristic length of mesostructure (related to the grain size) require very fine meshes 
to obtain mesh-independent results in the case of strain localization. For example, when using non-local models, the element size 
should not be greater than the double characteristic length ([73,74]). 

Fig.3. Fluid flow network in rock matrix with triangular discretization of pores (in blue): A) actual channel type ‘S2S’ (red colour) and B) artificial 
channel type ‘T2T’ (red colour) [16]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.) 
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3.2. Fluid flow model 

The idea of a novel 2D fluid flow model using DEM, based on a channel network in a continuous was discussed in the earlier 
authors’ papers [16–20]. In the model, fluid flow is simulated by assuming that each particle contact is an artificial flow channel 
(between two parallel plates in 2D or along a duct in 3D) and that these channels connect actual reservoirs in the granular medium 
(pores, pre-existing cracks, fractures) that store fluid pressures depending on the mass transported along channels from/to other 
reservoirs and volume changes of reservoirs. Since the material deformation (represented by discrete elements in DEM) changes the 
reservoir volume, the fluid density likewise varies since the fluid in reservoirs is compressible. The reservoirs only serve to store 
pressures as the fluid moves in channels. The fluid flow in all channels is defined by a simplified laminar flow of an incompressible 
fluid, unlike the compressible fluid model in reservoirs. 

As compared to the original concept of a fluid flow network reported in [40–42], in addition to storing pressures, the reservoirs 
(pores, cracks, pre-existing cracks, etc.) stores also phase fractions, fluid densities, energy, and temperature in the present model. A 
continuity equation is used to calculate the density of fluid phases in reservoirs. By using the equation of state for each phase and 
assuming that all fluid phases have the same pressure, the fluid phase fractions in reservoirs are calculated (as in the Euler model of 
multi-phase flow). By resolving continuity and momentum equations for laminar flows of an incompressible fluid, the mass flow rate is 
determined in channels. The 2D mid-plane is projected with the 3D particles which are then discretized into 2D polygons [16]. A 
remeshing process discretizes the overlapping circles, establishes the contact lines, and eliminates the overlapping areas to obtain a 
more accurate distribution of pressures, fluid-phase fractions, and densities [16]. Each reservoir is discretized by triangles, called the 
Virtual Pores (VPs) (Fig. 3). The actual channel link the gravity centres of triangles. The spheres are subjected to all forces generated by 
pressure and shear stress. Based on the pressure and shear stress for the specimen’s thickness equal to the maximum particle diameter, 
the forces are calculated. VPs store energy, temperature, and both fluid-phase fractions and densities in addition to accumulating 
pressure. The density change in a fluid phase, which generates pressure changes, is connected to the mass change in VPs. As a result, 
the equation for the conservation of momentum is disregarded in triangles, but the mass is still conserved throughout their entire 
volume. 

Using an explicit formulation, this process is repeated for each VP in the VPN and each solid cell. The liquid and gas initially might 
exist in the rock matrix and pre-existing discontinuities. The Virtual Pore Network introduces two different types of channels [16] 
(Fig. 3): A) the channels between discrete elements of the rock matrix in contact (referred to as the ‘S2S’ channels) and B) the channels 
connecting together grid triangles in pores that are in contact with one another along a common edge (referred to as the ‘T2T’ 
channels). The distance between the gravity centers of consecutive grid triangles is believed to be the channel length. The fluid flows 
around the spheres in contact in three-dimensional conditions. However, there is no room for fluid flow in 2D problems. Consequently, 
the idea of virtual ‘S2S’ channels is introduced [16]. According to a modified empirical formula of Hökmark et al. [75], the hydraulic 
aperture h of the artificial channels ’S2S’ is related to the normal stress at the particle contact: 

h = β
(

hinf +
(
h0 − hinf

)
e− 1.5•10− 7σn

)
(8)  

where hinf - the hydraulic aperture for the infinite normal stress, h0 - the hydraulic aperture for the zero normal stress, σn - the effective 
normal stress at the particle contact and β - the aperture coefficient. The hydraulic aperture of the actual channels‘T2T’ is directly 
related to the geometry of the adjacent triangles as 

h = γecos(90◦

− ω) (9)  

where e - the edge length between two adjacent triangles, ω - the angle between the edge with the length e and the centre line of the 
channel that connects two adjacent triangles and γ - the reduction factor, necessary to fit the fluid flow intensity to real complex fluid 
flow conditions in rocks. The reduction factor γ is determined in parametric studies to keep the maximum Reynolds number Re along 
the main flow path always lower than the critical one for laminar flow [16]. The numerical algorithm is divided into five main stages 
[15]: 

a) estimating the mass flow rate for each phase of fluid flowing through the cell faces (in channels surrounding VP) by using 
momentum and continuity equations, 

b) computing the phase fractions and their densities in VP by using equations of state and continuity, 
c) calculating pressure in VP by using the equation of state, 
d) solving the energy conservation equation in fluid and solids, and, 
e) updating material properties. 

3.2.1. Mass flow rate in channels 
Three flow regimes ate identified in the channels [17]: a) a single gas phase flow with a gas phase fraction αp of 1, b) a single liquid 

phase flow with a liquid phase fraction αq of 1, and c) two-phase flow (liquid and gas) with 0 < αq less than 1. According to a traditional 
lubrication theory [76], based on the Poiseuille flow rule [77], the fluid moves in channels through a thin film region separated by two 
closely spaced parallel plates for single-phase flow (flow regimes ‘a’ and ‘b’). As a result, the single-phase flow along channels has a 
mass flow rate of 
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Mx = ρ h3

12μ
Pi − Pj

L
(10)  

where Mx - the mass fluid flow rate (per unit length) across the film thickness in the x-direction [kg/(m s)], L – the channel length, h - 
the hydraulic channel aperture (its perpendicular width) [m], ρ - the fluid density [kg/m3], t - the time [s], μ - the dynamic fluid (liquid 
or gas) viscosity [Pa s] and P - the fluid pressure [Pa] (Pi and Pj are the pressures in the adjacent VPs). 

A two-phase fluid flow (flow regime ’c’), driven by a pressure gradient in adjacent VPs behaves similarly to a two-phase fluid flow 
of two immiscible and incompressible fluids in channels (Fig. 4). The liquid–gas interface is constant and parallel to the channel plates. 
The effects of gravity are ignored. In the undisturbed flow condition, the interface between the fluids, denoted by the symbols j = q, p (q 
denotes the lower liquid phase, and p denotes the upper gas phase), is flat. The model provides for a plane-parallel solution under this 
supposition. The interface position is related to fractions of fluid phases in adjacent VPs while the volumetric flow rates of fluid phases 
are unknown. Continuity and momentum equations characterize the flow in each phase. The time and pressure are scaled by hp/ui and 
ρpu2

i (hp - the height of the upper layer and ui - the interfacial velocity). The dimensionless continuity and momentum equations are 
[78] 

divuj = 0 (11)  

∂uj

∂t
+
(
uj • ∇

)
uj = −

ρq

rρj
∇pj +

1
Rep

ρq

rρj

mμj

μq
Δuj (12) 

where uj =
(
uj, vj

)
and pj are the velocity and pressure of the fluid phase j, ρj and μj are the corresponding density and dynamic 

viscosity. The Reynolds number is Rep = ρpuihp/μp and the density and viscosity ratios are r = ρq/ρp and m = μq/μp. In the dimen-
sionless formulation, the lower and upper phases occupy the regions − nd ≤ y ≤ 0 and 0 ≤ y ≤ 1, where nd = hq/hp. At the channel 
walls, the velocities satisfy the no-slip boundary condition 

uq(y = − nd) = 0and up(y = 1) = 0. (13) 

The boundary conditions at the interface y = 0 require the continuity of velocities and tangential stresses [78] 

uq(y = 0) = up(y = 0) (14) 

and 

μq
∂uq

∂y

⃒
⃒
⃒
⃒

y=0
= μp

∂up

∂y

⃒
⃒
⃒
⃒

y=0
(15) 

The solution details are presented in [19]. Solving Eqs.11 and 12 with boundary conditions (Eqs.13–15), the mass flow rates Mq,x 

and Mp,x for both fluid phases are calculated (as well as the shear stress τf0 at the channel surfaces for y = − nd and y = 1). 

3.2.2. Fluid flow in virtual pores 
The fluid pressure can reach e.g. 50–90 MPa during a hydraulic fracturing process. The gas phase exceeds the critical point and 

becomes a supercritical fluid under these conditions. For both fluid phases in VPs, the Peng-Robinson equation of state [79] is used for 
describing the fluid behaviour above the critical point at extremely high fluid pressures and temperatures [15] 

P =
RT

(
Vq/p − bq/p

) −
aq/p

(
V2

q/p + 2bq/pVq − b2
q/p

) (16) 

with 

Fig.4. Two-layer fluid flow in channels ‘S2S’ and ‘T2T’ (h - channel aperture, L - channel length, ‘q’ - liquid and ‘p’ - gas) [17].  
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aq/p(T) = aq/p,0

[

1 + nq/p

(

1 −

(
Tn

i

Tq/p,c

)0.5
)]2

, (17)  

nq/p = 0.37464+ 1.54226ωq/p − 0.26992ω2
q/p (18)  

aq/p,0 = ac,q/pβ(T), (19)  

ac,q/p =
0.457247R2T2

q/p,c

Pq/p,c
, (20)  

bq/p =
0.07780RTq/p,c

Pq/p,c
(21)  

β =

[

1 + c1

(

1 − T
1
2
r

)

+ c2

(

1 − T
1
2
r

)2

+ c3

(

1 − T
1
2
r

)3
]2

, (22)  

where P is the pressure [Pa], R denotes the gas constant (R = 8314,4598 J/(kmol K)), Vq/p is the molar volume of the liquid (q) and gas 
(p) fraction [m3/kmol], T denotes the temperature [K], Tq/p,c is the critical phase temperature [K], Tr denotes the reduced temperature 
T
Tc 

[-], Pq/p,c is the critical pressure of phase [Pa], ωq/p is the acentric phase factor [-], and ci are the constants (usually c1 = 1, c2 = 0 and 
c3 = 0). The extra factors help connect vapor pressure data from highly polar liquids like water and methanol. Eqs. (17)–(22) provide a 
good fit for the vapor pressure, however predicting molar volumes can be very inaccurate (the prediction of saturated liquid molar 
quantities might deviate by l0-40% [80]). Peneloux and Rauzy [81] proposed an effective correction term 

Vcorr
q = Vq + s (23)  

where s is the small molar volume correction term that is component dependent; Vq is the molar volume predicted by Eq.16 and Vcorr
q 

refers to the corrected molar volume. The value of s is negative for higher molecular weight non-polar and essentially for all polar 
substances. The molar volume correction term is 0 m3/kmol and 0.0034 m3/kmol for the gas phase and liquid phase (water), 
respectively. For each phase, the mass conservation equation is used. The mass transfer between phases and the grid velocity is ignored 
when there is no internal mass source. The discretized form of the mass conservation equation for the liquid phase is 

αn+1
q,i ρn+1

q,i Vn+1
i − αn

q,iρn
q,iVn

i

Δt
+
∑

f

(
ρn

q,f U
n
f αn

q,f

)
= 0 (24) 

with 

Vn+1
i = Vn

i +
dV
dt

Δt, (25)  

where f is the face (edge) number, Un
f denotes the volume flux through the face [m3/s], based on the average velocity in the channel, 

αn
q,f is the face value of the fluid phase volume fraction [-], t is the time step [s], n denotes the time increment and i is the VP number [-]. 

The explicit formulation is used instead of an iterative solution of the transport equation during each time step since the volume 
fraction at the current time step is directly computed from known quantities at the previous time step. Similarly, the mass conservation 
equation for the gas phase is introduced. The product ρqUn

f αn
q,f in Eq.24 is the mass flow rate Mq,f of the liquid phase flowing through the 

face f (edge of a triangle) of VPi. The density of the liquid phase can be calculated by solving the mass conservation equation for both 
phases 

ρn+1
i,q =

αn
q,iρn

q,iVn
i + Δt

∑
f Mq,f

(
Vn

i + ΔViΔt
)
αn+1

q,i
. (26) 

The density of the gas phase can also be computed in the same way. It should be noted that the molar volume V(q/p) is related to the 
gas density. 

Vn+1
i,p =

wp

ρn+1
i,p

, (27) 

and to the liquid density 

Vn+1
i,q =

wq

ρn+1
i,q

− s. (28) 

Since the fluid phases shared the same pressure 
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RTn
i(

Vn+1
i,p − bp

) −
ap(

Vn+1
i,p

2
+ 2bpVn+1

i,p − b2
p

) =
RTn

i(
Vn+1

i,q − bq

) −
aq(

Vn+1
i,q

2
+ 2bqVn+1

i,q − b2
q

), (29) 

the fluid phase fractions are computed. Inserting Eq.27 for the gas phase and Eq.28 for the liquid phase into Eq.29, a polynomial 
equation is obtained for the liquid fraction αn+1

q,i . The gas phase fraction is computed as αn+1
p,i = 1 − αn+1

q,i . Equation (16) is used to 
calculate the new pressure Pn+1

i in VPi. 

3.3. Heat transfer 

Heat is transferred in both the fluid and solid domains [15]. In the case of the heat transfer in multi-phase fluid flow, the tem-
perature is shared but enthalpy is transferred. The heat transfer model is simplified similarly to the fluid flow model. A homogeneous 
heat transfer model is assumed in multiphase flow (mass transfer between phases is not taken into account). The multiphase fluid is 
homogenized to a single-phase fluid. The effective fluid properties and velocity are calculated using volume averaging over the phases. 
The numerical solution uses the same coarse mesh (Fig. 1b) used in the fluid flow network to solve the governing equations. 

The impact of applied external pressure on the thermal characteristics of rock is taken into account by the heat transfer model that 
is postulated in the study. Contrary to existing models, the proposed DEM-based THM model tracks the thermal deformations of 
particles (particle temperature distribution is non-uniform) and accurately determines the changes in pore volume that are transferred 
to CFD and influence the fluid’s pressure and temperature. 

3.3.1. Heat transfer in fluid 
Homogenous heat transfer in multi-phase fluid flow is assumed [15]. The fluid is incompressible and homogeneous. The viscous 

dissipation of energy is not taken into account. The energy conservation equation is shared by all phases and is expressed in integral 
form 

∫

V

∂ρeff E
∂t

dV +

∮

ρeff v⇀E • d A→=

∮

λeff∇T • d A→+

∫

V

Sh (30) 

where ρeff is the effective density of the fluid [kg/m3], E denotes the total energy [J], t is the time [s], v⇀ is velocity vector [m/s], T is 
the temperature [K], λeff denotes the effective thermal fluid conductivity [W/(mK)] and Sh represents the energy source term. The 
enthalpy h equation of state is 

h =

∫ T

Tref

cpdT (31) 

where Tref is the reference temperature [K] and cp denotes the specific heat for constant pressure [J/(kg⋅K)]. The effective fluid 
properties and velocity are computed by the volume averaging over the phases 

ρeff =
∑2

k=1
αkρk (32)  

v⇀eff =
1

ρeff

∑2

k=1
αkρk v⇀k, (33)  

λeff =
∑2

k=1
αkλk (34)  

μeff =
∑2

k=1
αkμk (35) 

The specific heat capacity is assumed to be independent of composition and pressure 

cp =
∑

i
αicpi = const (36) 

Equation (30) is applied to each fluid cell (triangle) in the computational domain. The finite volume method is used to solve Eq.30. 
The discretization of Eq.30 on a given cell produces 

∂ρE
∂t

V +
∑Nfaces

f
ρf v⇀f Ef • A→f =

∑Nfaces

f
λeff∇Tf • A→f + ShV (37) 

where Nfaces is the number of faces enclosing the cell, Ef is the value o E on the face f of the cell, Tf is the value of T on the face f, 

ρf v
⇀

f • A→f denotes the mass flux through the face f, A→f is the area vector of the face f, |A| =
⃒
⃒Ax î +Ay ĵ

⃒
⃒ in 2D, ∇Tf denotes the gradient of 
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T at the face f and V is the cell volume. If the time derivative is discretized using backward differences, the first-order accurate temporal 
discretization is given by 

ρn+1En+1 − ρnEn

Δt
V +

∑Nfaces

f
ρn

f v⇀
n
f En

f • A→f =
∑Nfaces

f
λeff∇Tn

f • A→f + ShV (38)  

where n + 1 is the value at the next time step t + Δt and n is the value in the current time t. The energy conservation equation can be 
expressed in terms of temperature T by assuming that total energy E equals enthalpy h and applying the enthalpy equation of state to Eq.38 

Fig.5. DEM-TH (thermo-hydro model) coupling schema ( F→P,j - force converted from pressure in VP, F→S,j - force converted from shear stress in 
channels, ΔVn

i - volume change in VP, Tn+1
j - temperature in cell j of solid domain, rn+1

j - sphere radius and n - time increment) [15]. 
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Tn+1 = Tref +
cn

p,eff

(
Tn − Tref

)

cn+1
p,eff

+
Δt

Vρncn+1
p,eff

∑Nfaces

f
λeff∇Tn

f • A→f −
Δt

Vρncn+1
p,eff

∑Nfaces

f
ρn

f v⇀
n
f cn

p,eff

(
Tn

f − Tref

)
• A→f +

Δt
ρn+1cn+1

p,eff
Sh, (39)  

where Sh is related to the internal enthalpy source of the diffusive energy [W/m3] of heat transported by diffusion along the actual 
channel ‘S2S’ 

Sh = − λeff
Tn

i − Tn
j

Lk
Ak

1
V
, (40)  

where Lk is the length [m] of the channel’S2S’ and Ak is the area of the channel cross-section [m2]. The total energy can be calculated 
using the enthalpy equation of state E = cp

(
T − Tref

)
since total energy equals enthalpy. The finite volume method was employed to 

solve Eq. (39) [15]. 

3.3.2. Heat transfer in solid 
The energy conservation equation has the following integral form if there is no convective energy transfer, no internal heat sources, 

and the constant density is in solid regions 

ρs

∫

V

∂E
∂t

• dV =

∮

(λs∇T) • d A→, (48)  

where E is the total energy, equal to enthalpy h =
∫ T

Tref
cpdT, ρs denotes the solid density [kg/m3], λs is the thermal conductivity of solid 

[W/(mK)], Tref denotes the reference temperature and cp is the specific heat in constant pressure. Equation (48) is applied to each cell 
(triangle) in the solid domain. The discretization of Eq.48 produces in a given cell 

Tn+1 = Tn +
Δt

Vρscp

∑Nfaces

f
λs∇Tn

f • A→f (49) 

The gradients and face values are computed in the same way as the fluid gradients and face values (Section 2.3). The total energy is 
calculated using the enthalpy state equation 

E = cp
(
T − Tref

)
(50) 

The THM model was validated by comparing the numerical findings with the analytical solution for the classic 1D heat transfer 
problem (diffusion) in the cohesive granular bar specimen [15]. An almost perfect accordance was obtained. 

The proposed DEM-based THM model employs a direct numerical simulation method, in contrast to existing models. To estimate 
the mass flow rates of the fluid across the mesh cell faces, the fluid flow model between particles was simplified to be based on the fluid 
flow network concept due to great computing efficiency. It is expected that the fluid flow in the channels will be laminar along smooth 
walls. In recent papers [18] and [19], we provided a comparison of the outcomes of the DEM-based THM model and the fully resolved 
CFD model. It was demonstrated that the turbulent kinetic energy and turbulent dissipation energy in a real hydraulic fracturing 
process are relatively low and may be disregarded in the simplified fluid flow model. 

3.4. Coupling scheme 

The discretization algorithm is based on the Alfa Shapes theory [82]. The volume changes (Eq.25) are transferred to CFD. When the 
topological features of the grid geometry change, the grid is automatically re-meshed [19]. Even though the mesh is coarse, the re- 
mesh procedure takes a relatively long computational time. Therefore, an algorithm that tracks configuration changes of discrete 
elements is developed and implemented in the model. This algorithm tracks displacements, overlaps, and size changes of discrete 
elements in each iteration (time increment). The re-meshing procedure runs when the configuration changes are large enough. The 
criterion for triggering the re-mesh procedure is based on the results of a parametric study. As a result, the repeated re-meshing 
procedure is run on average every several hundred or even several thousand iterations and slightly increases the total computation 
time. The calculation outputs (e.g., pressures, fluid fractions) are accurately converted from the old mesh to the new mesh, providing 
that the mass is a topological invariant [19]. Equation (29) is used to determine the new fluid phase fractions by using mass quantities 
rather than mass flow rates. In VPs, Eq.16 is utilized to calculate the new pressure after transformation. The two-way coupling scheme 
of DEM with CFD and heat transfer is presented in Fig. 5 and was explained in detail in [15]. 

4. Input data for 2D THM simulations 

4.1. Calibration procedure 

DEM and CFD were separately calibrated, based on mechanical 2D tests (DEM) and permeability 2D tests (CFD) [16]. A simple one- 
phase rock model composed of spheres of different diameters was chosen. The DEM model was calibrated to approximately describe 
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laboratory quasi-static test results for shale rock specimens during uniaxial compression and tension splitting [83]. A permeability test 
with a non-deformable fully saturated rock specimen was performed for CFD calibration. The specimens did not include any both pre- 
existing cracks or bedding layers. The spheres’ diameter d was assumed arbitrarily; it was between 0.7 mm and 1.3 mm with a mean 
diameter of d50 = 1 mm. A quadratic specimen 100 × 100 mm2 was assumed for uniaxial compression, and a circular specimen with a 
diameter of D = 100 mm was used for tension splitting (with about 10 000 spheres). In CFD simulation, a quadratic specimen of 10 ×
10 mm2 was chosen (with about 1500 spheres). The initial micro-porosity was assumed as p = 5% (corresponding to shale rocks [84]). 
The material constants in Table 1 (Section 3.2) were used in the analyses. The mechanical properties of specimens were not affected by 
the temperature. 

4.1.1. Pure DEM simulations 
The calculated maximum vertical compressive normal stress was σ = 47 MPa for the vertical normal strain ε = 1%, and the 

maximum tensile splitting stress was σ = 8 MPa for the displacement of u = 0.5 mm; the values are in agreement with the experimental 
outcomes given in [82]. The numerical post-peak response of the rock specimen was too brittle in both cases due to some simplifi-
cations met (simple one-phase material, narrow particle diameter size range, 2D analyses, and a relatively small number of spheres 
[62]). The failure mode was characterized during uniaxial compression by the occurrence of a few almost vertical and skew macro- 
cracks, and during tension splitting by one vertical macro-crack [16] as in experiments [82]. 

4.1.2. Pure CFD calibration 
The zero-flux conditions were imposed along the vertical walls and the pressures were prescribed along the horizontal walls of the 

specimen. The macroscopic permeability coefficient κ of the rock specimen was calculated with Darcy’s law 

κ =
Q
A

μq
L

ΔP
(55)  

where Q - the volumetric flow rate at the equilibrium, A - the specimen cross-section, L - the specimen height and ΔP - the pressure 
difference between the bottom and top wall. The cross-section A of specimen in the Eq.55 was defined as the product of the thickness 

Table 1 
Basic material constants assumed for rock matrix, fluid and gas in THM calculations of hydraulic fracturing for two-phase fluid flow.  

Material constants for rock Symbol Value Unit 

modulus of elasticity of contact EC 3.36 [GPa] 
Poisson’s ratio of contact υc 0.35 [-] 
cohesion at contact C 170 [MPa] 
tensile strength of contact T 34 [MPa] 
inter-particle friction angle μc 18 [o] 
mass density ρ 2600 [kg/m3] 
initial porosity p 5 [%] 
specific heat cp 960.0 [J/(kg K)] 
heat transfer coefficient λ 3.5 [W/(m K)] 
thermal expansion coefficient αexp 8.3⋅10-6 [1/K] 
Material constants for fluid 
dynamic viscosity μq 4.06⋅10-4 or 2.44 10-4 [Pa s] 
reference pressure P0 0.1 [MPa] 
density at reference pressure ρ0 977.36 [kg/m3] 
initial fluid volume fraction αq 1.0 or 0.8 or 0.6 or 0.4 [-] 
specific heat cp 4187.0 [J/(kg K)] 
heat transfer coefficient λ 0.6 [W/(m K)] 
molecular weight wq 18.01528 [kg/kmol] 
critical temperature Tc 647.096 [K] 
critical pressure Pc 22,064 [kPa] 
accentric factor ωq 0.344 [-] 
Material constants for gas 
dynamic viscosity μp 2.0507⋅10-5 [Pa s] 
initial gas volume fraction αp 0 or 0.2 or 0.4 or 0.6 [-] 
universal gas constant R 8.3144598⋅10-4 [J/(kmol K)] 
specific heat cp 1006.0 [J/(kg K)] 
heat transfer coefficient λ 0.0262 [W/(m K)] 
molecular weight wp 28.9647 [kg/kmol] 
critical temperature Tc 132.63 [K] 
critical pressure Pc 3786 [kPa] 
accentric factor ωp 0.035 [-] 
Fluid flow network parameters 
channel width hinf 2.5 • 10− 8 [m] 
channel width h0 3.25 • 10− 7 [m] 
aperture coefficient (Eq.8) β 0.22 [-] 
reduction factor (Eq.9) γ 0.008 [-]  
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(largest diameter of spheres) and specimen width. A realistic one-dimensional fluid flow was obtained at the macroscopic level. The 
calculated permeability coefficient κ yielded the value of 1.09 × 10-21 m2 for hinf, h0, γ, and β (Eqs.8 and 9) from Table 1 (Section 3.2), 
being in agreement with experimental values (e.g. [84]). The larger values of hinf, h0, γ, and β cause the permeability coefficient κ 
higher [20]. An arbitrary permeability coefficient may be, thus, assumed in numerical calculations. 

4.2. Input data in THM simulations 

The basic material constants for the fracturing fluid (liquid/gas) and rock matrix in the coupled DEM/THM calculations are given in 
Table 1. For simplicity, the specific heat and heat transfer coefficients of the supercritical fluid (originally gas phase) were adopted as 
the same as for the original gas phase. 

A small-scale quadratic rock segment of 30 × 30 mm2 (with 1500 spheres) was subjected to biaxial compression (Fig. 6). The pre- 
existing macro-pores were neglected. The micro-pores corresponded to the free space between spheres (the initial specimen’s porosity 
was 5%). The diameter of spheres lay in the range of 0.7–1.3 mm (Section 3.1). Initial vertical (symbol ‘P1′ in Fig. 6) and horizontal 
(symbol ‘P2′ in Fig. 6) normal stresses of 20 MPa were assumed to reproduce tectonic stresses at a depth. The rigid impermeable 
segment edges were assumed to be smooth (frictionless). All boundaries were free to move except the fixed bottom. One injection slot 
with a width of 0.5 mm was located at the bottom of the segment. The initial fluid pressure in the rock specimen was 15 MPa. The 
constant fluid pressure of 90 MPa was assumed at the injection point. This condition at the injection point is similar to a real hydraulic 
fracturing process in rocks which is controlled by changes in the flow rate to keep up the constant pressure. The DEM time step of 1 ×
10-8 s was always assumed in the simulations [16]. The CFD time step was, however, about 2–10 times smaller [15–17]. The com-
putations time of one simulation was about 10 days on a computer with two Intel Xeon Platinum processors 8280 (2.70 GHz). The 
computational cost of the simulation was relatively high because the existing DEM-based THM model was parallelized on threads only 
but not in a distributed mode (on cluster computer nodes) [15]. 

5. 2D THM simulation results 

5.1. Effect of temperature difference 

The influence of the temperature difference between the rock matrix and injected fluid on the process of initiation and propagation 
of a single hydraulic fracture above the injection point under non-isothermal conditions was investigated. The temperature of the 
injected fluid was constant and amounted to Tf = 277.15 K (4C) in all simulations carried out under non-isothermal conditions. Three 
different initial temperatures of the rock matrix were assumed: Trm = 338.15 K (65C), Trm = 368.15 K (95C), and Trm = 408.15 K 
(135 ◦C). Thus, the temperature difference between the injection point and the rock matrix was ΔT = 61 K, ΔT = 91 K, and ΔT = 131 K 
(131C). For the expected fluid pressure in the rock matrix and hydraulic fracture, the assumed fluid temperatures are out of phase 
change ranges. The initial content of the gas phase was taken as 40%. Since the temperature of the solid and fluid is in the range from 
277.15 K (4 ◦C) to 408.15 K (135 ◦C), we assumed a constant heat transfer coefficient and specific heat of the solid and fluid. This 
simplification is reasonable. 

Fig. 7 shows the pressure distribution in the specimen after the hydraulic fracture reaches the upper specimen’s boundary for 
different initial temperatures of the rock matrix. The duration of the fracture propagation for each simulation was similar and ranged 

Fig.6. Geometry and boundary conditions of rock specimen subjected to hydraulic fracturing with one injection slot at bottom (P1 - horizontal 
pressure, P2 - vertical pressure, red arrow - injection point of fracturing fluid) [16,17]. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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from t = 18.2 ms to t = 20.3 ms. The pressure distribution in the fracture was very similar for all rock matrix temperatures (Fig. 8). 
However, the fluid pressure at the top of the fracture dropped from 5.03 MPa to 4.09 MPa as the temperature of the rock matrix 
increased from 338.15 K (65 ◦C) to 408.15 K (135 ◦C). The fracture shape differed in each simulation (Fig. 7), caused by the different 
fluid density resulting from the various fluid temperature. However, the relative length of the hydraulic fracture lrel (defined as the 
ratio of the length of the fracture to the height of the specimen) was the same and equal to lrel = 1.1. 

The fluid phase density was in the range 979.7 kg/m3 and 1036.3 kg/m3 for Trm = 338.15 K, 952.0 kg/m3 and 1036.3 kg/m3 Trm 
= 368.15 K, and 910.3 kg/m3 and 1036.3 kg/m3 for Trm = 408.15 K. The gas phase density was in the range 152.4 kg/m3 and 694.1 
kg/m3 for Trm = 338.15 K and 138.3 kg/m3 and 694.1 kg/m3 for Trm = 368.15 K, and 23.6 kg/m3 and 694.1 kg/m3 for Trm = 408.15 
K. The highest density of both phases was the same for each simulation, while the lowest density of both phases decreased with 
increasing rock matrix temperature. 

The temperature distribution in the specimen for different initial temperatures of the rock matrix Trm is shown in Fig. 8. The fluid 
temperature difference between the bottom and the top of the specimen’s fracture strongly increased with the initial temperature of 
the rock matrix Trm. The maximum fluid temperature difference was ΔTf = 50.13 K for Trm = 338.15 K, ΔTf = 76.28 K for Trm =
368.15 K, and ΔTf = 110.47 K for Trm = 408.15 K. 

After the hydraulic fracture reached the specimen top, the temperature difference between the rock matrix and the fluid in the 
fracture near the injection point was still very high (Fig. 8). The fluid temperature changed from ΔTf = 56.8 K (case ‘a’) to ΔTf = 106.1 
K (case ‘c’). At the same time, the temperature difference between the injected fluid and the rock matrix was only slightly higher and 

Fig.7. Pressure distribution in rock specimen for different initial temperatures of rock matrix: a) Trm = 338.15 K (after 18.2 ms), b) Trm = 368.15 K 
(after 20.3 ms) and c) Trm = 408.15 K (after t = 19.1 ms). 
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amounted to ΔT = 61 K (case ‘a’), ΔT = 91 K (case ‘b’), and ΔT = 131 K (case ‘c’). It can be observed that the fluid heated up very 
quickly near the injection point, while the temperature of the fluid away increased only slightly from the injection point. 

During the hydraulic fracturing process, the heat was transferred from the warm rock matrix to the cold fluid (Fig. 9). After the 
hydraulic fracture reached the specimen top, the maximum temperature drop of the rock matrix surrounding the fracture was ΔTrm =
17.7 K (case ‘a’), ΔTrm = 20.2 K (case ‘b’) and ΔTrm = 25.8 K (case ‘c’). It should be noted that the simulations mimicked the hydraulic 
fracturing process in a very small specimen and were stopped when the hydraulic fracture reached the specimen top (t ≅ 20 ms). In a 
real hydraulic fracturing process, the process takes much longer. As a consequence, the temperature’s drop of the rock matrix would be 
much greater, resulting in high-temperature stresses in the rock matrix which might contribute to additional cracks due to thermal 
strains (leading to an increase in the rock permeability). This process will be numerically studied in-depth shortly. 

After initiating a hydraulic fracture, advection strongly dominated the energy transport in the fluid (Fig. 10). The maximum 
advection in the fluid, expressed as the amount of energy [J] per unit of time [s], was almost 10 times higher than the maximum 
diffusion and was equal to 1100 W. The maximum advection occurred at the first bend of the fracture just after passing its first straight 
section, i.e. after approaching the first obstacle for the flowing fluid. 

5.2. Effect of fluid dynamic viscosity 

The dynamic viscosity of liquids decreases and of gases increases with increasing temperature. The influence of the dynamic 
viscosity of the injected fluid on the initiation and propagation of a single hydraulic fracture under non-isothermal conditions was 
again investigated for the initial gas content of 40%. The temperature of the injected fluid was constant and was equal to Tf = 277.15 K 
(4 ◦C) with the initial temperature of the rock matrix Trm = 408.16 K (135 ◦C). Two different dynamic viscosities of the injected liquid 
were compared: 4.06 × 10-4 Pa⋅s (case ‘a’, Table 1) and 2.44 × 10-4 Pa⋅s (case ‘b’). 

The temperature distribution in the specimen after the hydraulic fracture reached the upper boundary for different dynamic 

Fig.8. Temperature distribution in rock specimen for different initial temperatures of rock matrix: a) Trm = 338.15 K (after t = 18.2 ms), b) Trm =
368.15 K (after t = 20.9 ms) and c) Trm = 408.15 K (after t = 19.1 ms). 
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Fig.9. Temperature distribution in specimen close to injection point and along the probe line for different initial temperatures of rock matrix: a) 
Trm = 338.15 K (after t = 18.2 ms), b) Trm = 368.15 K (after t = 20.9 ms) and c) Trm = 408.15 K (after t = 19.1 ms). 
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viscosities of the fluid phase is illustrated in Fig. 11. The duration of the fracture propagation process was very different in both cases. 
For the high dynamic viscosity of the fluid (case ‘a’), the hydraulic fracturing process lasted nearly twice longer (t = 19.1 ms) than for 
the low dynamic viscosity (t = 11.1 ms, case ‘b’). The hydraulic fracture was more curved for the high dynamic viscosity of the fluid. 
Thus, when the dynamic viscosity was lower, the propagation process was shorter and the fluid exchanged less heat with the sur-
rounding solid. The relative length of the hydraulic fracture lref = 1.09 was greater by 5% for fluid with high dynamic viscosity 
(Fig. 11a) than for fluid with low dynamic viscosity lref = 1.05 (Fig. 11b). 

The maximum temperature difference above the injection point between the fluid and the rock matrix was ΔT = 25.8 K (case ‘a’) 
and was higher by 10 K than in case ‘b’ (ΔT = 15.5 K) (Fig. 12). However, the drop in the fluid temperature at the injection point was 
lower by 10 K for the high fluid dynamic viscosity (Tf = 106.1 K) as compared to the low fluid dynamic viscosity (Tf = 116.6 K). This 
difference may be explained by the higher fluid velocity and related advection in flowing fluid for the lower dynamic viscosity. Taking 
into account the results of the simulations, it can be concluded that the dynamic viscosity of the injected fluid has a significant impact 
on the course of the hydraulic fracturing process in non-isothermal conditions as it was reported in laboratory experiments [12]. 

Fig.10. Energy transported by diffusion (a) and advection (b) in terms of energy amount [J] per time unit [s]) in rock matrix specimen for its initial 
temperature of Trm = 408.15 K after t = 2.5 ms of initial stage of hydraulic fracture propagation. 
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5.3. Effect of gas phase content 

The influence of the initial content of the gas phase on the process of initiation and propagation of the hydraulic fracture was 
already investigated by the authors, however in isothermal conditions [17]. The initial content of the gas phase had a great influence 
on the fracture propagation speed and its shape. However, in real conditions, the heat transfer in the fluid and the rock matrix is a 
factor that can strongly affect the hydraulic fracture propagation process. Due to the significantly different thermal properties of fluid 
phases, it is expected that the effect of heat transfer on the hydraulic fracture propagation process is strongly dependent on the initial 
content of the gas phase in the rock matrix. Therefore, the influence of the initial content of the gas phase on the process of initiation 
and propagation of the hydraulic fracture under non-isothermal conditions was investigated for several different initial contents of the 
gas phase in the rock matrix: 0%, 20%, 40%, and 60%. The obtained results were compared with the simulation results of the hydraulic 
fracturing process in isothermal conditions and for the initial content of the gas phase of 0%, typical conditions found in most existing 
coupled DEM-CFD models. The initial temperature of the rock matrix was Trm = 343.15 K, and the temperature of the injected fluid 
was again Tf = 277.15 K in all simulations carried out in non-isothermal conditions. 

Fig. 13 shows the pressure distribution in the rock specimen after the hydraulic fracture reached the specimen’s upper boundary for 
different initial contents of the gas phase in the rock matrix. 

The greater the initial content of the gas phase in the rock matrix, the significantly slower the hydraulic fracture propagation 
velocity. The difference in fracture propagation time between the initial 0% (t = 1.3 ms) and 60% (t = 24.8 ms) gas phase content was 
huge (about 20 times). Fractures also differed in shape. When the initial gas content was 0%, the hydraulic fracture was almost straight 
and vertical (Fig. 13a). When the initial gas content was greater than zero (Fig. 13b-13d), the shape of the hydraulic fracture was more 
curved, leading to an increase in its overall length. 

The result of heat transfer in the fluid and the rock matrix is shown in Fig. 14. The greater the initial content of the gas phase in the 
rock matrix, the greater the drop in fluid temperature in the hydraulic fracture (Fig. 14). This is because the duration of the process was 
longer When the initial content of the gas phase was high (Fig. 14d), the duration of the hydraulic fracturing process took a very long 
time. In the absence of a gas phase in the rock matrix (Fig. 14a), the drop in fluid temperature was limited to the area close to the 
injection point. This was because the water is an almost incompressible fluid and a very small amount of injected water was needed to 
build up pressure and initiate damage. As a consequence, a very small amount of cold water penetrated the rock matrix and then the 
fracture. The heat was transferred mainly by diffusion and not by advection. In contrast to the absence of the gas phase, a large water 
amount was required to compress the gas phase and to increase the pressure for the high gas phase content (Fig. 15d). In this case, 
advection dominated and carried large energy, and diffusion was of marginal importance. This affected the cooling rate of the matrix 
grains surrounding the fracture (Fig. 15) and the temperature of the fluid in the hydraulic fracture. If the initial content of the gas phase 
was high enough (Fig. 15), the grains of the rock matrix were significantly cooled near the injection slot and along the fracture. The 
maximum temperature drop of the rock matrix grains was 8.1 K with the initial content of the gas phase of 60%. It should be noted 
again, that the hydraulic fracturing process was performed until the fracture reached the specimen’s upper boundary. In reality, the 
process long continues and the temperature of the grains continues to drop. In contrast to the existing coupled DEM-CFD models, the 
temperature in the grains was not uniform and the grains deformed according to the spatial temperature changes. 

During the hydraulic fracturing process, the heat was transferred in the fluid by diffusion and advection, while in solids by con-
duction (Fig. 16). In the absence of the gas phase in the rock matrix (Fig. 16a), advection in the fracture was intense in the area very 

Fig.11. Temperature distribution in the specimen for different dynamic viscosities of injected fluid: a) μq = 4.06 × 10-4 Pa⋅s (after t = 19.1 ms) and 
μq = 2.44 × 10-4 Pa⋅s (after t = 11.1 ms). 
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close to the injection slot (2100 W) and in the area close to the upper boundary of the specimen (-510 W). Outside these areas, the fluid 
advection was small and changed slightly around 0 W. Small diffusion (-62 W) was observed only in the area close to the injection point 
(Fig. 16b). Outside this area, the fluid diffusion was close to 0.0 W. This resulted in a small fluid temperature drop only in the fracture 
very close to the injection point (Fig. 16a). In contrast to the absence of the gas phase in the rock matrix, for the initial content of the gas 
phase of 60%, the heat transfer in the fluid and rock matrix was more intense (Fig. 16). The advection in the fluid in the fracture varied 

Fig.12. Temperature distribution in specimen close to injection point and along probe line for different fluid dynamic viscosities: a) high viscosity 
μq = 4.06 × 10-4 Pa⋅s (after t = 19.1 ms) and b) low viscosity μq = 2.44 × 10-4 Pa⋅s (after t = 11.1 ms). 
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from about 260 W to about − 1200 W along the fracture, reducing and increasing the fluid temperature, respectively (Fig. 16c). 
Diffusion in the fluid was relatively small and did not exceed 40 W along the entire fracture (Fig. 16d). However, the diffusion in the 
grains surrounding the fracture was much greater and reached 120 W, lowering their temperature. This means that the heat exchange 
between the fluid and solid was intense for the high initial gas phase content, and the grains surrounding the fracture were then 
strongly cooled. 

6. Summary and conclusions 

The fully coupled DEM/CFD-based thermo-hydro-mechanical approach was used in this work to simulate small-scale hydraulic 
fracturing in cohesive granular specimens with low porosity imitating rock under non-isothermal conditions. The approach accurately 
discretized the geometry of pores in the rock mass and considered the two-phase laminar flow of the fracturing fluid in the flow 
network built of channels and heat transfer in fluid and solid. The approach showed its capability to capture the development of 
hydraulic fractures in rocks and fracturing fluid (liquid/gas) pressures and temperatures. The effects of the temperature difference 
between the rock matrix and the injected fluid, the dynamic viscosity of the injected fluid, and the gas content in the rock matrix were 
numerically studied, which proved to be pronounced, showing growth with increasing hydraulic fracturing time. The following 
conclusions may be offered from our 2D mesoscopic simulations for small rock segments with one injection slot: 

Fig.13. Pressure distribution in rock specimen for different initial contents of gas phase in rock matrix: a) 0% (after t = 1.3 ms), b) 20% (after t =
9.5 ms), c) 40% (after t = 17.7 ms) and d) 60% (after t = 24.8 ms). 
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• The impact of the temperature difference between the rock matrix and the injected fluid on the hydraulic fracture shape was visible. 
The fluid temperature difference between the bottom and the top of the fracture strongly increased with the initial temperature of 
the rock matrix. The lowest density of both phases decreased with increasing rock matrix temperature. Advection strongly 
dominated the energy transport in the fluid; it was significantly higher than the diffusion energy.  

• For the low dynamic viscosities of the injected fluid, the hydraulic fracturing process lasted shorter and the hydraulic fracture shape 
was, thus, more vertical. The maximum temperature difference between the fluid and the rock matrix was higher for the high 
dynamic viscosity above the injection point and lower at the injection point.  

• The greater the initial content of the gas phase in the rock matrix, the more curved the hydraulic fracture, the significantly slower 
the hydraulic fracture propagation velocity, and the greater the fluid temperature reduction in the hydraulic fracture. The heat 
exchange between the fluid and solid was more intense for the high initial gas content, and the grains surrounding the fracture were 
then strongly cooled.  

• The development of thermal cracks may contribute to a noticeable increase in crack branching, leading to rock permeability 
growth. 

Fig.14. Temperature distribution in rock specimen for different initial contents of gas phase in rock matrix: a) 0% (after t = 1.3 ms), b) 20% (after t 
= 9.5 ms), c) 40% (after t = 17.7 ms) and d) 60% (after t = 24.8 ms). 
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Fig.15. Temperature distribution in rock specimen close to injection point for different initial contents of gas phase in rock matrix: a) 0% (after t =
1.3 ms) and b) 60% (after t = 24.8 ms). 
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