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#### Abstract

The article presents a continuation of the research on the 3D multi-dipole model applied to the reproduction of magnetic signatures of ferromagnetic objects. The model structure has been modified to improve its flexibility - model parameters determined by optimization can now be located in the cuboid contour representing the object's hull. To stiffen the model, the training dataset was expanded to data collected from all four cardinal directions. The robustness of the modified multi-dipole model was verified with various noise levels applied to the synthetic data. A comprehensive numerical verification of the proposed methodology was performed using only data not involved in determining the modified multi-dipole model parameters: the data from intercardinal directions and from different depth were used for crossvalidation. An analysis of the influence of initial conditions on the optimization process was carried out. In addition to the gradient optimization method, an evolutionary strategy was also used. Regularization was carried out to search for effective model parameterization. New verification methods were also applied based on the balance of magnetic moments and on the average width of the fit error interval. The results of the performed experiments have shown high robustness of the modified multi-dipole model, even in the face of high noise in the input data. The most significant advantage of the model is its predictive ability, enabling determination of magnetic signatures in any directions and depths with high accuracy.
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## I. INTRODUCTION

Ferromagnetic hulls of ships disrupt locally natural Earth's magnetic field and create a local magnetic anomaly. This anomaly is defined as the ship's own magnetic field, identified by its complex magnetic signature [1], [2]. That magnetic signature has two main magnetization components: induced and permanent [1]. The first component is related to the reaction of ferromagnetic material placed in the Earth's magnetic field and is dependent on the current geographical position and orientation (course) of the ship [3]. The second type of magnetization depends on ship size, its "magnetic history" (production and storage of ship's sheet metal, and ship's
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building technology), ferromagnetic properties of sheets, or even mechanical strikes and temperature stresses during exploitation [3]. While the first component can be easily calculated, the second component has to be estimated based on measurements - its deterministic calculation is not possible without knowing the magnetic history of the object [1]-[4]. The magnetic signature technology has a practical significance for naval transport, as it allows object detection and classification, as well as performing a safety analysis by predicting ships' own magnetization and analysing its own magnetic risk of being detected by naval mines [3], [4].

The main goal of the research reported in this paper was to develop a methodology (multi-dipole model structure and its parameter identification procedure) that allows predicting and determining magnetic signatures of the ferromagnetic
object in any directions and depths in the underwater environment with high accuracy, even in the presence of significant noise in the data. For the purposes of this article, it was assumed that perfect knowledge of ship's position in relation to the measuring devices is available. The influence of the error coming from virtual magnetometers is investigated. Comprehensive analyzes of this type can only be performed by simulation with the synthetic data.

## A. PREVIOUS WORKS

The results of previous research by the authors on the multidipole model and its first extensions were presented in two papers [5], [6]. The 3D ellipsoidal shell geometry, used as the case study in those papers, is widely accepted as a close and appropriate representation of a vessel hull [8]-[10]. The model simulation results obtained from virtual measurements done by multi-axis magnetometers working in the virtual measuring range equivalent to the real measurement ranges are used in this paper as raw synthetic data with measurement noise [4], [5], [11]-[14], [20].

In the first paper [6], only the vertical magnetic flux density (MFD) component $B_{Z}$ on $N$ (North, $0^{\circ}$ ) and $E$ (East, $270^{\circ}$ ) directions was considered. In that case, the positions of individual dipoles, of permanent and induced nature, were assumed along three main lines: port $(P)$, keel $(K)$, and starboard $(S)$, located at the deck height symmetrically to the ship hull. The magnetic moments and positions of all dipoles were calculated by solving the appropriately defined optimization task [14]-[17] with the Levenberg-Marquardt optimization algorithm [6] and the use of synthetic input data gathered along $P, K$ and $S$ lines. While, in the second paper [5] it was assumed that ship's magnetic data were available on four cardinal headings, i.e. directions $N$ (North, $0^{\circ}$ ), $W$ (West, $90^{\circ}$ ), $S$ (South, $180^{\circ}$ ) and $E$ (East, $270^{\circ}$ ). Notice that those directions are defined differently than the well-known geographic cardinal directions - the counterclockwise notation is used [5]. The data related to courses $N$ and $E$ were used for determining multi-dipole model parameters, while the data from the other two courses, $S$ and $W$, were used to verify the resulting multi-dipole model. Particular point dipoles, of both permanent and induced nature, were located not only along three main lines $P, K$ and $S$ [6], but also inside a rectangle on the horizontal plane $X Y$ being the approximation enclosing the cross-section of the assumed ellipsoidal shape of the object [5]. The synthetic data gathered along $P, K$ and $S$ lines, and the gradient-based optimization method with constraints (Trust-Region-Reflective optimization algorithm [21]) were used for determining magnetic moments and positions of all considered dipoles in limited ranges.

In [7], the authors synthesized a model that enabled reproducing the magnetic signature on the basis of real data. The main problem was the measurement error in determining the ship position in relation to the magnetometers. The input data included the information about the values of the magnetic field components $\mathrm{Bx}, \mathrm{By}, \mathrm{Bz}$ and their position in relation to the centre of the modelled object. In this article, it is assumed
that precise information about object's position is available. Thus, the only sources of errors are those from magnetometers. Different levels of disturbances can be analysed using the simulation approach.

## B. NEW CONTRIBUTIONS IN CURRENT PAPER

Compared to the previous papers by the authors [5], [6], in this paper a number of extensions to the multi-dipole model determination methodology have been applied. Firstly, it was assumed that particular induced and permanent point dipoles can be located at arbitrary points inside the 3D cuboid contour representing the object's hull, and not only on the 2D rectangular surface defining its deck [5], [6]. Secondly, the multi-dipole model parameters were determined from the ship's magnetic data gathered along the $P, K$ and $S$ lines at depth -20 m for all four cardinal directions $N, W, S$ and $E$. For the purpose of the extended multi-dipole model robustness analysis, the synthetic data were supplemented with higher noise levels ( 10 nT and 100 nT ) than in the past research ( 1 nT ) [5], Additionally, the resulting multi-dipole model was verified based on all intercardinal directions $N E$ (NorthEast, $315^{\circ}$ ), $S E$ (SouthEast, 225${ }^{\circ}$ ), $S W$ (SouthWest, $135^{\circ}$ ), $N W$ (NorthWest, $45^{\circ}$ ), and at a different depth ( -30 m ). The new verification methods based on the balance of magnetic moments and based on the average width of the fit error interval were also applied.

As the model used in the article is highly non-linear, the optimization procedures are exposed to the risk of being stuck at a local minimum. The problem whether the optimization procedure has got stuck and did not find a satisfactory result has been analyzed with the use of multiple simulations. A discussion on when the obtained result can be treated as correct and useful is also presented. Simulations were carried out to check how different sets of initial conditions affect the course and results of the optimization process. Extensive studies were performed using the regularization procedures L1 and L2 to check the model parameterization and performance.

## C. PAPER STRUCTURE

The paper is organized as follows. Sections II and III present brief descriptions of, respectively, the 3D multi-dipole model structure and the 3D longitudinal ellipsoidal shell virtual object as a synthetic data source. Section IV gives the overall idea of the 3D multi-dipole model structure creation, fitting, and verification. Section V reports synthetic benchmarking aspects and results. In Section VI, regularizations L1 and L2 are performed to assess the model parameterization. Section VII gives the aggregated verification of the 3D multi-dipole model. Finally, Section VII concludes the paper. Three Appendices, A, B and C include, respectively, tables with indicators characterising all scenarios analysed in the paper, regularization results for S 7 scenario and figures with reconstructed magnetic signatures and fields for selected scenarios.


FIGURE 1. Possible dipole locations in the space of cuboid approximation of the vessel hull volume (permanent dipoles - red dots, induced dipoles - blue dots; cuboid contour approximation of the volume as constraint of dipole locations - dotted line).

## II. BRIEF DESCRIPTION OF 3D MULTI-DIPOLE MODEL

In the past publications [5], [6], the authors proposed to use the multi-dipole model for magnetic signature reproduction/prediction. This model consists of $k$ dipoles, which describe the magnetic signature of the object as the sum composing the total vector. It is assumed that an appropriate number of $n$ induced dipoles (I) and $m$ permanent dipoles ( P ), where $k=n+m$, represent the complex magnetic signature of the analysed object.

In this paper the authors apply a new approach, which gives the ability to place dipoles in the entire 3D space representing cuboid approximation of the vessel hull-Fig. 1.

The multi-dipole model provides more flexibility in reconstructing the entire magnetic field disturbance map around the ferromagnetic source object located at the origin of the Cartesian coordinate system. The vector of magnetic flux density generated at an arbitrary point $(x, y, z)$ by the $i$-th dipole located at point $\left(x_{i}, y_{i}, z_{i}\right)$, can be described as follows [18], [19]:

$$
\begin{align*}
& \mathbf{B}_{i}\left(\mathbf{M}_{i}, \mathbf{R}_{i}\right)=\frac{\mu_{0}}{4 \pi} \cdot\left(\mathbf{R}_{i}^{T} \mathbf{M}_{i} \mathbf{R}_{i} \cdot \frac{3}{R_{i}^{5}}-\frac{\mathbf{M}_{i}}{R_{i}^{2}}\right),  \tag{1}\\
& \mathbf{B}_{i}=\left[\begin{array}{c}
B_{x, i} \\
B_{y, i} \\
B_{z, i}
\end{array}\right], \mathbf{M}_{i}=\left[\begin{array}{c}
m_{x, i} \\
m_{y, i} \\
m_{z, i}
\end{array}\right], \mathbf{R}_{i}=\left[\begin{array}{c}
\left(x-x_{i}\right) \\
\left(y-y_{i}\right) \\
\left(z-z_{i}\right)
\end{array}\right],  \tag{2}\\
& R_{i}=\left|\mathbf{R}_{i}\right|=\sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}+\left(z-z_{i}\right)^{2}}, \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
i=1, \ldots, n, n+1, \ldots, n+m \tag{4}
\end{equation*}
$$

and $\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$ is the space permeability, $\mathbf{B}_{i}$ is the vector of magnetic flux density of $i$-th magnetic dipole in each orthogonal direction $(x, y, z), \mathbf{M}_{i}$ is the vector of $i$-th magnetic dipole moments in each orthogonal direction $(x, y, z)$, and $R_{i}=\left|\mathbf{R}_{i}\right|$ denotes the distance vector of the analyzed point $(x, y, z)$ from the $i$-th dipole with coordinates $\left(x_{i}, y_{i}, z_{i}\right)$.

Notice that the independent variables in the presented multi-dipole model (eq. (1-4)), are magnetic moments $m_{x, i}$, $m_{y, i}, m_{z, i}$ and locations $x_{i}, y_{i}$ and $z_{i}$. of the dipoles. The magnetic moments of the dipoles can have permanent $m_{x P, i}$, $m_{y P, i}, m_{z P, i}(\mathrm{P})$ or induced nature $m_{I 1, i}, m_{I 2, i}, m_{I 3, i}(\mathrm{I})$.


FIGURE 2. Virtual ferromagnetic object - longitudinal ellipsoidal shell.

Comparing the above multi-dipole model (1)-(4) to that proposed by the authors in the previous paper [5], the release of positions of all dipoles in the z -axis direction can be observed as the most distinctive difference. The transformation of position and magnetic moment of each considered dipole (induced and permanent) to follow ship course changes is needed. A detailed description of this transformation may be found in [5].

## III. THE VIRTUAL 3D LONGITUDINAL ELLIPSOIDAL SHELL OBJECT AS SYTHETIC DATA SOURCE

Technically, there are two possible ways to acquire the magnetic signature of any ferromagnetic object of arbitrary type: from measurements on a real object, or from numerical modelling and simulations of the magnetic field surrounding the object. For the simulation studies described in the paper, the access to the data from a virtual, simulated measuring range with three three-axis magnetometers [13] in each direction (working in star configuration) was assumed.

The 3D ellipsoidal shell geometry (Fig. 2) used as the case study in this and previous papers [5], [6], is widely accepted as a close and appropriate representation of a naval vessel hull [8]-[10]. All basic geometric and magnetic parameters of the 3D longitudinal ellipsoidal shell geometry are given in Table 1.

Hence, it is possible to get a complex magnetic signature of the object in the form of a complete map of the magnetic field at each point around it, and in the form of partial magnetic signature related to the sensor location. It is additionally assumed that the size of the measurement area is from -100 m to 100 m , and the measurement resolution is 1 m . The data are acquired along $P, K$ and $S$ lines related to object geometry.

## IV. OVERALL IDEA OF 3D MULTI-DIPOLE MODEL STRUCTURE CREATION, FITTING, AND VERIFICATION

The purpose of creating a 3D multi-dipole model is the ability to reproduce the magnetic signature of the modelled ferromagnetic object at any direction and depth. It is assumed that there is limited knowledge about magnetic flux density components obtained from measurements during one or more passes of the modelled object through the measuring range. An equivalent of this approach is the research with synthetic

TABLE 1. Geometric and magnetic parameters of the Ellipsoid.

| Symbol | Quantity | Value |
| :---: | :---: | :---: |
| $L$ | ellipsoid length | 48 m |
| $D=2 a$ | ellipsoid diameter | 8 m |
| $e$ | ratio of length L to diameter D | 6 |
| $\varphi$ | object course/heading | $0^{\circ}, 45^{\circ}, 90^{\circ}, 135^{\circ} 180^{\circ}$ |
|  |  | $225^{\circ}, 270^{\circ}, 315^{\circ}$ |
| $\theta$ | inclination angle to XY-plane | $90^{\circ}$ |
| $m_{x P}$ | permanent $x$ component of ellipsoid's magnetic moment | $80424 \mathrm{~A} \cdot \mathrm{~m}^{2}$ |
| $m_{y P}$ | permanent y component of ellipsoid's magnetic moment | -4 $398 \mathrm{~A} \cdot \mathrm{~m}^{2}$ |
| $m_{z P}$ | permanent z component of ellipsoid's magnetic moment | -31 $415 \mathrm{~A} \cdot \mathrm{~m}^{2}$ |
| $\begin{aligned} & m_{x l}, \\ & \varphi=0^{\circ} \end{aligned}$ | induced $x$ component of ellipsoid's magnetic moment for $\varphi=0^{\circ}$ | $410443 \mathrm{~A} \cdot \mathrm{~m}^{2}$ |
| $\begin{aligned} & m_{z L}, \\ & \varphi=0^{\circ} \end{aligned}$ | induced z component of ellipsoid's magnetic moment for $\varphi=0^{\circ}$ | -123 $115 \mathrm{~A} \cdot \mathrm{~m}^{2}$ |
| $\begin{aligned} & m_{y I}, \\ & \varphi=90^{\circ} \end{aligned}$ | induced y component of ellipsoid's magnetic moment for $\varphi=90^{\circ}$ | $44810 \mathrm{~A} \cdot \mathrm{~m}^{2}$ |

data, and cutting out the paths from the fields generated in simulators based on the FEM method [1], [2]. To bring the synthetic data closer to real data features, and to check model's resistance to imperfections, noise is added to the data.
The model has a specific structure and parameters. The structure of the model is shaped by the designer who determines the number of dipoles and their possible locations. The number of dipoles depends on e.g. the distance from the object, and its shape and magnetic properties. As can be seen from the present and previous articles [5], [6], the distribution of dipoles is an important research problem.

Until now, the principle has been in force that the greater the freedom in dipole distribution and the flexibility of the model, the better the model. The values of model parameters are determined by optimization with constraints resulting from the dimensions of the modelled object. In the first verification phase, it is checked how well the model parameters have been selected based on the data on which the learning took place. However, the real test is the cross- validation phase, in which it is checked how well the model determines magnetic flux density values on the directions and depths that were not used in the model training phase. The general workflow of model construction is presented in Fig. 3.

## A. DATA FOR MODEL FITTING

Model parameters are selected by optimization so that the model output corresponds to the reference data with the lowest possible error. This phase of model synthesis is called training, or fitting. A very important factor is how much data is used for the matching phase and what is their diversity or otherwise defining the representativeness of signature description. On the one hand, there is a natural expectation that the more input data, the better. On the other hand, however, it is known from the theory of estimation and learning of artificial neural networks that there is a phenomenon of


FIGURE 3. The general idea of model creation and verification.
overfitting. Another disadvantage of using too much data is that that data should be physically obtained, e.g. by conducting a measurement campaign based on readings from real magnetometers. From this point of view, the fewer data required to develop a model, the better. The ideal situation would be to determine how much data and what origin is sufficient to build a model of a certain quality. This important task is probably too difficult to put into a mathematical formula, but on the basis of the performed analyzes it is possible to develop the heuristics similarly describing favorable conditions. Generating data in a synthetic way means that we have unlimited data resources, both in terms of quantity and diversity. However, the real advantage of the presented approach is the ability to develop a model based on limited information. The developed approach aims at the possibility of determining the signature on the basis of limited information, i.e. obtained only from the measurement. It has been assumed that the source data is generated in the form of $\mathrm{B}_{x}, \mathrm{~B}_{y}$ and $\mathrm{B}_{z}$ components of the magnetic flux density. The obtained data fields are cut through, thus creating data paths on four cardinal directions $\mathrm{N}\left(0^{\circ}\right), \mathrm{W}\left(90^{\circ}\right), \mathrm{S}\left(180^{\circ}\right)$ and $\mathrm{E}\left(270^{\circ}\right)$. The data from the paths can also be obtained directly from measurement. It was also assumed that three data paths along P, K, and S lines on each course would be used to fit the 3D multi-dipole model.

## B. NOISING DATA

Typical noise of fluxgate magnetometers is $6 \mathrm{pTrms} / \mathrm{Hz}^{0.5}[13]$. Due to possible industrial magnetic disturbances and the occurrence of variations in the Earth's magnetic field, a reference magnetometer is used in the measurements [5]. In this way the typical noise of magnetic field measurements is of the order of nT .

In the previous article [5], a very good fit of the reference data to the model data was achieved when the data was noisefree. Adding the noise at the level typical for measuring devices meant that the data generated from the model was already burdened with a significant error. This points to either insufficient data used to fit the model, or an incorrect model structure. In any case, the robustness of the model can be


FIGURE 4. Synthetic data of $B_{X}$ of MFD with noise levels of $1,10,100 \mathrm{nT}$


FIGURE 5. Intersections of $B_{X}$ of MFD to obtain data along $P, K, S$ paths.
questioned in the sense of the lack of its resistance/strength when used for data with imperfections and/or uncertainties. Based on the experience from the previous article [5], some recommendations were formulated with respect to increasing the amount of data in the model learning phase and diversifying their origin in terms of geographical directions.

Another, even more spectacular change introduced to the present model is enabling the poles to be located inside a 3D cuboid covering the ellipsoid, and not only on the surface of a 2 D rectangle describing the virtual ship deck. In addition to the introduced modifications, it was decided that the effect of higher noise was also worth analysing. Theoretically, such noise is not actually present due to the properties of the magnetometers, but the noise virtually superimposed on the synthetic data may allow the model robustness to be assessed in the face of above-standard input data disturbances. Therefore, different noise profiles with Gaussian distribution and levels of $1 \mathrm{nT}, 10 \mathrm{nT}$, and 100 nT were prepared. Fig. 4 shows the input data for the calculation procedure with superimposed noise. It can be seen that at extreme values of magnetic flux density, the signal-to-noise ratio is still high, and the noise values are quite small. But firstly, a large part of the data


FIGURE 6. Synthetic $P, K, S$ data of MFD component $B_{X}$ with noise levels of $1 \mathbf{n T}, 10 \mathrm{nT}$, and 100 nT .


FIGURE 7. The zoomed fragment of Fig. 6 ranging from $\mathbf{2 0} \mathbf{m}$ to $\mathbf{4 0} \mathbf{m}$ along x -axis.
has values significantly lower than the extreme values, and secondly, the example from the previous article has shown that relatively little noise may cause a lot of perturbation. The data with 1 nT noise can be considered close to reality (i.e. closer than the completely noise-free data), while the data with 10 nT and 100 nT noise were only used to assess the robustness of the model. In the model learning phase, partial information about magnetic flux density was used to obtain an analogy of measurements from three magnetometers. Three paths: P , K and S , were cut according to the idea presented
in Fig. 5. Fig. 6 shows an approximate fragment of the data range to illustrate differences in individual noise variants.

Fig. 7 shows the zoomed fragment of Fig. 6, covering the range from 20 m to 40 m along the x -axis.

## C. CONSTRAINED OPTIMIZATION-BASED MODEL FITTING

The important part of the whole model synthesis procedure is computing the data-fitting model parameters using optimization routines. The optimization procedure selects parameter values and applies them to the assumed model structure. Next, the obtained model output values are compared with the reference input data. In general, the optimization procedure tries to find such parameters of the model that make the model output fit to the reference data.

## D. MODEL VALIDATION

The most important advantage and functionality of the multidipole model is that after determining its parameters, the new magnetic signature can be calculated for an arbitrary course and depth greater than that for which the parameters were determined.

Different verification procedures are available to confirm that the multi-dipole model is constructed correctly and may operate in various conditions, not only in those well fitted with the reference data. Using another set of data, called the verification data, the model can be tested for different directions and different depths. The final verification test consists in comparing the magnetic planes generated by the model with the reference planes cut into paths (see Appendix C).

## V. SYNTHETIC BENCHMARKING

The research reported in this article is closely related to the effects and results obtained previously [5]. In order to ensure the continuity of research and the possibility to compare the results achieved previously and now, the same conditions for calculations and verification were assumed. In particular, the presently used input data came from the ellipsoid model with the same dimensions and magnetic properties. The data paths referred to the same $\mathrm{P}, \mathrm{K}$ and S lines. The same optimization procedure [5], [18] and constraints were used, the data were compared according to the same fitting (FIT) and cross validation (CV) criteria, and the results are presented in tables with the same data layout (see Appendix A). Wherever possible, the same computation conditions were provided, while the studies in which more data was used to train the model or for verification to ensure comparability were performed with averaged values.

## A. NUMERICAL SIMULATION SCENARIOS WITH CONTINUATION

As in the previous article [5], several modifications were made to earlier solutions. In order to present and analyse the impact of individual modifications, they were divided into a number of simulation scenarios, collected in Table 2.

TABLE 2. Numerical simulation scenarios.

| Scenario | $\begin{gathered} \mathrm{Z}- \\ \text { coord } \end{gathered}$ | Fitting directions [ ${ }^{\circ}$ ] | $\begin{aligned} & \hline \hline \text { Noise } \\ & {[\mathrm{nT}]} \end{aligned}$ | Cross validation depth [m]: angles [ ${ }^{\circ}$ ] |
| :---: | :---: | :---: | :---: | :---: |
| S5 | free | 0,270 | 0 | $\begin{gathered} -20: 90,180 \\ -30: 0,90,180,270 \end{gathered}$ |
| S5N1 | free | 0,270 | 1 | $\begin{gathered} -20: 90,180 \\ -30: 0,90,180,270 \end{gathered}$ |
| S6 | 0 | 0, 90, 180, 270 | 0 | $\begin{gathered} -20: 45,135,225,315 \\ -30: 0,90,180,270 \end{gathered}$ |
| S6N1 | 0 | 0, 90, 180, 270 | 1 | $\begin{gathered} -20: 45,135,225,315 \\ -30: 0,90,180,270 \end{gathered}$ |
| S7 | free | 0, 90, 180, 270 | 0 | $\begin{gathered} -20: 45,135,225,315 \\ -30: 0,90,180,270 \end{gathered}$ |
| S7N1 | free | 0, 90, 180, 270 | 1 | $\begin{gathered} -20: 45,135,225,315 \\ -30: 0,90,180,270 \end{gathered}$ |
| S7N10 | free | 0, 90, 180, 270 | 10 | $\begin{gathered} -20: 45,135,225,315 \\ -30: 0,90,180,270 \end{gathered}$ |
| S7N100 | free | 0, 90, 180, 270 | 100 | $\begin{gathered} -20: 45,135,225,315 \\ -30: 0,90,180,270 \\ \hline \end{gathered}$ |

The new scenarios with important changes analysed in this paper were given new numbers, being the continuation of those used for previously analysed scenarios [5], [6]. The versions of the same scenario with superimposed noise were additionally marked with the letter N and a number denoting the noise level. For instance, S6 means the scenario with an important change and without noise, while S7N10 means the scenario with another important change in the approach to model building, and with data noise at the level of 10 nT . In the previous article [5], the scenario S 3 with the noise level of 1 nT was labelled S 4 to achieve numbering uniformity. In this article, it is called S3N1.

The base scenario is S 3 [5], to which all modifications have been made. The scenario S 3 contains released positions of dipoles along the Y coordinate and the data from the 3D magnetometer, but only from two directions $\mathrm{N}\left(0^{\circ}\right)$ and $\mathrm{E}\left(270^{\circ}\right)$. The modification applied in scenario S 5 is related to the release of dipole positions along the Z coordinate, while that applied in scenario S 6 concerns the use of data from four cardinal directions. Scenario S7 combines together the modifications of scenarios S 5 and S6. Scenarios S5N1, S6N1 and S7N1 are equivalents of scenarios S5, S6, and S7, respectively, with added noise of 1 nT . The remaining scenarios refer to scenario S 7 with different noise levels: 10 nT in scenario S7N10 and 100 nT in S7N100.

In all scenarios, the validation was performed at the depths of -20 m and -30 m . In the scenarios where the model was trained on data from cardinal directions, the data for verification at the depth of -20 m was taken from intercardinal directions NW $\left(45^{\circ}\right)$, SW $\left(135^{\circ}\right)$, $\mathrm{SE}\left(225^{\circ}\right)$, and NE ( $315^{\circ}$ ). The verification data at the depth of -30 m was used to assess how the model with parameters set at -20 m predicts the value of magnetic flux density at a different depth. However, the data at -30 m was not used for comparisons between the scenarios because the flux density at -30 m and -20 m has different values and entering them into comparisons with data set at -20 m would falsify the results.

## B. OPTIMIZATION PROBLEM FORMULATION

Due to the expansion of the research range (adding new directions and new possible dimension of dipole placement), it was necessary to structure the objective function. The task of the optimization procedure is still to minimize the distance between the reference and model data on $P, K$ and $S$ lines in all considered directions. The optimization problem for a chosen model structure with $m$ permanent dipoles and $n$ induced dipoles is defined as follows:

$$
\begin{align*}
\min _{\Omega \in\left\{\Omega_{1}, \ldots, \Omega_{n+m}\right\}} J_{G}= & \sum_{l} \sum_{k} \sum_{d} \sum_{j=-100}^{100} \\
& \times\left(B_{l, d}^{\text {ref }}(j, k)-B_{l, d}^{\text {model }}(j, k, \Omega)\right)^{2} \tag{5}
\end{align*}
$$

$$
\begin{equation*}
\text { subject to: } \underset{i \in(1, m+n)}{\forall} \Omega_{i}^{\min } \leq \Omega_{i} \leq \Omega_{i}^{\max } \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
\underset{i \in(1, m+n)}{\forall} \quad \Omega_{i} & \in\left\{m_{x, i}, m_{y, i}, m_{z, i}, x_{i}, y_{i}, z_{i}\right\}  \tag{7}\\
& l \in\{x, y, z\}  \tag{8}\\
& k \in\{P, K, S\}  \tag{9}\\
& d \in\left\{0^{\circ}, 90^{\circ}, 180^{\circ}, 270^{\circ}\right\} \tag{10}
\end{align*}
$$

and $\Omega_{i}^{\min }, \Omega_{i}^{\max }$ are the vectors of minimal and maximal constraint values for the decision variables related to the $i$-th considered dipole.

The objective function $J_{G}$ (5) defines the difference in matching the reference and model data in all considered directions, for paths $P, K$ and $S$ (9), over the length of 200 m , with the resolution of one meter for magnetic field components $B_{x}, B_{y}, B_{z}$ (8). Depending on the simulation scenario, the objective function takes a different form. Inside the criterion function, there is the sum of squares of model and source data differences for individual magnetic field components.

The number of decision variables depends on whether the location of dipoles is only imposed on the plane, or it is possible to place dipoles at arbitrary locations in the 3D space. In the former case [5], five parameters $\left(m_{x}, m_{y}, m_{z}, x, y\right)$ were necessary to describe one dipole, while in the currently proposed case, six parameters ( $m_{x}, m_{y}, m_{z}, x, y, z$ ) are needed ((5) and (7)).

To solve the above optimization task (5)-(10), simultaneously ensuring continuity and possibility to compare results, a nonlinear least-squares (nonlinear data-fitting) algorithm with TRR (Trust-Region-Reflective) optimization [21] was used. This algorithm has the ability to take into account constraints (6), which allows to control the position of dipoles and to impose range restrictions on magnetic moments. The mentioned constraints were used in a uniform manner to all $n$ induced dipoles and $m$ permanent dipoles $(n+m$ dipoles in total) - see Table 3.

The structure of the model is determined, among others, by the number of dipoles. For all the scenarios from Table 2, the model structure included 10 permanent and 10 induced

TABLE 3. Constraints for each i-th dipole in multi-dipole model.
$\left.\begin{array}{ccccccc}\hline \hline & {\left[\begin{array}{lllll}m_{x}, & m_{y}, & m_{z}, & x, & y, \\ \mathrm{~A} \cdot \mathrm{~m}^{2} & \mathrm{~A} \cdot \mathrm{~m}^{2} & \mathrm{~A} \cdot \mathrm{~m}^{2} & \mathrm{~m} & \mathrm{~m}\end{array}\right.} & \mathrm{m}\end{array}\right]$
dipoles. This article does not analyse the minimal, nor the optimal number of dipoles sufficient to describe and reconstruct the magnetic signature. Some model parameterization evaluation aspects are presented in Chapter VI where regularization was performed. Still, it is certainly an interesting aspect of the application of the multi-dipole model.

The optimization with conservative box constraints (Table 3) for all dipole locations and magnetic moments was used to solve the dipole location problem. Limiting the space of occurrence of dipoles to the cuboid contour of ellipsoid seems natural, and the limitation of magnetic moments has been treated liberally, i.e. in the range of $+/-10^{6} \mathrm{~A} \cdot \mathrm{~m}^{2}$, based on the observation of many typical naval ferromagnetic objects modelled with the use of the multi-dipole model. The unconstrained version of optimization for this problem leads to longer computation time and much larger errors, at the same stop conditions for the optimization procedure.

## C. RMSE AND MAE INDICATORS

The results of individual simulation scenarios can be compared qualitatively in the form of graph observations, and quantitatively in the form of RMSE (Root Mean Square Error) and MAE (Mean Absolute Error) fit indicators on paths, as well as by comparing the maximum modelling errors. The root mean square error is given as

$$
\begin{equation*}
R M S E=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(r e f_{i}-\text { model }_{i}\right)^{2}}, \tag{11}
\end{equation*}
$$

and the mean absolute error is given as

$$
\begin{equation*}
M A E=\frac{1}{N} \sum_{i=1}^{N}\left|r e f_{i}-\operatorname{model}_{i}\right| \tag{12}
\end{equation*}
$$

where model $_{i}$ is the vector of $N$ signature values at i-th $^{\text {a }}$ position coordinate counted by the model, and refi is the vector of $N$ reference signature values at the same position.

## D. evaluating the final value of the cost FUNCTION

The main threat in the optimization process is getting stuck in a local minimum and not reaching the global minimum. Hence it is worth discussing when the result can be considered correct and useful. The objective function (5) includes a set of residuals representing the differences between the reference data and the data from the model with optimized parameters. The data comes from 201 points on one track (every one meter in the range $-100 \mathrm{~m} \div+100 \mathrm{~m}$ ), there are 3 tracks per direction (P, K, S), 4 directions $\left(0^{\circ}, 90^{\circ}, 180^{\circ}, 270^{\circ}\right)$, and 3 magnetic


FIGURE 8. Optimization progress for TRR algorithm: scenario S7 and random initial conditions for one dipole.
field components (Bx, By, Bz). This gives a total of 201 * 3 * $4 * 3=7236$ residues, which are squared before entering the optimization procedure. Based on this data, the optimization procedure selects the values of 120 model parameters. The question is whether the obtained optimization result is correct and useful as the global minimum or represents only a local minimum. After the optimization process is completed, the result in the form of the resnorm index should be referred to the residual number and subjected to the square root operation. For example, let us assume that after completing the optimization process, the resnorm indicator is $20000 \mathrm{nT}^{2}$ for 7236 points, i.e. an average of about $2,76 \mathrm{nT}^{2}$ for each point. After calculating the square root, an average of 1.66 nT remains for each point. It is also worth knowing the distribution of this error by plotting together the reference and model waveforms. Note that the module values of the reference waveforms reach even as much as several thousand nT. Also note that an additional error may occur due to a 1 nT noise superimposed on the data.

The authors do not put a clear numerical limit that determines the usefulness of the results. The results of resnorm amounting to several tens of thousands with fairly even distribution of errors are considered an absolutely acceptable rating.

## E. THE IMPACT OF INITIAL CONDITIONS ON THE OPTIMIZATION PROCESS

The optimization problem stated in this paper is highly nonlinear. It is mainly due to the applied model, which can lead to different results after adopting different initial conditions [22]. To ensure completely the same starting conditions, research was conducted from an arbitrarily selected initial point common to all 10 induced dipoles and another point common to 10 permanent dipoles. To check whether the course of the optimization process considered in the paper depends on the choice of initial conditions, four variants were tested:

- S7_IC1D Scenario S7 with random selection of initial conditions for 1 dipole,


FIGURE 9. Optimization progress for TRR algorithm: scenario S7 and random initial conditions for all dipoles.


FIGURE 10. Optimization progress for TRR algorithm: scenario S7N1 (noise 1 nT ) and random initial conditions for one dipole.


FIGURE 11. Optimization progress for TRR algorithm: scenario S7N1 (noise 1 nT ) and random initial conditions for all dipoles.

- S7_ICAD Scenario S7 with random selection of initial conditions for all dipoles,
- S7N1_IC1D Scenario S7N1 with random selection of initial conditions for 1 dipole,
- S7N1_ICAD Scenario S7N1 with random selection of initial conditions for all dipoles.
The initial conditions were determined randomly taking into account the constraints from Table 3. For variants S7_ICAD and S7N1_ICAD, the initial conditions were drawn for only one dipole and duplicated to the other dipoles. This operation was performed separately for one induced and one permanent
dipole. In variants S7_ICAD and S7N1_ICAD, the values of all dipoles were determined independently of each other. The calculations were repeated a dozen times for each variant.

The results in the form of the course of changes of a given optimization process and the final values of the criterion function are presented in Fig. 8-11. Although the optimization processes for variants with random initial conditions for one dipole have radically different waveforms, all of them were successful. The final values of the criterion function are comparable within the S7 and S7N1 scenarios, which indicates that the optimization effect is not very sensitive to the character of initial conditions. However, the optimization process was more predictable and orderly for variants with all dipoles having random initial conditions.

The variants with random initial conditions for one dipole required more iterations than those with all randomly selected dipoles to reach the final value. As expected, the final values of the criterion function were significantly lower for noisefree scenarios.

When analyzing the situation in which the same simulation scheme gives different final values, the results should be analyzed in the form of an assessment of the entire population of solutions. It is possible to adopt in this case certain measures such as averages, distributions, the best element, etc.

## F. CMA-ES AS ALTERNATIVE, GRADIENT FREE OPTIMIZATION METHOD

All the above presented optimization calculations used the lsqnonlin function from the Matlab package. This optimization function is based on the gradient trust-regionreflective algorithm. Good results of parameter estimation were obtained, as confirmed by very low values of resnorm and cross-validation indicators. However, it may be interesting to know whether this good performance is the real feature of gradient algorithms and whether optimization algorithms based on other methods can be equally effective. The issues which are worth comparing include the accuracy of calculations, calculation time, and possible 'getting stuck' in a local minimum. The CMA-ES (Covariance Matrix Adaptation Evolution Strategy) evolution strategy was chosen as an alternative optimization method. The CMA-ES [23] is developed for numerical optimization of non-linear or non-convex optimization problems based on stochastic and derivative free approach. Evolution strategies are optimization techniques based on the idea of biological evolution. Instead of considering one solution, populations of potential solutions are analysed with mutation and selection as search operators. The multivariate normal distribution is used to propose new individuals. The covariance matrix represents dependencies between the variables. The Covariance Matrix Adaptation is realized with an approximation of the inverse Hessian matrix in the quasi-Newton method. According to [24], CMA-ES performed best among 31 considered algorithms of Genetic and Evolutionary Computation for difficult objective functions and larger budgets (time, number of function evaluations).


FIGURE 12. Optimization progress for CMA-ES algorithm: scenario S7.


FIGURE 13. Optimization progress for CMA-ES algorithm: scenario S7N1 (noise 1 nT ).

The CMA-ES algorithm is not included in Matlab, the external code is available in [25].

In order to obtain a comprehensive overview of CMA-ES properties for the considered computational problem, a dozen calculations were additionally performed for scenario S7 and a dozen for scenario S7N1. The population size was set to 30 . The results are presented in Figures 12 and 13.

The CMA-ES algorithm did not get stuck at a local minimum in any of the runs. The final values of the objective function (obtained as a result of algorithm's stagnation) reveal very good fit. As expected, noticeably better results were achieved for the no-noise scenario. The results of the CMAES optimization with regard to the achieved final values are comparable to those obtained with the gradient method. However, the calculation time of a single run (10E5 iterations) was about 4 days, while for comparison, the average calculation time using the gradient TRR method with 10E5 iterations was about 6 hours. The CMA-ES method is therefore useful to get acquainted with the solution values that can be achieved in the optimization process, but it is simply very time consuming for regular calculations with many variants.

## VI. REGULARIZATION

The model may have too many information variables (and related parameters), which may result in the so-called overfitting, i.e. a perfect match to the training data but with poor predictive capabilities for other data sets. On the other hand,
the model may have too few information variables, which in turn will prevent accurate prediction due to an excessively simplified form of the model in relation to the phenomenon that it describes. Regularization, also referred to as penalized regression, is used to control the trade-off between bias and variance in the model. The term associated with the parameter values is introduced into the objective function, which causes that not only the residua, but also the parameter values themselves are minimized (penalized). Depending on the type of regularization, the parameter values may asymptotically decrease to zero, but never reach it (L2 - Ridge regularization) or decrease exactly to zero (L1-Lasso regularization). This shrinkage of parameters may facilitate the selection of model variables. The criterion for regularization may be the AIC (Akaike information criterion) [26] or BIC (Bayesian information criterion) [27], but the most common and obvious metric is the value of cross validation. When, as a result of the regularization procedure, the parameter values are very small, it may be considered that their contribution to the model is small and these parameters can be removed from the model for better parameterization. The multi-dipole model presented in the article makes use of two types of dipole parameters: related with dipole position in the xyz space and with the values of the magnetic moments Mx, My, Mz. The concept of minimizing the impact of certain quantities on the model in the form of decreasing the parameter values, implemented as part of the regularization, will be performed only for magnetic moments. Reducing the values of the parameters related to the xyz dipole position will result in the concentration of all dipoles close to each other and near the origin. Such a concentration of dipoles may make it difficult to reproduce the field distribution, as a result of which the position of the dipoles will not be additionally penalized. Regularization of the second type of parameters, i.e. the magnetic moments, allows theoretically the optimizer to weaken the influence of the least significant dipoles and remove them from the model. The basis of the regularization is the definition of quality criteria that will be an extension of the criterion given by (5). The L1-Lasso [28] regularization problem for a chosen model structure with $m$ permanent dipoles and $n$ induced dipoles is defined as follows:

$$
\begin{align*}
& \min _{\Omega \in\left\{\Omega_{1}, \ldots, \Omega_{n+m}\right\}} J_{L 1 \_L A S S O} \\
& = \\
& \quad \sum_{l} \sum_{k} \sum_{d} \sum_{j=-100}^{100}\left(B_{l, d}^{r e f}(j, k)-B_{l, d}^{\text {model }}(j, k, \Omega)\right)^{2}  \tag{13}\\
& \quad+\lambda \sum_{l} \sum_{m} \sum_{n}\left|M_{l, m, n}\right|
\end{align*}
$$

The L2-Ridge [29], [30] regularization problem for a chosen model structure with $m$ permanent dipoles and $n$ induced dipoles is defined as follows:
$\min _{\Omega \in\left\{\Omega_{1}, \ldots, \Omega_{n+m}\right\}} J_{L 2 \_R I D G E}$


FIGURE 14. Cross validation index as function of lambda for regularizations L1 and L2: scenario S7N1.


FIGURE 15. Cross validation index as function of lambda for regularizations L1 and L2: scenario S7N1 zoomed to $(0,1)$ range to establish lambdas for L1CV, L1CV', and L2CV.

$$
\begin{align*}
= & \sum_{l} \sum_{k} \sum_{d} \sum_{j=-100}^{100}\left(B_{l, d}^{\text {ref }}(j, k)-B_{l, d}^{\text {model }}(j, k, \Omega)\right)^{2} \\
& +\lambda \sum_{l} \sum_{m} \sum_{n} M_{l, m, n}^{2} \tag{14}
\end{align*}
$$

The regularizations L1 and L2 were performed for the simulation scenarios S7 and S7N1. Figures 14-21 show the regularization results for the scenario S 7 N 1 , while the results for S7 are presented in Appendix B (Figures 25-32 and Tables 18-22).

An important issue related with the regularization is standardization. It is actually necessary when the model includes variables of various types with significantly different ranges of values. Typically, standardization is done using the standard deviation, followed by regularization on standardized variables. In the case discussed in the article, only the variables related to the magnetic moments remain as penalized parameters after eliminating the variables related to the dipole position. They all have the same allowable range and therefore there was no need to standardize them. In the model used in the article, based on the authors' experience, 10 permanent and 10 induced dipoles were used. Each dipole has Mx, My, Mz components, which gives additional 60 parameters in the objective function due to regularization.


FIGURE 16. Magnetic moment Mx and cross validation index as functions of lambda for regularization L1: scenario S7N1.


FIGURE 17. Magnetic moment My and cross validation index as functions of lambda for regularization L1: scenario S7N1.


FIGURE 18. Magnetic moment Mz and cross validation index as functions of lambda for regularization L1: scenario S7N1.

The key issue in the regularization process is selecting the value for the hyperparameter $\lambda$ which determines the weight of the term related to the parameters taken into account in the criterion function. As already mentioned, the cross-validation value was selected as a criterion to assess the usefulness of regularization. Figure 15 shows the result of the regularization processes L1 and L2 for the scenario 7N1. The value of the cross-validation index as a function of $\lambda$ is presented over the entire range and zoomed in $(0,1)$ range to enable presentation of the selection of most favourable values of $\lambda$. Figures 14 and 15 allow to determine the minimum value


FIGURE 19. Magnetic moment Mx and cross validation index as functions of lambda for regularization L2: scenario S7N1.


FIGURE 20. Magnetic moment My and cross validation index as functions of lambda for regularization L2: scenario S7N1.


FIGURE 21. Magnetic moment Mz and cross validation index as functions of lambda for regularization L2: scenario S7N1.
of the L1CV and L2CV index. The L1CV' indicator was selected as still having small value of CV but significantly higher value of $\lambda$ than L1CV. It means that the model parameters for L1CV' will be more shrunken but CV will remain at the same level. Figures 16-18 show the waveforms of the parameters Mx, My, Mz for L1-Lasso regularization. The CV curve is superimposed (with CVmin and Cvmin' marked) to show the relationship between parameter values, $\lambda$ and CV.

Figures 19-21 show the waveforms of parameters Mx, $\mathrm{My}, \mathrm{Mz}$ for L2-Ridge regularization. The CV curve is superimposed (with CVmin and Cvmin' marked) to show the

TABLE 4. S7N1 L1 Parameters for $\lambda=1 \mathrm{E}-8$ ( $\lambda$ start).

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | -6780.88 | -29193.79 | -5572.06 |
| P2 | 5871.39 | 10026.48 | 21498.24 |
| P3 | -39634.14 | -2416.72 | 20671.60 |
| P4 | -15865.69 | 29105.34 | -23024.28 |
| P5 | 32135.92 | -40927.73 | -2718.61 |
| P6 | 6698.60 | 17916.80 | 6889.23 |
| P7 | 11537.38 | 932.08 | -17214.67 |
| P8 | 30510.61 | -12299.71 | 11969.78 |
| P9 | 8353.21 | 37134.68 | 8606.42 |
| P10 | 50064.23 | -14637.76 | -14093.25 |
| I1 | 3183.05 | 24740.80 | -11032.71 |
| I2 | 6905.13 | 59306.42 | -26523.09 |
| I3 | 5273.34 | 39843.24 | -587.55 |
| I4 | 7504.37 | 71455.69 | -35662.43 |
| I5 | 2971.40 | 34460.85 | -34282.37 |
| I6 | -7817.35 | -57358.94 | 6439.36 |
| I7 | 11007.97 | 92750.18 | -36117.72 |
| I8 | 7553.11 | 49563.07 | -20265.40 |
| I9 | 11440.21 | 64613.21 | 9205.42 |
| I10 | -3544.33 | -14238.41 | -12234.72 |
| Sum of | 2746521 | 702921 | 324608 |
| modules |  |  |  |

TABLE 5. S7N1 L1 Parameters for L1CV ( $\lambda=3.3113 E-5$ ).

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 4925.00 | -65.69 | -130754.4 |
| P2 | 1616.64 | 13582.10 | 27577.30 |
| P3 | 300.73 | 19211.82 | 36107.41 |
| P4 | 8380.67 | 569.44 | 24507.18 |
| P5 | 0.03 | -21354.08 | -21335.79 |
| P6 | 3071.61 | 7002.87 | 17707.50 |
| P7 | 12338.60 | 4570.95 | -7833.93 |
| P8 | 31591.62 | -5691.95 | 17540.23 |
| P9 | -658.64 | -16862.28 | 26862.15 |
| P10 | 20421.98 | -5259.23 | 48519.67 |
| I1 | 117.49 | 54.75 | -16489.73 |
| I2 | 8154.98 | 66929.80 | -20666.30 |
| I3 | 4263.66 | 35306.95 | 60.47 |
| I4 | 2542.20 | 20960.48 | -8975.68 |
| I5 | 299.60 | 2983.25 | -6986.96 |
| I6 | 11863.51 | 94945.85 | -37674.61 |
| I7 | 7045.20 | 57076.36 | -20417.96 |
| I8 | 5540.96 | 46374.27 | -29298.03 |
| I9 | 5938.16 | 49347.30 | -3165.93 |
| I10 | -942.13 | -8317.71 | -49369.37 |
| Sum of | 130053 | 476467 | 551850 |
| modules |  |  |  |

relationship between parameter values, $\lambda$ and CV. Tables 4-6 present the parameter values for L1-Lasso regularization: for $\lambda=1 \mathrm{E}-8$ ( $\lambda$ start) and for CVmin and CVmin'.

The data in Tables 4-6 confirms proper operation of the L1 regularization. With the increase of $\lambda$ (while maintaining a similar value of the cross-validation coefficient), the values of the model parameters decrease, some of them to zero. In theory, the values close to zero can be removed from the model. However, in the present case, a multi-dipole model is used and whole dipoles are suitable for removal rather than their individual components.

TABLE 6. S7N1 L1 Parameters for L1CV' $\lambda=\mathbf{0} .0083176$.

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 20822.13 | -0.17 | -4757.94 |
| P2 | 8823.75 | -1500.46 | -0.20 |
| P3 | 8767.21 | -1650.36 | -40.97 |
| P4 | 766.60 | -909.46 | -2.32 |
| P5 | 1590.37 | -0.11 | -0.01 |
| P6 | 9633.10 | -0.13 | -0.00 |
| P7 | 117.89 | -0.46 | -310.78 |
| P8 | 22631.87 | -0.06 | -0.05 |
| P9 | 3613.62 | -6.12 | -0.52 |
| P10 | 5146.38 | -0.07 | -1458.62 |
| I1 | 5066.67 | 41425.35 | -16347.98 |
| I2 | 5558.69 | 44390.04 | -19048.43 |
| I3 | 2227.96 | 16508.03 | -8006.26 |
| I4 | 2878.92 | 23175.76 | -12125.22 |
| I5 | 7062.02 | 58296.91 | -24133.73 |
| I6 | 3934.84 | 31469.57 | -16033.18 |
| I7 | 3298.67 | 23695.58 | -13527.55 |
| I8 | 2294.10 | 8058.96 | -11510.35 |
| I9 | 8386.96 | 71012.84 | -26126.28 |
| I10 | 3864.25 | 47001.42 | -380.71 |
| Sum of | 126486 | 369101 | 153811 |
| modules |  |  |  |

TABLE 7. S7N1 L2 parameters for $\lambda=1 \mathrm{E}-8$ ( $\lambda$ start).

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 37.42 | 26935.24 | 4056.79 |
| P2 | 3634.49 | 1796.36 | 13197.30 |
| P3 | 24708.32 | -3109.33 | 18439.72 |
| P4 | 6497.82 | -10928.95 | 11899.66 |
| P5 | 17285.48 | -10416.73 | 7899.88 |
| P6 | 10521.60 | 13216.39 | 16617.16 |
| P7 | 20366.94 | 380.54 | -10550.15 |
| P8 | 3323.44 | 2388.69 | -5266.38 |
| P9 | -6583.49 | -24905.29 | -76414.18 |
| P10 | 2130.90 | 163.65 | 13394.78 |
| I1 | 2823.31 | 23516.19 | -11872.87 |
| I2 | 1718.11 | 29435.04 | -20812.72 |
| I3 | 7794.49 | 62112.05 | -26815.55 |
| I4 | 8181.32 | 48757.31 | -13771.23 |
| I5 | 3993.32 | 36033.63 | -19362.29 |
| I6 | -3349.61 | 476.55 | -24637.21 |
| I7 | 5728.08 | 27012.37 | 1835.49 |
| I8 | 9469.32 | 80000.12 | -27044.45 |
| I9 | -319.66 | -1671.01 | 15238.00 |
| I10 | 8703.65 | 60165.09 | -20158.97 |
| Sum of | 147170 | 463420 | 359284 |
| modules |  |  |  |

Tables 7-8 present the parameter values for L2-Ridge regularization: for $\lambda=1 \mathrm{E}-8$ ( $\lambda$ start) and for L2CVmin.

The data in Tables 7-8 confirm proper operation of the L2 regularization. With the increase of $\lambda$ (while maintaining a similar value of the cross-validation coefficient), the values of the model parameters decrease, at the same time aligning the parameters rather than resetting them.

The summary of the regularization results for scenarios S7N1 and S7:

- regularizations L1 and L2 significantly reduce the parameter values, which can be seen by comparing the parameter values for $\lambda$ start and $\lambda$ for CVmin and CVmin',

TABLE 8. S7N1 L2 Parameters for L2CV $\boldsymbol{\lambda}=\mathbf{9 . 1 2 0 1 E - 8}$.

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 9472.22 | -1003.12 | -8237.95 |
| P2 | 9183.94 | -186.99 | -7579.66 |
| P3 | 4480.37 | -256.15 | -4588.37 |
| P4 | 8080.17 | -981.42 | -9280.87 |
| P5 | 8593.72 | -666.36 | -9551.70 |
| P6 | 7913.27 | -626.01 | -10449.86 |
| P7 | 8914.27 | 407.52 | -8597.18 |
| P8 | 6040.40 | -426.68 | -5310.83 |
| P9 | 9163.44 | -381.49 | -9452.93 |
| P10 | 10656.77 | -379.91 | -7329.65 |
| I1 | 7390.15 | 45092.72 | -8940.93 |
| I2 | 5534.32 | 44922.55 | -10176.65 |
| I3 | 1895.25 | 46235.99 | -8266.63 |
| I4 | 8705.45 | 45239.38 | -7740.76 |
| I5 | 4836.67 | 44850.96 | -10465.30 |
| I6 | 3597.94 | 26476.66 | -7569.64 |
| I7 | 4589.46 | 45217.37 | -8059.41 |
| I8 | 5907.42 | 46366.90 | -7945.45 |
| I9 | -494.11 | -1601.79 | 2008.93 |
| I10 | 2813.13 | 22899.57 | -6425.86 |
| Sum of | 128262 | 374219 | 157978 |
| modules |  |  |  |

- L1-Lasso regularization ensures the minimum CV for much larger lambda values than L2-Ridge,
- L1 regularization forces the decrease of some parameters to zero,
- L2 regularization tends to evenly distribute values between parameters,
- assuming the criterion that a parameter can be removed from the model when all its moment components are less than 1000, on the basis of the L1 regularization presented in Table 6, dipoles P4 and P7 can be excluded from the model, and when slightly extending the criterium, also dipoles P5 and P9. It is noteworthy that such an operation was possible only for $\lambda$ in which the CV' was achieved,
- despite different versions of the L1 vs L2 regularization and different CV values achieved (which is understandable as the regularization objective function differed), very similar values of the sum of the moment modules were achieved,
- the results and conclusions are similar for the scenarios S7N1 and S7
- a flat CV characteristic without clear minimum indicates that the regularization did not significantly improve the quality of the model, it could only offer elimination of individual dipoles,
- parameterization of the model initially proposed by the authors turned out to be basically correct.

It should be noted that the data used in this article is synthetic and has been simulated. In the noise scenarios, it was white regular noise imposed on the reference data. Therefore, the conditions for conducting the experiments were favourable. Regularization is presented in this article as a useful tool to assist in determining model parameterization. However, the real need to use the regularization and the real profit from its use may be more clearly observed for objects for which real measurements are available.

## VII. VERIFICATION

The verification process consists of three stages: balance of the sum of magnetic moments, analysis of fitting on paths in the form of charts and RMSE or MAE indicators, and analysis of matching of magnetic fields on basic directions for which input data was available. The most important stage of verification consists in using the multi-dipole model to determine magnetic signatures of the object for directions and depths other than those for which the object parameters were determined. The comparison with data from real measurements or with synthetic data from simulation environments is a form of assessing the applicability of the method. This ultimately proves the effectiveness of the approach proposed in the article and the usability of the multi-dipole model.

## A. BALANCE OF THE SUM OF MAGNETIC MOMENTS

The balance of the sum of magnetic moments is the simple quantity test proposed by the authors to verify the correctness of calculations performed with the developed multi-dipole model. The test compares the resultant magnetic moments of all dipoles of the multi-dipole model (Table 9) with the magnetic moments of the 3D ellipsoidal model being the source of the synthetic magnetic data (Figure 2 and Table 1). Those resultant magnetic moments of the multi-dipole model are determined by solving the optimization task (5)-(10) for the simulation scenario S7 (Table 2) and for the number of induced dipoles $n=10$ and permanent dipoles $m=10(k=$ $n+m=20$ ).

The vector of permanent magnetic moment of the 3D ellipsoid model has three components with the following values: $m_{\mathrm{xP}}=80424 \mathrm{~A} \cdot \mathrm{~m}^{2}, m_{\mathrm{yP}}=-4398 \mathrm{~A} \cdot \mathrm{~m}^{2}, m_{\mathrm{zP}}=$ $-31415 \mathrm{~A} \cdot \mathrm{~m}^{2}$ (see Table 1 ). On the other hand, the sum of permanent magnetic moments of all dipoles determined for the multi-dipole model (Table 9) gives for each orthogonal direction $(x, y, z)$ the following values: $81854 \mathrm{~A} \cdot \mathrm{~m}^{2}$, $-4458 \mathrm{~A} \cdot \mathrm{~m}^{2}$, and $103877 \mathrm{~A} \cdot \mathrm{~m}^{2}$. Hence, the relative errors between the permanent moments of both models: $m_{\mathrm{xP}}$ along the $x$-axis and $m_{y P}$ along the $y$-axis, are at the levels of $1.8 \%$ and $1.3 \%$, respectively. Whereas, the induced magnetic moments of the 3D ellipsoid model are as follows (Table 1) along the $x$-axis: $m_{\mathrm{xI}, \varphi=90^{\circ}}=44810 \mathrm{~A} \cdot \mathrm{~m}^{2}$ for $\varphi=90^{\circ}$ and $m_{\mathrm{xI}, \varphi=0^{\circ}}=410443 \mathrm{~A} \cdot \mathrm{~m}^{2}$ for $\varphi=0^{\circ}$, while along the $z$-axis: $m_{\text {ZIe }}=-123115 \mathrm{~A} \cdot \mathrm{~m}^{2}$.

The equivalent induced magnetic moments of the 3D ellipsoid model regarding the transformation described in detail in [5], which are related to the course changes, are determined as follows: $m_{\mathrm{I} 1}=44810 \mathrm{~A} \cdot \mathrm{~m}^{2}, m_{\mathrm{I} 2}=365634 \mathrm{~A} \cdot \mathrm{~m}^{2}$, and $m_{\mathrm{I} 3}=-123115 \mathrm{~A} \cdot \mathrm{~m}^{2}$. While, for the multi-dipole model (Table 9) the sum of induced magnetic moments of all determined dipoles gives for all induced components [5] the following values: $44802 \mathrm{~A} \cdot \mathrm{~m}^{2}, 365620 \mathrm{~A} \cdot \mathrm{~m}^{2}$, and $-257745 \mathrm{~A} \cdot \mathrm{~m}^{2}$. Consequently, the relative errors between the induced components $m_{\mathrm{I} 1}$ and $m_{\mathrm{I} 2}$ of both models are at the levels of $0.02 \%$ and $0.004 \%$, respectively.

TABLE 9. Results of calculation for scenario 7.

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $x_{d}[\mathrm{~m}]$ | $y_{d}[\mathrm{~m}]$ | $z_{d}[\mathrm{~m}]$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| P1 | -20205.19 | -3128.08 | -713.51 | 10.40 | -4.00 | 4.00 |
| P2 | 2931.35 | 571.16 | 153371.31 | -20.82 | 0.71 | 0.00 |
| P3 | -34409.18 | -10935.08 | 6217.12 | 15.70 | -0.67 | 3.63 |
| P4 | 7513.52 | -11316.15 | 29641.24 | -5.33 | -0.97 | 2.76 |
| P5 | 56186.02 | -1132.00 | -11705.83 | 14.59 | 0.02 | 2.10 |
| P6 | 3053.89 | -238.45 | 8832.99 | 21.26 | 0.00 | -0.15 |
| P7 | 17935.79 | 11254.70 | -14047.01 | -8.46 | -1.58 | 2.01 |
| P8 | 25656.62 | 10290.12 | -39019.64 | 8.34 | -0.34 | -0.14 |
| P9 | 12443.37 | 9248.26 | -26780.54 | 4.23 | -2.01 | 2.80 |
| P10 | 10747.72 | -9072.66 | -1918.70 | -13.58 | -1.12 | 2.66 |
| I1 | 8924.76 | 72754.90 | -32726.65 | -3.65 | 0.00 | 0.02 |
| I2 | -12198.82 | -99538.71 | -155765.98 | -20.86 | 0.69 | -0.02 |
| I3 | 7073.52 | 57783.79 | -21547.40 | -9.93 | 0.00 | -0.04 |
| I4 | 4515.78 | 36822.64 | -15095.08 | -15.86 | 0.00 | 0.05 |
| I5 | -2515.06 | -19799.76 | 58040.97 | 18.76 | 0.00 | 1.00 |
| I6 | 13477.32 | 109982.93 | 1082.06 | -20.86 | 0.62 | -0.02 |
| I7 | 8839.13 | 72184.68 | -30125.05 | 2.72 | 0.00 | -0.01 |
| I8 | 7575.04 | 61737.18 | 16844.36 | 9.02 | 0.00 | 0.01 |
| I9 | 5309.43 | 43253.01 | -20907.13 | 15.13 | 0.00 | 0.08 |
| I10 | 3801.21 | 30439.14 | -57546.58 | 19.82 | 0.00 | 0.48 |

The sum of permanent and induced vertical component values (along the $z$-axis) of all dipoles determined for the multi-dipole model magnetic moment is equal to $103877 \mathrm{~A} \cdot \mathrm{~m}^{2}-257747 \mathrm{~A} \cdot \mathrm{~m}^{2}=-153870 \mathrm{~A} \cdot \mathrm{~m}^{2}$, while the corresponding sum for the 3D ellipsoid model is equal to $-31415 \mathrm{~A} \cdot \mathrm{~m}^{2}-123115 \mathrm{~A} \cdot \mathrm{~m}^{2}=-154532 \mathrm{~A} \cdot \mathrm{~m}^{2}$. Thereby, the relative error between the vertical components of the magnetic moment (the sum of induced and permanent moments) of both models is at the level of $0.4 \%$.

The abovementioned relative errors between basic magnetic components of both models are at the minimal level, which quantitatively confirms the correctness of the proposed multi-dipole model structure and the methodology introduced to determine its parameters. Additionally, the authors present qualitative confirmation of this fact in the form of graphical visualization (Figures 22 and 23) of magnetic moments and locations of the designed dipoles (Table 9) against the background of the 3D ellipsoidal shape (Table 1, Figure 2). The sizes of the dipoles have been referred to the greatest value of the magnetic moment component from the set of permanent and induced dipoles, and multiplied by 5 for the clarity of their graphical presentation:

$$
\begin{align*}
& m_{d I, l, i}=5 \cdot \frac{\left|m_{I, l, i}\right|}{\max \left(\left|m_{I, l, i}\right| \cup\left|m_{P, l, i}\right|\right)}  \tag{15}\\
& m_{d P, l, i}=5 \cdot \frac{\left|m_{P, l, i}\right|}{\max \left(\left|m_{I, l, i}\right| \cup\left|m_{P, l, i}\right|\right)} \tag{16}
\end{align*}
$$

where: $m_{d I, l, i}$ is the $i$-th dimensionless equivalent component ( $l=\{1,2,3\}$ ) of the induced (I) magnetic moments $(i=$ $1, \ldots, n)$ [5], $m_{d P, l, i}$ is the $i$-th dimensionless component $(l=\{x, y, z\})$ of the permanent $(\mathrm{P})$ magnetic moments $(i=$ $1, \ldots, m)$ [5].

It can be seen in Figure 22 and Figure 23 that all induced dipoles (marked in blue) are located along the main axis


FIGURE 22. Visualization of dipole locations and relative values of magnetic moments in XYZ perspective (red - permanent dipoles, blue induced dipoles).


FIGURE 23. Visualization of dipole locations and relative values of magnetic moments in XY plane (red - permanent dipoles, blue - induced dipoles).
( $x$ - axis) of the object, and the largest dipole is located at the end of the 3D ellipsoidal shape. Moreover, two of the determined permanent dipoles are located outside the 3D ellipsoidal shape but inside its outer cubic approximation.

## B. PRESENTATION OF RESULTS

The direct result of using the optimization procedure mentioned in the previous section are the multi-dipole model parameters, which may be presented in the form of an appropriate list - e.g. Table 9. They can be applied to similar considerations as those made in the previous section.

However, it is still difficult to interpret these results with regard to the ferromagnetic object magnetic signature reproduction task. Therefore, this chapter presents only the aggregated results of all numerical experiments performed - see Fig. 24. Nevertheless, for reader's convenience, the results of individual experiments are also included as Appendices, in the form of tables (Appendix A, Tables 10- 17 presenting numerical results for all analysed scenarios) and figures (Appendix C, Figs. 11-42 presenting graphical representation of results for selected scenarios), to show the quality of

TABLE 10. Scenario 5.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By min, max dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ | [nT] | [nT] | [nT] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 0.010 \\ & 0.007 \end{aligned}$ | $\begin{gathered} \hline-2877.2,1385.9 \\ -0.6, \quad 1.2 \end{gathered}$ | $\begin{gathered} -1793.0,1808.8 \\ -1.1, \quad 0.4 \end{gathered}$ | $\begin{gathered} -4253.2,2086.9 \\ -0.7, \quad 1.6 \end{gathered}$ |
| -20 | 90 | $\begin{aligned} & 8.047 \\ & 3.683 \end{aligned}$ | $\begin{gathered} -1334.2,1070.7 \\ -28.8,39.0 \end{gathered}$ | $\begin{gathered} -1083.0,898.1 \\ -30.4,29.7 \end{gathered}$ | $\begin{gathered} -2418.6,249.5 \\ -40.5,40.3 \end{gathered}$ |
| -20 | 180 | $\begin{aligned} & 8.047 \\ & 3.683 \end{aligned}$ | $\begin{gathered} -2060.8,1133.5 \\ -29.7,30.4 \end{gathered}$ | $\begin{gathered} -1497.2,1485.9 \\ -28.8,39.0 \end{gathered}$ | $\begin{gathered} -3373.6,1208.8 \\ -40.6,40.3 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 0.009 \\ & 0.006 \end{aligned}$ | $\begin{gathered} -1302.5,1084.4 \\ -1.0, \quad 0.4 \end{gathered}$ | $\begin{gathered} -892.1,1082.6 \\ -1.3, \quad 0.7 \end{gathered}$ | $\begin{gathered} -2407.9,229.6 \\ -1.0, \quad 1.6 \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2147.4,1275.9 \\ -10.1,13.1 \end{gathered}$ | $\begin{gathered} -1895.1,1308.5 \\ -14.5,10.8 \end{gathered}$ | $\begin{gathered} -3616.4,1448.4 \\ -20.2,20.1 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1614.6,1047.5 \\ -25.8,34.8 \end{gathered}$ | $\begin{gathered} -1099.9,1381.6 \\ -24.4,31.7 \end{gathered}$ | $\begin{gathered} -2818.3,669.9 \\ -48.9,48.6 \end{gathered}$ |
| -20 | 225 |  | $\begin{gathered} -1578.9,1053.9 \\ -13.2,10.1 \end{gathered}$ | $\begin{gathered} -1416.8,1087.6 \\ -10.8,14.4 \end{gathered}$ | $\begin{gathered} -2817.8,637.6 \\ -20.3,20.1 \end{gathered}$ |
| -20 | 315 |  | $\begin{gathered} -2112.1,1277.3 \\ -4.3,6.0 \end{gathered}$ | $\begin{gathered} -1302.0,1919.6 \\ -4.8, \quad 5.4 \end{gathered}$ | $\begin{gathered} -3608.7,1442.1 \\ -8.5, \quad 8.5 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1233.5,501.7 \\ -0.1, \quad 0.3 \end{gathered}$ | $\begin{gathered} -653.2,659.1 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} -1637.4,807.0 \\ -0.2, \quad 0.4 \end{gathered}$ |
| -30 | 90 |  | $\begin{gathered} -468.7,380.4 \\ -5.6, \quad 7.5 \end{gathered}$ | $\begin{gathered} -434.6,338.5 \\ -6.4, \quad 6.4 \end{gathered}$ | $\begin{aligned} -908.6, & 85.9 \\ -8.2, & 8.1 \end{aligned}$ |
| -30 | 180 |  | $\begin{gathered} -874.6,414.0 \\ -6.4, \quad 6.4 \end{gathered}$ | $\begin{gathered} -542.5,537.6 \\ -5.6, \quad 7.5 \end{gathered}$ | $\begin{gathered} -1292.8,464.3 \\ -8.2, \quad 8.1 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -457.2,384.5 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} -336.8,433.9 \\ -0.3,0.1 \end{gathered}$ | $\begin{array}{cc} -904.5, & 80.3 \\ -0.2, & 0.4 \end{array}$ |

TABLE 11. Scenario 5N1.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By min, max dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ ] | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 0.991 \\ & 0.787 \end{aligned}$ | $\begin{gathered} \hline-2877.5,1386.0 \\ -4.6, \quad 4.5 \end{gathered}$ | $\begin{gathered} -1791.5,1809.1 \\ -4.4, \quad 4.2 \end{gathered}$ | $\begin{gathered} -4253.4,2087.2 \\ -6.9, \quad 4.7 \end{gathered}$ |
| -20 | 90 | $\begin{array}{r} 17.749 \\ 8.653 \end{array}$ | $\begin{gathered} -1338.3,1078.0 \\ -77.0,76.5 \end{gathered}$ | $\begin{gathered} -1086.8,902.1 \\ -41.6,44.5 \end{gathered}$ | $\begin{gathered} -2431.7,265.3 \\ -77.5,77.4 \end{gathered}$ |
| -20 | 180 | $\begin{array}{r} 17.812 \\ 8.710 \end{array}$ | $\begin{gathered} -2048.1,1131.7 \\ -44.7,42.1 \end{gathered}$ | $\begin{gathered} -1495.3,1481.3 \\ -77.6,76.5 \end{gathered}$ | $\begin{gathered} -3356.6,1205.3 \\ -79.3,76.7 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 0.997 \\ & 0.795 \end{aligned}$ | $\begin{gathered} -1301.6,1084.9 \\ -4.3,4.5 \end{gathered}$ | $\begin{gathered} -892.1,1082.1 \\ -4.4,4.0 \end{gathered}$ | $\begin{gathered} -2407.7,229.7 \\ -5.5,4.7 \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2170.7,1273.2 \\ -26.5,29.9 \end{gathered}$ | $\begin{gathered} -1874.4,1311.3 \\ -24.1,27.7 \end{gathered}$ | $\begin{gathered} -3624.9,1452.6 \\ -37.6,38.9 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1578.6,1060.2 \\ -68.3,58.4 \end{gathered}$ | $\begin{gathered} -1089.2,1426.9 \\ -64.1,72.3 \end{gathered}$ | $\begin{gathered} -2821.2,635.1 \\ -94.9,92.9 \end{gathered}$ |
| -20 | 225 |  | $\begin{gathered} -1589.5,1045.6 \\ -30.0,26.7 \end{gathered}$ | $\begin{gathered} -1396.1,1088.0 \\ -29.2,24.1 \end{gathered}$ | $\begin{gathered} -2801.5,651.2 \\ -40.3,38.5 \end{gathered}$ |
| -20 | 315 |  | $\begin{gathered} -2121.6,1275.4 \\ -11.6,10.1 \end{gathered}$ | $\begin{gathered} -1300.8,1912.0 \\ -11.2,12.4 \end{gathered}$ | $\begin{gathered} -3601.6,1442.2 \\ -16.6,17.2 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1233.5,501.7 \\ -0.4,0.3 \end{gathered}$ | $\begin{gathered} -653.0,659.1 \\ -0.5, \quad 0.2 \end{gathered}$ | $\begin{gathered} -1637.4,806.9 \\ -0.7, \quad 0.5 \end{gathered}$ |
| -30 | 90 |  | $-469.2,381.3$ | $\begin{gathered} -435.4,338.4 \\ -12.1,12.5 \end{gathered}$ | $\begin{gathered} -910.2,89.8 \\ -15.9,15.6 \end{gathered}$ |
| -30 | 180 |  | $\begin{gathered} -873.0,413.6 \\ -12.6,12.3 \end{gathered}$ | $\begin{gathered} -542.1,537.2 \\ -15.1,15.2 \end{gathered}$ | $\begin{gathered} -1290.4,463.8 \\ -16.1,16.0 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -456.8,384.7 \\ -0.4,0.3 \end{gathered}$ | $\begin{gathered} -336.8,433.8 \\ -0.3, \end{gathered}$ | $\begin{array}{cc} -904.5, & 80.4 \\ -0.6, & 0.4 \end{array}$ |

reproduction of magnetic signatures by the proposed model for each analysed case described in detail in Table 2.
In scenario S 5 (Table 2), the calculations (fitting procedure) were conducted on directions $N\left(0^{\circ}\right), E\left(270^{\circ}\right)$, while the results are presented on directions $W\left(90^{\circ}\right), S\left(180^{\circ}\right)$. These results can be treated as an assessment of the possibility to reproduce magnetic signatures in directions for which no calculations were carried out (cross validation). The quality of optimization (fitting) was checked on paths, while the quality of model validation was checked on planes. To assess the quality of the model in all cardinal directions (scenarios S6, S6N1, S7, 7N1, 7N10, 7N100 described in Table 2), the planes were compared in directions where the optimization was not carried out, i.e. $N W\left(45^{\circ}\right), S W\left(135^{\circ}\right), S E\left(225^{\circ}\right), N E$ $\left(315^{\circ}\right)$ and at the depth -30 m . The difference between FIT and CV verification can be seen especially in noisy scenarios

TABLE 12. Scenario 6.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By $\min , \max$ dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ ] | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 0.032 \\ & 0.021 \end{aligned}$ | $\begin{gathered} -2877.3,1385.9 \\ -0.1, \quad 0.2 \end{gathered}$ | $\begin{gathered} -1792.7,1808.5 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} \hline-4253.2,2086.9 \\ -0.2, \quad 0.2 \end{gathered}$ |
| -20 | 90 | $\begin{aligned} & 0.007 \\ & 0.006 \end{aligned}$ | $\begin{gathered} -1339.1,1073.1 \\ -0.1,0.1 \end{gathered}$ | $\begin{gathered} -1087.0,897.1 \\ -0.1, \\ 0.2 \end{gathered}$ | $\begin{array}{cc} -2427.0, & 248.3 \\ -0.2, & 0.2 \end{array}$ |
| -20 | 180 | $\begin{aligned} & 0.032 \\ & 0.021 \end{aligned}$ | $\begin{gathered} -2060.6,1134.0 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} -1502.5,1484.1 \\ -0.2, \quad 0.2 \end{gathered}$ | $\begin{gathered} -3375.8,1206.2 \\ -0.2,0.2 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 0.007 \\ & 0.006 \end{aligned}$ | $\begin{gathered} -1302.5,1084.3 \\ -0.1, \quad 0.1 \end{gathered}$ | $\begin{gathered} -892.1,1082.6 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{array}{cc} -2407.9, & 229.5 \\ -0.2, & 0.2 \end{array}$ |
| -20 | 45 |  | $\begin{gathered} -2155.1,1276.0 \\ -0.1,0.2 \end{gathered}$ | $\begin{gathered} -1888.5,1306.5 \\ -0.1, \quad 0.2 \end{gathered}$ | $\begin{gathered} -3614.6,1447.1 \\ -0.2, \quad 0.2 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1612.3,1051.0 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} -1098.2,1390.8 \\ -0.1, \end{gathered}$ | $\begin{array}{cc} -2823.6,651.0 \\ -0.2, & 0.2 \end{array}$ |
| -20 | 225 |  | $\begin{gathered} -1579.0,1053.1 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} -1411.3,1089.1 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{array}{cc} -2817.1, & 642.3 \\ -0.2, & 0.2 \end{array}$ |
| -20 | 315 |  | $\begin{gathered} -2115.9,1277.5 \\ -0.1,0.2 \end{gathered}$ | $\begin{gathered} -1301.4,1917.2 \\ -0.2, \quad 0.1 \end{gathered}$ | $\begin{gathered} -3608.7,1442.1 \\ -0.2, \quad 0.2 \end{gathered}$ |
| -30 | 0 |  | $\begin{array}{cc} -1233.5,501.7 \\ -0.0, & 0.1 \end{array}$ | $\begin{gathered} -653.0,659.1 \\ -0.0, \quad 0.0 \end{gathered}$ | $\begin{gathered} -1637.3,807.0 \\ -0.1,0.1 \end{gathered}$ |
| -30 | 90 |  | $\begin{gathered} -469.6,380.7 \\ -0.0, \quad 0.0 \end{gathered}$ | $\begin{gathered} -435.2,338.3 \\ -0.0, \quad 0.1 \end{gathered}$ | $\begin{array}{cc} -909.5, & 86.0 \\ -0.1, & 0.1 \end{array}$ |
| -30 | 180 |  | $\begin{array}{cc} -874.7,414.1 \\ -0.1, & 0.0 \end{array}$ | $\begin{gathered} -543.2,537.1 \\ -0.0, \quad 0.0 \end{gathered}$ | $\begin{gathered} -1293.1,463.9 \\ -0.1,0.1 \end{gathered}$ |
| -30 | 270 |  | $-457.1,384.6$ $-0.0,0.0$ | $\begin{gathered} -336.8,433.9 \\ -0.1,0.0 \end{gathered}$ | $\begin{gathered} -904.5, \\ -0.1, \\ -0.1 \end{gathered}$ |

TABLE 13. Scenario 6N1.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By min, max dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 0.982 \\ & 0.776 \end{aligned}$ | $\begin{gathered} \hline-2877.3,1385.8 \\ -5.0, \quad 4.5 \end{gathered}$ | $\begin{gathered} \hline-1791.4,1808.8 \\ -3.8, \quad 5.7 \end{gathered}$ | $\begin{array}{cc} \hline-4253.1,2086.9 \\ -6.8, & 5.1 \end{array}$ |
| -20 | 90 | $\begin{aligned} & 1.010 \\ & 0.803 \end{aligned}$ | $\begin{gathered} -1340.3,1070.3 \\ -5.3,4.0 \end{gathered}$ | $\begin{gathered} -1086.9,897.2 \\ -4.5,4.9 \end{gathered}$ | $\begin{gathered} -2426.8,248.0 \\ -6.8,4.5 \end{gathered}$ |
| -20 | 180 | $\begin{aligned} & 0.879 \\ & 0.693 \end{aligned}$ | $\begin{gathered} -2060.6,1134.2 \\ -3.2, \quad 1.6 \end{gathered}$ | $\begin{gathered} -1503.2,1482.6 \\ -6.3, \quad 4.2 \end{gathered}$ | $\begin{gathered} -3375.5,1206.1 \\ -7.2, \quad 5.0 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 0.995 \\ & 0.796 \end{aligned}$ | $\begin{gathered} -1301.9,1085.5 \\ -4.5, \quad 5.5 \end{gathered}$ | $\begin{gathered} -892.1,1082.4 \\ -4.2, \quad 4.3 \end{gathered}$ | $\begin{gathered} -2407.5, \\ -6.9, \\ \hline \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2155.4,1276.2 \\ -3.3, \quad 1.3 \end{gathered}$ | $\begin{gathered} -1889.1,1306.4 \\ -1.5, \quad 3.1 \end{gathered}$ | $\begin{gathered} -3614.6,1447.1 \\ -4.5, \quad 2.5 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1613.0,1051.0 \\ -3.1, \quad 1.5 \end{gathered}$ | $\begin{gathered} -1098.1,1389.9 \\ -3.2, \quad 1.3 \end{gathered}$ | $\begin{gathered} -2823.7,650.6 \\ -4.4, \\ 2.6 \end{gathered}$ |
| -20 | 225 |  | $\begin{gathered} -1579.0,1053.0 \\ -1.3, \quad 3.1 \end{gathered}$ | $\begin{gathered} -1411.8,1089.2 \\ -3.2, \quad 1.5 \end{gathered}$ | $\begin{gathered} -2816.7,642.1 \\ -4.4, \quad 2.6 \end{gathered}$ |
| -20 | 315 |  | $\begin{gathered} -2116.5,1277.6 \\ -1.5, \quad 3.2 \end{gathered}$ | $\begin{gathered} -1301.4,1917.9 \\ -1.3, \quad 3.3 \end{gathered}$ | $\begin{gathered} -3608.6,1442.2 \\ -4.5, \quad 2.5 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1233.6,501.7 \\ -0.6, \quad 0.6 \end{gathered}$ | $\begin{gathered} -652.4,659.3 \\ -0.4, \quad 0.8 \end{gathered}$ | $\begin{gathered} -1637.3,807.0 \\ -1.3, \quad 0.6 \end{gathered}$ |
| -30 | 90 |  | $\begin{array}{cc} -469.9, & 379.9 \\ -0.8, & 0.4 \end{array}$ | $\begin{gathered} -435.3,338.4 \\ -0.6, \quad 0.6 \end{gathered}$ | $\begin{array}{cc} -909.4, & 86.1 \\ -1.3, & 0.6 \end{array}$ |
| -30 | 180 |  | $\begin{gathered} -874.7,414.1 \\ -0.6,0.6 \end{gathered}$ | $\begin{gathered} -543.5,536.7 \\ -0.8, \quad 0.4 \end{gathered}$ | $\begin{gathered} -1293.0,463.9 \\ -1.3,0.6 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -456.3,384.8 \\ -0.4, \quad 0.8 \end{gathered}$ | $\begin{gathered} -336.8,433.9 \\ -0.6,0.6 \end{gathered}$ | $\begin{array}{cc} -904.4, & 80.4 \\ -1.3, & 0.6 \end{array}$ |

(Table 2, Figure 24). Where the FIT task is considered, noisy input data is compared with a smooth representation of the 3D ellipsoidal model. In contrast, in CV comparisons the smooth reference data without noise is compared with the smooth output data from the model.

Comparing model reproductions with the reference data on which the model was not trained bears the name of cross validation (CV). The aim of the research undertaken in this article was to introduce changes in model structure and input data sources, and to assess the improvement brought by these changes. Cross validation data were used to compile the model quality comparison in each version written in different scenarios.

The quality of multi-dipole models can be directly compared based on the results presented in Tables in Appendix A.

TABLE 14. Scenario 7.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By min, max dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ ] | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 0.028 \\ & 0.020 \end{aligned}$ | $\begin{gathered} -2877.2,1385.9 \\ -0.1, \quad 0.5 \end{gathered}$ | $\begin{gathered} -1792.7,1808.6 \\ -0.3, \quad 0.3 \end{gathered}$ | $\begin{gathered} \hline-4253.2,2086.9 \\ -0.5, \quad 0.5 \end{gathered}$ |
| -20 | 90 | $\begin{aligned} & 0.006 \\ & 0.005 \end{aligned}$ | $\begin{gathered} -1339.0,1073.2 \\ -0.3, \quad 0.4 \end{gathered}$ | $\begin{array}{cc} -1086.9, & 897.1 \\ -0.2, & 0.5 \end{array}$ | $\begin{gathered} -2427.0,248.4 \\ -0.4, \end{gathered}$ |
| -20 | 180 | $\begin{aligned} & 0.028 \\ & 0.020 \end{aligned}$ | $\begin{gathered} -2060.6,1134.0 \\ -0.5, \quad 0.2 \end{gathered}$ | $\begin{gathered} -1502.5,1484.0 \\ -0.3, \quad 0.4 \end{gathered}$ | $\begin{gathered} -3375.8,1206.2 \\ -0.4,0.6 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 0.006 \\ & 0.005 \end{aligned}$ | $\begin{gathered} -1302.5,1084.3 \\ -0.3, \quad 0.3 \end{gathered}$ | $\begin{gathered} -892.1,1082.6 \\ -0.5, \quad 0.2 \end{gathered}$ | $\begin{gathered} -2407.9,229.5 \\ -0.5, \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2155.1,1276.0 \\ -0.2, \quad 0.4 \end{gathered}$ | $\begin{gathered} -1888.5,1306.5 \\ -0.3, \quad 0.3 \end{gathered}$ | $\begin{gathered} -3614.6,1447.1 \\ -0.5, \quad 0.5 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1612.3,1051.0 \\ -0.4, \quad 0.3 \end{gathered}$ | $\begin{gathered} -1098.3,1390.9 \\ -0.3, \quad 0.5 \end{gathered}$ | $\begin{array}{cc} -2823.6, & 651.0 \\ -0.4, & 0.6 \end{array}$ |
| -20 | 225 |  | $\begin{gathered} -1579.0,1053.1 \\ -0.5, \quad 0.3 \end{gathered}$ | $\begin{gathered} -1411.3,1089.1 \\ -0.4, \quad 0.3 \end{gathered}$ | $\begin{array}{cc} -2817.0, & 642.3 \\ -0.4, & 0.6 \end{array}$ |
| -20 | 315 |  | $\begin{gathered} -2115.9,1277.5 \\ -0.2, \quad 0.3 \end{gathered}$ | $\begin{gathered} -1301.4,1917.2 \\ -0.4, \quad 0.2 \end{gathered}$ | $\begin{gathered} -3608.7,1442.1 \\ -0.5,0.5 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1233.5,501.7 \\ -0.0, \quad 0.2 \end{gathered}$ | $\begin{gathered} -653.1,659.2 \\ -0.1,0.1 \end{gathered}$ | $\begin{gathered} -1637.4,807.0 \\ -0.1, \end{gathered}$ |
| -30 | 90 |  | $\begin{array}{cc} -469.6,380.8 \\ -0.1, & 0.1 \end{array}$ | $\begin{gathered} -435.2,338.3 \\ -0.0, \\ 0.2 \end{gathered}$ | $\begin{array}{cc} -909.5, & 86.0 \\ -0.1, & 0.2 \end{array}$ |
| -30 | 180 |  | $\begin{array}{cc} -874.7, & 414.1 \\ -0.2, & 0.1 \end{array}$ | $\begin{gathered} -543.2,537.1 \\ -0.1, \\ \hline \end{gathered}$ | $\begin{gathered} -1293.0,463.9 \\ -0.1,0.2 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -457.1,384.6 \\ -0.1,0.1 \end{gathered}$ | $\begin{array}{cc} -336.8,433.9 \\ -0.2, & 0.0 \end{array}$ | $\begin{array}{cc} -904.5, & 80.3 \\ -0.1, & 0.2 \end{array}$ |

TABLE 15. Scenario 7N1.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By min, max dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ ] | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 1.000 \\ & 0.796 \end{aligned}$ | $\begin{gathered} \hline-2877.2,1385.6 \\ -4.5, \quad 4.5 \end{gathered}$ | $\begin{gathered} -1793.5,1808.9 \\ -4.3, \quad 4.3 \end{gathered}$ | $\begin{gathered} \hline-4253.2,2086.9 \\ -4.5, \quad 5.6 \end{gathered}$ |
| -20 | 90 | $\begin{aligned} & 1.002 \\ & 0.805 \end{aligned}$ | $\begin{gathered} -1339.2,1072.8 \\ -4.0,4.3 \end{gathered}$ | $\begin{array}{cc} -1087.0,897.1 \\ -4.4, & 3.8 \end{array}$ | $\begin{gathered} -2426.9,248.1 \\ -4.8,5.2 \end{gathered}$ |
| -20 | 180 | $\begin{aligned} & 0.845 \\ & 0.648 \end{aligned}$ | $\begin{gathered} -2060.5,1134.2 \\ -1.7, \quad 2.2 \end{gathered}$ | $\begin{gathered} -1502.9,1484.8 \\ -4.4, \quad 4.5 \end{gathered}$ | $\begin{gathered} -3376.0,1206.2 \\ -5.0,4.5 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 0.977 \\ & 0.785 \end{aligned}$ | $\begin{gathered} -1302.9,1084.2 \\ -4.2,4.9 \end{gathered}$ | $\begin{gathered} -891.9,1082.7 \\ -4.0, \quad 4.5 \end{gathered}$ | $\begin{gathered} -2407.8,229.3 \\ -4.4,4.0 \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2155.0,1275.8 \\ -1.6, \quad 1.9 \end{gathered}$ | $\begin{gathered} -1889.4,1306.3 \\ -1.5, \quad 1.9 \end{gathered}$ | $\begin{gathered} -3614.6,1447.2 \\ -1.7, \quad 2.3 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1612.5,1051.4 \\ -1.4,1.7 \end{gathered}$ | $\begin{gathered} -1098.4,1390.5 \\ -1.9, \quad 1.4 \end{gathered}$ | $\begin{gathered} -2823.8,650.9 \\ -2.2, \quad 1.7 \end{gathered}$ |
| -20 | 225 |  | $\begin{gathered} -1579.1,1053.5 \\ -1.0, \quad 2.0 \end{gathered}$ | $\begin{gathered} -1411.7,1089.4 \\ -1.9, \quad 1.7 \end{gathered}$ | $\begin{gathered} -2817.4, \\ -242.5 \\ -2.5, \\ 1.4 \end{gathered}$ |
| -20 | 315 |  | $\begin{gathered} -2116.4,1277.3 \\ -1.6, \quad 2.4 \end{gathered}$ | $\begin{gathered} -1301.2,1917.5 \\ -1.5, \quad 1.7 \end{gathered}$ | $\begin{gathered} -3608.9,1442.2 \\ -2.0, \quad 2.9 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1233.4,501.7 \\ -0.1, \\ 0.3 \end{gathered}$ | $\begin{gathered} -653.0,658.9 \\ -0.4, \quad 0.3 \end{gathered}$ | $\begin{gathered} -1637.2,807.0 \\ -0.5,0.4 \end{gathered}$ |
| -30 | 90 |  | $\begin{gathered} -469.2,380.6 \\ -0.2, \quad 0.5 \end{gathered}$ | $\begin{gathered} -435.2,338.2 \\ -0.5, \quad 0.2 \end{gathered}$ | $\begin{array}{cc} -909.4, & 86.0 \\ -0.7, & 0.4 \end{array}$ |
| -30 | 180 |  | $\begin{gathered} -874.5,414.2 \\ -0.1, \quad 0.8 \end{gathered}$ | $\begin{gathered} -543.3,537.3 \\ -0.4, \quad 0.5 \end{gathered}$ | $\begin{gathered} -1293.0,464.0 \\ -0.7,0.5 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -456.9,384.3 \\ -0.3,0.4 \end{gathered}$ | $\begin{array}{cc} -336.7,434.0 \\ -0.2, & 0.4 \end{array}$ | $\begin{array}{cc} -904.4, & 80.3 \\ -0.6, & 0.3 \end{array}$ |

The selected results are also presented in the graphical form (figures in Appendix C). An extra effort has been made to make the comparison more clear. Hence, the overall results are presented in Figure 24.

Using the CV data only from the depth of -20 m , the average width of the intervals between the errors $d B_{x}, d B_{y}$, and $d B_{z}$ (differences between reference data and resulting multi-dipole model data) were calculated according to the following formula:

$$
\begin{equation*}
S_{\text {Score }}=\operatorname{avg}\left(\max \left(d B_{d, l}\right)-\min \left(d B_{d, l}\right)\right) \tag{17}
\end{equation*}
$$

where $l=\{x, y, z\}$, and $d=\left\{d_{c v 1}, d_{c v 2}\right\}$ indicates the direction. $d_{c v 1}=\left\{45^{\circ}, 135^{\circ}, 225^{\circ}, 315^{\circ}\right\}$ for scenarios S6, S6N1, S7, S7N1, S7N10, S7N100 (see Table 2), and $d_{c v 2}=\left\{90^{\circ}, 180^{\circ}\right\}$ for scenarios S5 and S5N (see Table 2). The average value of

TABLE 16. Scenario 7N10.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By min, max dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ ] | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 9.977 \\ & 7.954 \end{aligned}$ | $\begin{gathered} \hline-2875.7,1388.2 \\ -51.2,48.8 \end{gathered}$ | $\begin{gathered} \hline-1794.7,1800.7 \\ -63.2,41.8 \end{gathered}$ | $\begin{gathered} \hline-4250.9,2088.2 \\ -44.9,61.9 \end{gathered}$ |
| -20 | 90 | $\begin{aligned} & 9.868 \\ & 7.869 \end{aligned}$ | $\begin{gathered} -1335.9,1078.3 \\ -46.8,54.1 \end{gathered}$ | $\begin{gathered} -1085.5,895.1 \\ -62.5,39.3 \end{gathered}$ | $\begin{gathered} -2425.1,248.5 \\ -59.3,62.8 \end{gathered}$ |
| -20 | 180 | $\begin{aligned} & 8.616 \\ & 6.587 \end{aligned}$ | $\begin{gathered} -2057.9,1137.3 \\ -23.5,34.4 \end{gathered}$ | $\begin{gathered} -1511.2,1487.1 \\ -49.5,66.0 \end{gathered}$ | $\begin{gathered} -3375.3,1204.7 \\ -56.4,70.4 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 9.912 \\ & 7.885 \end{aligned}$ | $\begin{gathered} -1304.8,1077.4 \\ -69.6,44.7 \end{gathered}$ | $\begin{gathered} -890.0,1082.2 \\ -45.0,56.4 \end{gathered}$ | $\begin{gathered} -2413.1,227.7 \\ -56.4,79.4 \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2154.7,1272.3 \\ -23.8,28.6 \end{gathered}$ | $\begin{gathered} -1876.7,1307.6 \\ -25.6,27.2 \end{gathered}$ | $\begin{gathered} -3612.3,1448.8 \\ -35.1,37.5 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1608.2,1050.1 \\ -26.8,32.4 \end{gathered}$ | $\begin{gathered} -1094.6,1395.1 \\ -30.8,25.2 \end{gathered}$ | $\begin{gathered} -2822.6,649.5 \\ -38.9,40.2 \end{gathered}$ |
| -20 | 225 |  | $\begin{gathered} -1577.7,1051.7 \\ -31.2,25.4 \end{gathered}$ | $\begin{gathered} -1406.6,1086.1 \\ -19.6,33.9 \end{gathered}$ | $\begin{gathered} -2817.1,641.5 \\ -31.6,47.8 \end{gathered}$ |
| -20 | 315 |  | $\begin{gathered} -2114.9,1277.6 \\ -27.3,20.3 \end{gathered}$ | $\begin{gathered} -1298.0,1913.3 \\ -34.3,21.8 \end{gathered}$ | $\begin{gathered} -3607.3,1442.3 \\ -25.9,45.3 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1233.2,501.0 \\ -9.1,4.2 \end{gathered}$ | $\begin{gathered} -652.8,657.7 \\ -8.3, \quad 4.2 \end{gathered}$ | $\begin{gathered} -1637.2,805.0 \\ -5.5,12.2 \end{gathered}$ |
| -30 | 90 |  | $\begin{gathered} -470.5,383.9 \\ -5.5,7.7 \end{gathered}$ | $\begin{gathered} -435.8,337.3 \\ -9.8, \quad 2.8 \end{gathered}$ | $\begin{gathered} -910.1,85.8 \\ -7.3,11.2 \end{gathered}$ |
| -30 | 180 |  | $\begin{gathered} -871.8,415.1 \\ -3.1,12.4 \end{gathered}$ | $\begin{gathered} -547.9,544.4 \\ -5.0, \quad 8.9 \end{gathered}$ | $\begin{gathered} -1293.9,463.1 \\ -9.0,13.9 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -461.6,384.3 \\ -9.5, \quad 3.8 \\ \hline \end{gathered}$ | $\begin{gathered} -336.1,434.6 \\ -4.5,11.6 \\ \hline \end{gathered}$ | $\begin{gathered} -905.8,79.5 \\ -7.2,14.8 \\ \hline \end{gathered}$ |

TABLE 17. Scenario 7N100.

| Depth | Direction | RMSE, MAE | Bx min, max dBx min, max | By $\min , \max$ dBy min, max | Bz min, max dBz min, max |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [m] | [ ${ }^{\circ}$ ] | [ nT ] | [ nT ] | [ nT ] | [ nT ] |
| -20 | 0 | $\begin{aligned} & 96.632 \\ & 77.316 \end{aligned}$ | $\begin{gathered} \hline-2897.9,1383.5 \\ -502.9,423.7 \end{gathered}$ | $\begin{gathered} \hline-1722.6,1721.6 \\ -479.0,514.1 \end{gathered}$ | $\begin{gathered} \hline-4214.5,2097.5 \\ -526.9,462.6 \end{gathered}$ |
| -20 | 90 | $\begin{aligned} & 98.014 \\ & 78.671 \end{aligned}$ | $\begin{gathered} -1321.4,1085.0 \\ -473.2,426.0 \end{gathered}$ | $\begin{aligned} & -1091.4,894.9 \\ & -432.4,449.5 \end{aligned}$ | $\begin{gathered} -2423.7,259.8 \\ -564.3,437.1 \end{gathered}$ |
| -20 | 180 | $\begin{aligned} & 87.407 \\ & 68.134 \end{aligned}$ | $\begin{gathered} -2057.9,1147.9 \\ -224.5,184.0 \end{gathered}$ | $\begin{gathered} -1553.9,1518.9 \\ -488.1,449.9 \end{gathered}$ | $\begin{gathered} -3379.2,1204.9 \\ -526.9,401.5 \end{gathered}$ |
| -20 | 270 | $\begin{aligned} & 99.142 \\ & 79.082 \end{aligned}$ | $\begin{gathered} -1364.2,1031.1 \\ -469.9,528.7 \end{gathered}$ | $\begin{gathered} -889.9,1089.4 \\ -461.7,503.8 \end{gathered}$ | $\begin{gathered} -2399.9,222.8 \\ -525.4,439.6 \end{gathered}$ |
| -20 | 45 |  | $\begin{gathered} -2140.5,1278.2 \\ -279.6,145.9 \end{gathered}$ | $\begin{gathered} -1963.9,1329.5 \\ -139.4,188.6 \end{gathered}$ | $\begin{gathered} -3585.4,1456.5 \\ -328.8,194.4 \end{gathered}$ |
| -20 | 135 |  | $\begin{gathered} -1613.3,1060.6 \\ -170.1,172.0 \end{gathered}$ | $\begin{gathered} -1103.8,1405.3 \\ -238.5,162.8 \end{gathered}$ | $\begin{aligned} & -2820.6,648.6 \\ & -298.5,167.9 \end{aligned}$ |
| -20 | 225 |  | $\begin{gathered} -1609.1,1069.1 \\ -191.4,210.8 \end{gathered}$ | $\begin{gathered} -1391.4,1086.8 \\ -168.6,234.9 \end{gathered}$ | $\begin{aligned} & -2822.7,650.3 \\ & -315.1,219.1 \end{aligned}$ |
| -20 | 315 |  | $\begin{gathered} -2138.3,1285.5 \\ -181.3,179.9 \end{gathered}$ | $\begin{gathered} -1311.0,1943.2 \\ -158.7,246.8 \end{gathered}$ | $\begin{gathered} -3566.9,1457.4 \\ -272.4,201.3 \end{gathered}$ |
| -30 | 0 |  | $\begin{gathered} -1240.2,505.8 \\ -46.2,32.7 \end{gathered}$ | $\begin{gathered} -615.7,622.9 \\ -40.0,37.3 \end{gathered}$ | $\begin{gathered} -1631.9,804.2 \\ -71.8,25.6 \end{gathered}$ |
| -30 | 90 |  | $\begin{gathered} -437.5,362.3 \\ -33.9,41.0 \end{gathered}$ | $\begin{gathered} -442.4,340.6 \\ -61.7,25.7 \end{gathered}$ | $\begin{gathered} -904.1,94.0 \\ -78.2,34.3 \end{gathered}$ |
| -30 | 180 |  | $\begin{gathered} -856.2,424.8 \\ -21.1,62.2 \end{gathered}$ | $\begin{gathered} -548.4,540.6 \\ -41.8,43.2 \end{gathered}$ | $\begin{gathered} -1287.2,467.4 \\ -80.7,27.0 \end{gathered}$ |
| -30 | 270 |  | $\begin{gathered} -433.0,355.8 \\ -42.1,45.6 \end{gathered}$ | $\begin{gathered} -338.4,441.1 \\ -28.4,57.3 \end{gathered}$ | $\begin{array}{r} -895.5,79.7 \\ -78.5,26.2 \end{array}$ |

error range, counted on CV values for each scenario, is treated as the comparison indicator - described as the scenario score (15).

## C. DISCUSSION OF RESULTS-MODEL QUALITY ASSESSMENT

The discussion of the results was carried out on the data from tables in Appendix A (Table 5-Table 11, for scenarios S5, S5N1, S6, S6N1, S7, S7N1, S7N10, S7N100) and figures in Appendix C (Figures 33-64, fitting and cross validation results for selected scenarios S7 and S7N1). Figure 24 was also used in this discussion.

The model modification consisting in the possibility of positioning dipoles in the 3D space brought ambiguous results: some improvement was observed in scenarios S5N1


FIGURE 24. Average cross-validation error between simulation scenarios.

TABLE 18. S7 L1 Parameters for $\lambda=1 \mathrm{E}-8$ ( $\lambda$ start).

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :--- | :--- | :--- |
| P1 | -19190.55 | -13140.04 | -102.25 |
| P2 | 21502.12 | 1369.22 | -10949.73 |
| P3 | 13537.13 | -1457.33 | 42917.77 |
| P4 | 7636.30 | -239.87 | -5100.70 |
| P5 | 25966.75 | 2347.12 | 10547.18 |
| P6 | -17162.93 | 14594.54 | -9757.84 |
| P7 | 3532.56 | -9591.84 | -11713.55 |
| P8 | 15813.12 | -18769.62 | -15558.30 |
| P9 | 28329.07 | 31220.52 | 27900.55 |
| P10 | 2294.71 | -10860.43 | 1758.92 |
| I1 | 9190.59 | 74868.47 | -34828.52 |
| I2 | 8737.13 | 71348.03 | -30461.28 |
| I3 | 5982.83 | 48926.37 | -20711.64 |
| I4 | 2016.13 | 16392.56 | -8018.65 |
| I5 | 9988.53 | 81573.40 | -29397.79 |
| I6 | -19064.61 | -142771.5 | 22070.02 |
| I7 | 10520.81 | 78089.30 | -62361.38 |
| I8 | 4966.17 | 37245.87 | 27860.13 |
| I9 | 7740.32 | 62482.33 | -28803.11 |
| I10 | 4719.45 | 37463.47 | -19238.60 |
| Sum of | 237891 | 754751 | 420057 |
| modules | 23 |  |  |

vs S3N1 and S7N1 vs S6N1, but also some deterioration in scenarios S4 vs S3 [5] and S7 vs S6. A huge improvement in model quality was brought by adding the input data from all cardinal directions, which can be observed when comparing scenarios S6 with S3, and S6N1 with S3N1 [5]. The combined use of the 3D multi-dipole model structure and the data from four cardinal directions used in scenario S7 caused a very low error level, accompanied by very high noise immunity. Applying the 10 times higher noise to the input data in scenario S7N10 caused a much lower cross-validation level than that in scenario S4 (S3N1). Only the 100 times

TABLE 19. S7 L1 Parameters for L1CV ( $\lambda=3.3113 \mathrm{E}-5$ ).

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 4222.47 | -1.55 | 67.06 |
| P2 | 11365.96 | -733.51 | -0.00 |
| P3 | 812.69 | -0.01 | -692.32 |
| P4 | 15254.68 | -0.01 | 0.00 |
| P5 | 10222.70 | -0.00 | -2325.76 |
| P6 | 22955.99 | -0.00 | 0.00 |
| P7 | -0.00 | -3023.70 | 0.00 |
| P8 | 276.67 | 126.25 | -102.15 |
| P9 | 16488.81 | -806.21 | -0.00 |
| P10 | 362.40 | -18.32 | 30.42 |
| I1 | 2948.20 | 24139.14 | -22761.80 |
| I2 | 4526.00 | 37081.95 | -15535.97 |
| I3 | 7429.28 | 60437.26 | -26255.59 |
| I4 | -118.75 | -820.77 | 0.00 |
| I5 | 4650.74 | 37900.75 | -0.00 |
| I6 | 1699.04 | 13705.71 | -7834.27 |
| I7 | 8761.07 | 71403.99 | -29402.68 |
| I8 | 4634.21 | 37834.76 | -15551.18 |
| I9 | 1590.10 | 12958.11 | -5297.23 |
| I10 | 8683.31 | 70976.06 | -28248.04 |
| Sum of | 127003 | 371968 | 154104 |
| modules |  |  |  |

higher noise level in scenario S7N100 resulted in exceeding the cross-validation score obtained in scenario S4 (S3N1).

Worth emphasizing are the values of the cross-validation index close to zero in scenarios S6 and S7, as well as in S6N1 and S7N1. This means that for uninterrupted data and for real-level noise data, the cross-validation values were so low that there was no room for significant improvement.

## VIII. CONCLUSION

Since enriching the availability of measurement data and making the model structure more flexible resulted in a

TABLE 20. S7 L1 Parameters for L1CV' $\lambda=0.025119$.

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 9632.68 | -20.87 | -339.93 |
| P2 | 7209.89 | -0.79 | -0.13 |
| P3 | 2866.81 | -0.11 | -11225.33 |
| P4 | 5520.91 | -0.07 | -1.00 |
| P5 | 8898.63 | -0.00 | -20.17 |
| P6 | 22.14 | -0.00 | -783.14 |
| P7 | 17069.58 | -0.01 | -0.35 |
| P8 | 25172.32 | -4378.60 | -0.06 |
| P9 | 2561.56 | -0.00 | -30.14 |
| P10 | 2591.36 | -0.01 | -0.49 |
| I1 | 11203.18 | 91212.06 | -37966.03 |
| I2 | 7120.50 | 61732.66 | -1761.18 |
| I3 | 4352.06 | 32610.03 | -33217.84 |
| I4 | 7824.85 | 64119.45 | -22771.03 |
| I5 | 3075.58 | 24905.32 | -11144.31 |
| I6 | 7923.49 | 63873.32 | -23406.36 |
| I7 | 3059.32 | 23668.64 | -0.18 |
| I8 | 44474 | 0.18 | -416.72 |
| I9 | 146.90 | 2001.44 | -6032.08 |
| I10 | 110.17 | 1594.62 | -4650.82 |
| Sum of | 126367 | 370118 | 153767 |
| modules |  |  |  |



FIGURE 25. Cross validation index as function of lambda for regularizations L1 and L2: scenario S7.


FIGURE 26. Cross validation index as function of lambda for regularizations L1 and L2: scenario S7 zoomed to $(0,1)$ range to establish lambdas for L1CV, L1CV' and L2CV.
significant improvement in the quality of the multi-dipole model (results reported in the previous paper), it was decided to develop further the model, as described in this paper.


FIGURE 27. Magnetic moment Mx and cross validation index as functions of lambda for regularization L1: scenario S7.


FIGURE 28. Magnetic moment My and cross validation index as functions of lambda for regularization L1: scenario S7N1.


FIGURE 29. Magnetic moment Mz and cross validation index as functions of lambda for regularization L1: scenario S7N1.

Thus, the data for the model fitting phase came from four cardinal geographic directions, and the model structure allowed the dipoles to be located in the three-dimensional space of the cuboidal contour approximating the 3D ellipsoid object model. It was also decided to extend model verification to eight paths and two different depths. The noise tests of the previous version ended with the noise level of real magnetometers, while this article considers 10 and 100 times greater noise to test model robustness.

In the present case, making the model structure more flexible did not bring clear improvement in model quality.


FIGURE 30. Magnetic moment Mx and cross validation index as functions of lambda for regularization L2: scenario S7N1.


FIGURE 31. Magnetic moment My and cross validation index as functions of lambda for regularization L1: scenario S7N1.


FIGURE 32. Magnetic moment Mz and cross validation index as functions of lambda for regularization L2: scenario S7N1.


FIGURE 33. Ref-model differences on paths in $\mathbf{n T}$ : $\mathbf{S 7}$, direction $\mathbf{0}^{\circ}$.


FIGURE 34. Ref-model differences on fields in nT : S7, direction $0^{\circ}$.


FIGURE 35. Ref-model differences on paths in $\mathbf{n T}$ : S7, direction $\mathbf{9 0}^{\circ}$.


FIGURE 36. Ref-model differences on fields in $\mathbf{n T}$ : $\mathbf{S 7}$, direction $\mathbf{9 0}^{\circ}$.


FIGURE 37. Ref-model differences on paths in nT: S7, direction $\mathbf{1 8 0}^{\circ}$.


FIGURE 38. Ref-model differences on fields in $\mathbf{n T}$ : S7, direction $\mathbf{1 8 0}^{\circ}$.


FIGURE 39. Ref-model differences on paths in $\mathbf{n T}$ : S7, direction $270^{\circ}$.


FIGURE 40. Ref-model differences on fields in $\mathbf{n T}$ : S7, direction $\mathbf{2 7 0}$.


FIGURE 41. Ref-model differences on fields in $\mathbf{n T}$ : $\mathbf{S 7}$, direction $\mathbf{4 5}^{\circ}$.


FIGURE 42. Ref-model differences on fields in nT : S7, direction $135^{\circ}$.


FIGURE 43. Ref-model differences on fields in $\mathbf{n T}$ : S7, direction $\mathbf{2 2 5}{ }^{\circ}$.


FIGURE 44. Ref-model differences on fields in nT : S7, direction $\mathbf{3 1 5}{ }^{\circ}$.


FIGURE 45. Ref-model differences on fields in nT : S7, direction $0^{\circ}$.


FIGURE 46. Ref-model differences on fields in $\mathbf{n T}$ : $\mathbf{S 7}$, direction $\mathbf{9 0}^{\circ}$.


FIGURE 47. Ref-model differences on fields in $\mathbf{n T}$ : S7, direction $180^{\circ}$.


FIGURE 48. Ref-model differences on fields in $\mathbf{n T}$ : S7, direction $\mathbf{2 7 0}$.


FIGURE 49. Ref-model differences on paths in nT : S7N1, direction $0^{\circ}$.


FIGURE 50. Ref-model differences on fields in nT : S7N1, direction $0^{\circ}$.


FIGURE 51. Ref-model differences on paths in $\mathbf{n T}$ : S7N1, direction $\mathbf{9 0}^{\circ}$.


FIGURE 52. Ref-model differences on fields in $\mathbf{n T}$ : S7N1, direction $\mathbf{9 0}^{\circ}$.


FIGURE 53. Ref-model differences on paths in $\mathbf{n T}$ : S7N1, direction $\mathbf{1 8 0}^{\circ}$.


FIGURE 54. Ref-model differences on fields in nT : S7N1, direction $180^{\circ}$.


FIGURE 55. Ref-model differences on paths in nT : S7N1, direction $270^{\circ}$.


FIGURE 56. Ref-model differences on fields in $\mathbf{n T}$ : S7N1, direction $\mathbf{2 7 0}{ }^{\circ}$.


FIGURE 57. Ref-model differences on fields in nT: S7N1, direction $\mathbf{4 5}^{\circ}$.

Depending on the simulated scenario, either improvement or deterioration of the results was observed. The cause may be


FIGURE 58. Ref-model differences on fields in $\mathbf{n T}$ : S7N1, direction $\mathbf{1 3 5}^{\circ}$.


FIGURE 59. Ref-model differences on fields in $\mathbf{n T}$ : S7N1, direction $\mathbf{2 2 5}$.


FIGURE 60. Ref-model differences on fields in nT: S7N1, direction $315^{\circ}$.
that the input test data comes from the plane, i.e. the 2 D source, and therefore data diversity for the structure of the 3D multi-dipole model is insufficient. Further research on this issue is planned. The second modification, consisting in training the model with a significantly larger portion of data, brought a great improvement in all analysed scenarios, both with and without noise. Applying the data from four cardinal directions caused that the modelling error was practically close to zero. A combined application of the above modifications resulted in slight increase in the error value, but at a very low level, which proves a significant improvement in modelling compared to the results presented in the previous article. Finally, the strength of the model to measurement data noise was checked.


FIGURE 61. Ref-model differences on fields in nT : S7N1, direction $0^{\circ}$.


FIGURE 62. Ref-model differences on fields in $\mathbf{n T}$ : S7N1, direction $\mathbf{9 0}^{\circ}$.

The model has adequate stiffness and solidity, which can be seen in that the noise 10 times greater than that used in the previous article causes less error, and only the 100 times greater noise causes a larger error than previously. The noise level used to test the strength of the model is many times higher than that in real measuring devices. Such high noise levels were adopted only to analyse the robustness of the model. After summarizing the use of data from cardinal directions and allowing for spatial distribution of dipoles, the obtained model has enormous resistance to interference and gives very low error values, verified at different depths. Therefore, it can be clearly said that the applied changes brought a significant quality improvement in the model when used with noisefree data. However, the greatest qualitative progress of the model refers to its robustness, verified by learning on abovestandard noisy data.

The work undertaken in the article also improved the state of knowledge on the optimization process and model parameterization. The impact of the initial conditions turned out to be large in the transition phase, but with a sufficiently large number of iterations, all experiments ended with results at an acceptable low level of the criterion value. The alternative optimization method based on evolutionary strategies turned out to be effective in terms of determining the parameters of the model, however, it was many times slower than the gradient method. The regularization used to evaluate the parameterization of the model indicated the possibility of a slight model reduction, but in general it confirmed the correct


FIGURE 63. Ref-model differences on fields in nT : S7N1, direction $\mathbf{1 8 0}^{\circ}$.


FIGURE 64. Ref-model differences on fields in $\mathbf{n T}$ : S7N1, direction $\mathbf{2 7 0}^{\circ}$.
form used in the article. The application of regularization can be particularly useful for studies making use of real measurements.

## APPENDIX A

## RESULTS OF EXPERIMENTS-TABLES

Tables 10 trough 17 present synthetic results of fitting and cross-validation (numeric values of considered indicators) on various directions and depths, for scenarios S5, S5N1, S6, S6N1, S7, S7N1, S7N10, and S7N100.

All those scenarios are described in Section V, and their fitting and cross-validation details are given in Table 2. For reader's convenience, the fitting procedure outcomes are marked red, and outcomes of the cross-validation procedure - black.

## APPENDIX B

## RESULTS OF REGULARIZATION FOR S7

See Figures 25-32 and Tables 19-22.

## APPENDIX C

## RESULTS OF EXPERIMENTS-FIGURES

Scenario 7: z-free, noise 0 nT , fitting on directions $0^{\circ}, 90^{\circ}$, $180^{\circ}$, and $270^{\circ}$ (see Fig. 11- Fig. 18).

See Figures 33-40.
Scenario 7: validation on directions $45^{\circ}, 135^{\circ}, 225^{\circ}$, and $315^{\circ}$; depth -20 m (see Fig. 19- Fig. 22).

See Figures 41-44.

TABLE 21. S7 L2 Parameters for $\lambda=1 \mathrm{E}-8$ ( $\lambda$ start).

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 10944.19 | -6605.95 | -3279.14 |
| P2 | 8633.54 | -492.11 | -4460.60 |
| P3 | 5611.50 | 3206.42 | -4341.52 |
| P4 | 2228.18 | 2194.03 | 1537.91 |
| P5 | 4457.55 | -3689.08 | -3086.17 |
| P6 | 11342.70 | 3354.14 | 1595.48 |
| P7 | 8800.51 | -94.04 | 4095.32 |
| P8 | 10553.94 | -1842.35 | 9386.15 |
| P9 | 9727.88 | -207.40 | -4090.91 |
| P10 | 9741.65 | -316.44 | -7244.43 |
| I1 | 902.60 | 7466.36 | -8985.04 |
| I2 | 8213.79 | 65031.33 | -23108.99 |
| I3 | 7079.90 | 59645.98 | -24477.06 |
| I4 | 2413.97 | 19454.75 | -7562.84 |
| I5 | 5706.88 | 49895.77 | -23578.59 |
| I6 | 166.08 | 1732.82 | 4654.88 |
| I7 | 5849.42 | 48535.59 | -21137.96 |
| I8 | 1846.89 | 14949.43 | -4219.70 |
| I9 | 6465.72 | 48893.87 | -16669.63 |
| I10 | 6186.12 | 50173.49 | -18903.83 |
| Sum of | 126873 | 387781 | 196416 |
| modules |  |  |  |

TABLE 22. S7 L2 Parameters for L2CV $\boldsymbol{\lambda}=\mathbf{1} \mathbf{1 . 2 0 2 3 E - 8}$.

| dipole | $M_{x}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{y}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ | $M_{z}\left[\mathrm{~A} \cdot \mathrm{~m}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| P1 | 5865.82 | -4220.72 | -8660.91 |
| P2 | 5514.53 | -543.50 | -2091.93 |
| P3 | 8386.85 | 506.03 | -3606.85 |
| P4 | 9272.84 | -1599.04 | 905.27 |
| P5 | 6359.51 | 1999.07 | -8174.59 |
| P6 | 8249.31 | 575.01 | -4055.03 |
| P7 | 12499.62 | 879.38 | -5282.65 |
| P8 | 9032.15 | -2048.64 | -8895.66 |
| P9 | 8367.34 | 1002.92 | -9635.26 |
| P10 | 8408.61 | -988.27 | -9508.32 |
| I1 | 5615.01 | 46819.36 | -9322.71 |
| I2 | 5026.48 | 41844.39 | -17370.59 |
| I3 | -236.52 | -1484.95 | 1535.37 |
| I4 | 2773.77 | 22071.22 | -9172.46 |
| I5 | 2445.00 | 19842.13 | -8716.97 |
| I6 | 5941.57 | 48356.45 | -8374.20 |
| I7 | 5747.97 | 46793.45 | -9498.32 |
| I8 | 5317.36 | 43616.34 | -16321.83 |
| I9 | 6001.85 | 48861.04 | -10082.71 |
| I10 | 6170.16 | 48938.45 | -7542.86 |
| Sum of | 127232 | 382990 | 158754 |
| modules |  |  |  |

Scenario 7: validation on directions $0^{\circ}, 90^{\circ}, 180^{\circ}$, and $270^{\circ}$; depth -30 m (see Fig. 23- Fig. 26). See Figures 45-48.

Scenario 7N1: z-free, noise 1 nT , fitting on directions $0^{\circ}$, $90^{\circ}, 180^{\circ}$, and $270^{\circ}$ (see Fig. 27-Fig. 34). See Figures 49-56.

Scenario 7N1: validation on directions $0^{\circ}, 90^{\circ}, 180^{\circ}$, and $270^{\circ}$; depth -30 m (see Fig. 39- Fig. 42). See Figures 57-60.

Scenario 7N1: validation on directions $45^{\circ}, 135^{\circ}, 225^{\circ}$, and $315^{\circ}$; depth -20 m (see Fig. 35- Fig. 38). See Figures 61-64.
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