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## Chapter 1

## Introduction

Quantum dynamics is a growing discipline at the interface of chemistry, physics and materials science [1, 2]. It allows to study the behavior of objects in a way, that emphasizes the quantum nature of their evolution in time. Quantum dynamics simulations are an indispensable tool for investigating processes such as chemical reactions [3], field-atoms interactions [4] and quantum computing [5, 6]. The particular emphasis is focused on investigating the photoinduced dynamics of breaking (dissociation) [7, 8, 9, 10, 11, 12] and creating (association) $[13,14,15,16,17,18]$ of the chemical bonds in the molecular systems. Photoassociation processes play a key role in the field of cold and ultracold physics and chemistry, allowing for the formation of molecules in the deeply bound ground states and investigation of their unique quantum properties [19, 20, 21, 22, 23]. On the other side, controlled photodissociation reactions enable for creation of atomic and molecular fragments in specific quantum states and use them for researching the selected properties of matter [7, 24, 25, 26, 27].

Proper, precise and accurate modeling of quantum dynamics has always been a challenge. The difficulties start when the need arises to take into account multiple coupled electronic levels with time dependent coupling or when there are more degrees of freedom, which often cause a so-called tensor explosion. The problem which I aim to solve in this thesis is the ability to simulate the time evolution of quantum systems, taking into account multiple electronic levels and their time-dependent coupling. I do so in a manner that allows highprecision calculations [28] and allows me to examine the evolution of the quantum system in great detail $[29,30,31,32]$. The problem of tensor explosion is not tackled, and albeit the code can relatively simply be modified to allow more degrees of freedom, present calculations are done in one nuclear coordinate with arbitrary number of electronic levels. In fact an unmerged branch of YADE software, which I develop since year 2008 [28, 33, 34, 35] and which mostly deals with classical dynamics, has quantum dynamics code ${ }^{1}$ for higher dimensional quantum dynamics. The tensor explosion requires big amounts of RAM and the largest system calculated in this implementation is a four dimensional positron electron scattering which among other example quantum dynamics scripts can be found here ${ }^{2,3}$.

Several parts of my thesis are published in papers: the KLi tunneling from Section 4.1 is published in [29], the NaRb power-law decay from Section 4.2 is in preparations to publish and has been presented on a poster in [30] while the high and arbitrary precision numerical

[^1]calculations from Sections 2.1.1, 2.3 and 3.5 are published in [28]. Other relevant papers which used my work from Section 2.1 and Section 4.1 are published in [31, 32].

These topics fit into the program of the AttoChem research network within the European Cooperation in Science and Technology (COST), which brings together experimentalists and theorists to study the time-dependent techniques for calculating charge migration in molecules. The main goal of the AttoChem COST action is to enable design of attosecond light pulses and attosecond control strategies that can be efficiently used to induce unusual charge migration dynamics in molecules, isolated or in a solution, so that one can selectively break and form chemical bonds, thus leading to new chemical reactions and avoiding the typical ones [36]. Furthering this knowledge can have a significant impact on understanding of breaking and creation of chemical bonds occurring in several areas of physics, like photovoltaics, photophysics, structure determination and biochemistry radiation damage.

While participating in the AttoChem COST I took the opportunity to attend the summer "School on New Computational Methods for Attosecond Molecular Processes" [37], also I have presented the poster at the AttoChem conference meeting [30] and was encouraged by the COST action chairman prof. Fernando Martin to contribute in the special edition of Computer Physics Communications describing my quantum dynamics code, which is the subject of this dissertation.

The goals of my dissertation are to (1) develop a generic high-precision C++ code for time propagation of time-dependent and time-independent Hamiltonian with arbitrary number of coupled Schrödinger equations and to (2) demonstrate the capabilities of the new code on the KLi and NaRb diatomic molecules and to (3) compare the results with corresponding reference results and the experiment.

There are several other approaches to simulate the atoms, molecules and larger molecular systems. I have chosen to work directly, ab initio, with the coupled time dependent Schrödinger equations [38, 39, 40, 41]. However there is also the time dependent density functional theory (TDDFT) [42, 43, 44, 45] which is good at solving the so-called tensor explosion problem by reducing the representation into a single-electron wavefunction. There is also the multiconfiguration time-dependent Hartree (MCTDH) [46, 47, 48, 49] which also is good at solving the tensor explosion and allows to simulate up to about 12 degrees of freedom, by performing certain approximations. Finally for even larger systems there are classic molecular dynamics approaches [50] which can deal with very large molecular systems by modeling the quantum behavior with a proper selection of classical potentials between the atoms. I choose the ab initio Schrödinger approach mainly for its accuracy, since all the other methods are approximate.

There are several software packages allowing to solve the time dependent Schrödinger equation, such as Wavepacket [51, 52, 53], MOLPRO [54], t-SURFF [55, 56] or tRecX [57]. As well as other software packages dedicated to other numerical methods mentioned above, such as Octopus [43] and XCHEM [58]. None of these packages, however, have high precision computation support ( 18 or 33 significant digits) and most of them are written in slow interpreted languages such as Python or old and lacking static polymorphism languages ${ }^{4}$ such as Fortran. Only software written by Scrinzi $[56,57]$ uses modern C++ language and has potential to support in the future high precision computations. However it is not dealing with the exact method which I need in my thesis, namely: the time propagation of time

[^2]dependent Schrödinger equation with time dependent Hamiltonian for arbitrary number of coupled electronic states. Therefore I want to write a code which deals with this method using high precision in a modern and fast $\mathrm{C}++$ language. This approach will allow me to easily extend this software in the future and enable me to use modern mathematical libraries such as Eigen [59] and Boost [60].

There are several novelties in my thesis. I present a high-precision C++ implementation of quantum dynamics time propagation algorithms for both time-independent and timedependent Hamiltonian with an inhomogeneous source term. Moreover I present an extension of both algorithms for time propagation to handle unlimited ${ }^{5}$ coupled electronic levels. Also I apply these new algorithms to calculate the rovibrational predissociation in the KLi molecule and compare it with experiment. Finally I am proposing a new modified powerlaw decay to describe the dissociation of a chosen model NaRb molecule. All this work has full high precision support: 15,18 or 33 decimal places, with reasonable perspective to add arbitrary precision ${ }^{6}$

This thesis is divided into three main parts: the theory of time propagation algorithms is in Chapter 2, the implementation with a code validation is presented in Chapter 3 and the application of these algorithms to dissociation in the KLi dimer and a power-law decay in the NaRb dimer is presented in Chapter 4. The first two chapters have a dedicated section to high-precision calculations. Finally the conclusions are presented in Chapter 5

[^3]
## Chapter 2

## Solution of a system of coupled time-dependent Schrödinger equations

The time-dependent Schrödinger equation (TDSE):

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\hat{\mathbf{H}}(t) \psi \tag{2.1}
\end{equation*}
$$

is essential to quantum dynamics. The equation for a system of several coupled timedependent Schrödinger equations can be written down with explicitly shown all $n$ coupled terms inside $\psi$ and $\hat{\mathbf{H}}(t)$ :

$$
i \hbar \frac{\partial}{\partial t}\left(\begin{array}{c}
\psi_{1}  \tag{2.2}\\
\psi_{2} \\
\vdots \\
\psi_{n}
\end{array}\right)=\left[\begin{array}{cccc}
\hat{\mathbf{H}}_{1}(t) & \hat{\mathbf{V}}_{1,2}(t) & \ldots & \hat{\mathbf{V}}_{1, n}(t) \\
\hat{\mathbf{V}}_{2,1}(t) & \hat{\mathbf{H}}_{2}(t) & \ldots & \hat{\mathbf{V}}_{2, n}(t) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{\mathbf{V}}_{n, 1}(t) & \hat{\mathbf{V}}_{n, 2}(t) & \ldots & \hat{\mathbf{H}}_{n}(t)
\end{array}\right]\left(\begin{array}{c}
\psi_{1} \\
\psi_{2} \\
\vdots \\
\psi_{n}
\end{array}\right)
$$

Each $\psi_{n}$ corresponds to a particular wavefunction at $n$-th electronic potential, while $\hat{\mathbf{V}}_{j, k}$ correspond to the coupling elements between the corresponding levels and $\hat{\mathbf{H}}_{i}(t)$ is the Hamiltonian at given level. The solution to such system provides us with understanding of fundamental quantum processes. For almost all of these processes closed form solutions do not exist. Instead of these the numerical algorithms are being developed to simulate the quantum processes from first principles. These algorithms come in two flavours: for the time-independent Hamiltonian $\hat{\mathbf{H}}$ and for the time-dependent Hamiltonian $\hat{\mathbf{H}}(t)$.

Hence, this chapter is divided into two main parts. The first part deals with the simpler time-independent Hamiltonian [63]. As noted in comparison [64] this method outperforms all other methods with time-independent Hamiltonian. Indeed thanks to high accuracy this method is commonly used in benchmarks to provide a reference solution. The second part describes a more general algorithm for various classes of problems including time-dependent Hamiltonian, nonlinear problems, non-hermitian problems and problems with an inhomogeneous source term [41]. As mentioned earlier the novelty is both the C++ implementation of these two algorithms as well as the addition to these algorithms the ability to calculate multiple coupled electronic levels.

The main advantage of presented algorithms is the ability to significantly reduce the numerical error in time propagation up to the level of the Unit in the Last Place (ULP)
error ${ }^{7}$ of the floating point numerical representation (see Sections 2.3 and 3.5, compare also with [65]). This is made possible by:
(a) Using an exponentially converging series in the expansion of the evolution operator in the case of $\hat{\mathbf{H}}$.
(b) Iteratively applying the Duhamel's principle until required convergence criterion is met for $\hat{\mathbf{H}}(t)$. In this case the error tolerance can also be used to control the calculation speed.
This ability to produce results with error in the range of the numerical ULP error ${ }^{7}$ of used precision, together with high precision types long double (18 decimal places) and float128 ( 33 decimal places) and a fast C++ implementation means that the code presented in this work can be used to obtain reference results in many difficult simulation cases.

### 2.1 TDSE with the time-independent Hamiltonian

The goal of this section is to numerically solve the time-dependent Schrödinger equation:

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\hat{\mathbf{H}} \psi \tag{2.3}
\end{equation*}
$$

assuming a time-independent Hamiltonian $\hat{\mathbf{H}} \neq \hat{\mathbf{H}}(t)$, e.g. meaning that the potential cannot change with time, and with some given initial state $\psi_{0}\left(t=t_{0}\right)$ of the system. In that case the solution, to propagate $\psi$ from time $t$ to time $t+\Delta t$, can be obtained via the evolution operator:

$$
\begin{equation*}
\psi(\vec{r}, t+\Delta t)=\hat{\mathbf{U}}(\Delta t) \psi(\vec{r}, t) \tag{2.4}
\end{equation*}
$$

where $\hat{\mathbf{U}}(\Delta t)=e^{-\frac{i \mathbf{A} \Delta t}{\hbar}}$ is the evolution operator. To do this, first I will give introduction about numerical precision. Then I will expand $e^{-i x}$ in terms of Chebyshev polynomials (see Appendix A) and finally in I will expand the evolution operator in the Chebyshev basis.

### 2.1.1 Computer subset of rational numbers $\widetilde{\mathbb{Q}}$

To apply numerically the evolution operator Eq. 2.4 a finite-precision computer will be used. The floating point computer representation of a number uses $N$ significant bits, $P$ exponent bits and 1 bit to store the sign (see Tab. 2.1). For example the 64-bit rational number used in computers called double is constructed from bits $b_{0} \ldots b_{63} \in\{0,1\}$. It is a subset $\widetilde{\mathbb{Q}}$ of rational numbers $\mathbb{Q}$ given by ${ }^{8}$ :

$$
\begin{align*}
\mathbb{Q} \supset \widetilde{\mathbb{Q}} & =\left\{x \mid x=-1^{s}\left(1+\sum_{n=1}^{52} b_{(52-n)} 2^{-n}\right) 2^{p-1023}\right\}  \tag{2.5}\\
p & =\sum_{m=0}^{10} b_{(52+m)} 2^{m},
\end{align*}
$$

[^4]Table 2.1: List of high-precision types.

|  | Total <br> bits | Decimal <br> places | Exponent <br> bits: $P$ | Significant <br> bits: $N$ | Notes |
| :--- | :--- | :--- | :--- | :--- | :--- |
| float | 32 | 6 | 8 | 24 | only for testing |
| double | 64 | 15 | 11 | 53 | hardware accelerated |
| long double ${ }^{\dagger}$ | 80 | 18 | $15^{\ddagger}$ | 64 | hardware accelerated |
| float128§ | 128 | 33 | 15 | 113 | may be h/w accelerated |
| mpfr $^{\S \sharp}$ | $N$ | $N \log _{10}(2)$ | - | - | MPFR library |
| cpp_bin_float $^{\S \sharp}$ | $N$ | $N \log _{10}(2)$ | - | - | no MPFR dep., slower |

$\dagger$ The specifics of long double depend on the particular compiler and hardware; the values in this table
correspond to the most common x86 platform and the $\mathrm{g}^{++}$compiler.
$\ddagger$ All types use 1 bit to store the sign and all types except long double have an implicit first bit=1, hence
here the sum $15+64 \neq 80$.
§ The complete C++ type names for the Boost high-precision types are as follows:
boost: : multiprecision: :float128, boost : :multiprecision: :mpfr_float_backend and
boost: :multiprecision: :cpp_bin_float.
$\#$ Arbitrary precision support is currently a work in progress with only the FFT implementation missing (used
by the kinetic energy operator), see footnote ${ }^{6}$ on page 3 and Section 3.5 .
The cpp_bin_float is native to C++ Boost library thus can be easily used (no MPFR dependence), but it is
slower.
where the sign $s=b_{63}$. In decimal representation there are $53 \log _{10}(2) \approx 15.955$ significant decimal digits, the numbers possible within the representation range from $10^{-308}$ to $10^{308}$.

In general any floating point precision type is constructed in a similar manner replacing 52 and 1023 in Eq. 2.5 with $N-1$ and $2^{P-1}-1$ respectively using the values in Tab. 2.1:

$$
\begin{align*}
\mathbb{Q} \supset \widetilde{\mathbb{Q}} & =\left\{x \mid x=-1^{s}\left(1+\sum_{n=1}^{N-1} b_{(N-n-1)} 2^{-n}\right) 2^{p-\left(2^{P-1}-1\right)}\right\}  \tag{2.6}\\
p & =\sum_{m=0}^{P-1} b_{(N+m-1)} 2^{m}
\end{align*}
$$

Some values of $p$ are reserved by the standard floating point implementation (called „IEEE 754 Standard" [66]) to mark $\infty$ or $-\infty$ or „Not a Number", but those details will be skipped here.

The density of numbers representable by Eq. 2.6 in the real numbers $\mathbb{R}$ varies with distance from 0 , for example between $2^{52}$ and $2^{53}$ the representable numbers are exactly the integer numbers only, for the next range $\left[2^{53}, 2^{54}\right]$ only every second (even) integers are representable. One should take note that a simple operation of adding 1 to a floating point number may not change this number at all! This is due to the target number being impossible to express in this representation. This is the main reason for frequent surprises when doing numerical computations. The most typical example is that it is not possible to represent the number $\frac{1}{10}$ in this representation. In C++ a simple number 0.1 is interpreted by compiler as being of type double, so when it is assigned to float128 it results in a number 0.100000000000000005551115123125783 with 33 decimal places $^{9}$. Similar type of error

[^5](successive multiplication by 0.1 with an accumulating error) was the cause for a Patriot missile failure on 25 February 1991, which resulted in several fatalities [67]. Doing computation in high precision is of prime importance since if more bits were used to represent a number, the explosion of an Ariane 5 rocket launched by the European Space Agency on 4 June 1996 could have been prevented $[68,69,70,71]$ as it was a result of an inappropriate conversion from a 64 bit floating point number into a 16 bit signed integer. Indeed, the 64 bit floating point number was too big to be represented as a 16 bit signed integer. See [65] for a detailed discussion about how to deal with this kind of problems. Another example are chaotic systems, e.g. a triple pendulum behaves differently depending on precision used in the calculation [28].

A more detailed exposition of high precision and quantum dynamics computations is presented in Sections 2.3 and 3.5. We will now return to the time propagation of the timeindependent Hamiltonian having in mind the discretization restrictions described here.

### 2.1.2 Expansion of $e^{-i x}$ using the Chebyshev polynomials basis

Before expressing the evolution operator in terms of the Chebyshev polynomials we will focus our attention on $e^{-i x}$. Thanks to the spectral theorem the results from this section will be applicable to $e^{-\frac{i \hat{H} \Delta t}{\hbar}}$. We start with the fact that $e^{-i x}$ can be expanded in an orthogonal polynomial basis:

$$
\begin{equation*}
e^{-i x}=\sum_{k=0}^{\infty} a_{k} T_{k}(x) \tag{2.7}
\end{equation*}
$$

where Chebyshev polynomials $T_{k}$ (see Appendix A) form an orthogonal basis only in the range $x \in[-1,1]$. With that in mind, first we will find the $a_{k}$ coefficients in this range, then we will extend this range to $x \in\left[x_{\min }, x_{\max }\right]$. Integrating both sides of Eq. 2.7 by applying the following $\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) \bullet}{\sqrt{1-x^{2}}} d x$, and putting each side into the $\bullet$ we obtain:

$$
\begin{equation*}
\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) e^{-i x}}{\sqrt{1-x^{2}}} d x=\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) \sum_{k^{\prime}=0}^{\infty} a_{k^{\prime}} T_{k^{\prime}}(x)}{\sqrt{1-x^{2}}} d x \tag{2.8}
\end{equation*}
$$

By linearity of the integral and orthogonality of Chebyshev polynomials and noting that each $a_{k}$ is a constant, the term $\sum_{k^{\prime}=0}^{\infty} a_{k^{\prime}}$ can be moved outside of the integral, so the right side becomes simply the $a_{k}$ term like this:

$$
\begin{equation*}
\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) \sum_{k^{\prime}=0}^{\infty} a_{k^{\prime}} T_{k^{\prime}}(x)}{\sqrt{1-x^{2}}} d x=\sum_{k^{\prime}=0}^{\infty} a_{k^{\prime}}\left(\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) T_{k^{\prime}}(x)}{\sqrt{1-x^{2}}} d x\right)=\sum_{k^{\prime}=0}^{\infty} a_{k^{\prime}} \delta_{k, k^{\prime}}=a_{k} . \tag{2.9}
\end{equation*}
$$

The left hand side, by identity given in Eq. A. 5 with $R=-1$ becomes:

$$
\begin{equation*}
\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) e^{i x R}}{\sqrt{1-x^{2}}} d x=\left(2-\delta_{k, 0}\right) i^{k} J_{k}(R), \tag{2.10}
\end{equation*}
$$

where $J_{k}(R)$ is the Bessel function. Hence the full expansion of $e^{-i x}$ for $x \in[-1,1]$ is:

$$
\begin{align*}
& e^{-i x}=\sum_{k=0}^{\infty} a_{k} T_{k}(x)  \tag{2.11}\\
& a_{k}=\left(2-\delta_{k, 0}\right) i^{k} J_{k}(-1) .
\end{align*}
$$

Doing the same for $x \in\left[x_{\min }, x_{\text {max }}\right]$ adds only one additional requirement that the argument of $T_{k}(\omega)$ lies in the range $\omega \in[-1,1]$, which can be achieved by linearly scaling the argument $x$ :

$$
\begin{equation*}
\omega=2 \frac{x-x_{\min }}{x_{\max }-x_{\min }}-1, \quad \text { for } \quad x \in\left[x_{\min }, x_{\max }\right] . \tag{2.12}
\end{equation*}
$$

The goal is to find the expansion coefficients $a_{k}$ for $e^{-i x}$ while assuming $x \in\left[x_{\min }, x_{\max }\right]$ :

$$
\begin{equation*}
e^{-i x}=\sum_{k=0}^{\infty} a_{k} T_{k}\left(2 \frac{x-x_{\min }}{x_{\max }-x_{\min }}-1\right) . \tag{2.13}
\end{equation*}
$$

Let us rewrite this expression using $\omega$. For this we solve Eq. 2.12 for x with respect to $\omega$ :

$$
\begin{equation*}
x=\frac{(\omega+1)\left(x_{\max }-x_{\min }\right)}{2}+x_{\min }=\left(\frac{x_{\max }-x_{\min }}{2}\right) \omega+\left(\frac{x_{\max }-x_{\min }}{2}\right)+x_{\min } \tag{2.14}
\end{equation*}
$$

to simplify further calculations let us introduce the following definitions:

$$
\begin{align*}
& R \stackrel{\text { def }}{=} \frac{x_{\max }-x_{\text {min }}}{2}  \tag{2.15}\\
& G \stackrel{\text { def }}{=} x_{\text {min }},
\end{align*}
$$

so that now we can rewrite Eq. 2.14:

$$
\begin{equation*}
x=\omega R+R+G \tag{2.16}
\end{equation*}
$$

and express Eq. 2.13 using $\omega$ as the argument:

$$
\begin{equation*}
e^{-i(\omega R+R+G)}=\sum_{k=0}^{\infty} a_{k} T_{k}(\omega) \tag{2.17}
\end{equation*}
$$

Redoing the calculations in Eq. 2.9 we arrive at solution similar to Eq. 2.11 with an extra $e^{-i(R+G)}$ term in the $a_{k}$ coefficient:

$$
\begin{equation*}
a_{k}=e^{-i(R+G)}\left(2-\delta_{k, 0}\right) i^{k} J_{k}(-R) \tag{2.18}
\end{equation*}
$$

Next, to write Eq. 2.17 in terms of $x$, first we need to note the following relation from Eq. 2.12:

$$
\begin{equation*}
\omega=2 \frac{x-x_{\min }}{x_{\max }-x_{\min }}-1=\frac{x-G}{R}-1=\frac{x}{R}-\left(1+\frac{G}{R}\right) \tag{2.19}
\end{equation*}
$$

and finally $e^{-i x}$ in terms of $x \in\left[x_{\min }, x_{\max }\right]$ can be written as:

$$
\begin{align*}
& e^{-i x}=\sum_{k=0}^{\infty} a_{k} T_{k}\left(\frac{x}{R}-\left(1+\frac{G}{R}\right)\right) \\
& a_{k}=e^{-i(R+G)}\left(2-\delta_{k, 0}\right) i^{k} J_{k}(-R)  \tag{2.20}\\
& R=\frac{x_{\max }-x_{\text {min }}}{2} \\
& G=x_{\text {min }}
\end{align*}
$$

This is the important result from this section and soon we will apply it to the evolution operator. But first let us observe that the Bessel function $J_{k}(-R)$ has a very useful property of exponential decay like $e^{-k}$ for $k>|R|$ as shown in Figure 2.1. This means that for numerical purposes only finite number of $J_{k}$ terms above $k>R$ in the series will be necessary to achieve desired finite numerical precision, because all higher terms will be below computer numerical precision (see Section 2.1.1).

Figure 2.2 shows the approximation of $e^{-i x}$ for $x \in[-10,50]$ (which means that $R=30$ and $G=-10$ ) using only 30 elements in the series. The approximation error is apparent. However when we increase the number of terms in the series to 60 as in Figure 2.3 the error is significantly smaller, which is shown in Figure 2.4. Using even more elements in the series causes the error to decrease exponentially and quickly satisfy the ULP numerical precision limit of the floating point numbers used. This is the main reason why this method is often used for producing reference solutions [64].


Figure 2.1: Values of Bessel functions $J_{k}(R)$ for $R=40$ (left) and $R=-40$ (right) as a function of natural number $k \in \mathbb{N}$. The exponential decay for $J_{k}(-40)$ is less apparent because $J_{k}(-x)=$ $(-1)^{k} J_{k}(x)$ (see [72] page 361, Eq.9.1.35).


Figure 2.2: Comparison between real parts of $e^{-i x}$ (blue line) and $\sum_{k=0}^{30} a_{k} T_{k}\left(\frac{x}{30}-\left(1+\frac{(-10)}{30}\right)\right)$ (orange line), in the range $x_{\min }=-10$ and $x_{\max }=50$. The approximation error is noticeable, outside this range the approximation loses its validity.


Figure 2.3: The same comparison, but using 60 elements in the series: $e^{-i x}$ (blue line), $e^{-i x} \approx \sum_{k=0}^{60} a_{k} T_{k}\left(\frac{x}{30}-\left(1+\frac{(-10)}{30}\right)\right)$ (orange line).


Figure 2.4: Approximation error in the range $x \in[-10,50]$ calculated as
$e^{-i x}-\sum_{k=0}^{60} a_{k} T_{k}\left(\frac{x}{30}-\left(1+\frac{(-10)}{30}\right)\right)$, real (blue line) and imaginary parts (orange line) are plotted separately.

### 2.1.3 The evolution operator in the Chebyshev basis

The $x_{\text {min }}$ and $x_{\text {max }}$ from the previous section correspond to the spectral energy range $E_{\text {min }}$ and $E_{\max }$ of the Hamiltonian. We need to numerically approximate this energy range, despite the fact that the kinetic energy operator is not bounded (see numerical approximation of $\nabla^{2}$ with Fast Fourier Transform (FFT) in Appendix B). Let us assume Hamiltonian of the form:

$$
\begin{equation*}
\hat{\mathbf{H}}=\frac{-\hbar^{2}}{2 m} \nabla^{2}+V(\vec{r}) . \tag{2.21}
\end{equation*}
$$

To approximate the operation $\hat{\mathbf{U}}(\Delta t) \psi(\vec{r}, t)$ the initial wavefunction $\widetilde{\psi}_{0}\left(x, t=t_{0}\right)$ is discretized on a grid:

$$
\begin{equation*}
\widetilde{\psi}_{0}\left(x_{\text {min }}+n \Delta x, t=t_{0}\right) \stackrel{\text { def }}{=} \psi_{0}\left(x_{\min }+n \Delta x, t=t_{0}\right), \text { for } n \in[0, N) \subset \mathbb{N}_{0}, \tag{2.22}
\end{equation*}
$$

where $\Delta x$ is the grid step and $N$ is the number of points. The approximated $\widetilde{\psi}_{0}\left(x, t=t_{0}\right)$ covers the wavefunction in the range from $x_{\min }$ to $x_{\max }=x_{\min }+(N-1) \Delta x$. It equals the $\psi_{0}\left(x, t=t_{0}\right)$ at the grid points, and everywhere else is undefined. Figure 2.5 shows an example wavefunction and its approximation. Similarly the one dimensional potential $V(x)$ will be approximated numerically by $\widetilde{V}(x)$ :

$$
\begin{equation*}
\widetilde{V}\left(x_{\text {min }}+n \Delta x\right) \stackrel{\text { def }}{=} V\left(x_{\text {min }}+n \Delta x\right), \text { for } n \in[0, N) \subset \mathbb{N}_{0} . \tag{2.23}
\end{equation*}
$$

It is useful to select $x_{\min }$ and $\Delta x$ such that the grid points avoid singularities in the potential. I have obtained roughly $10 \times$ larger numerical errors in calculations when the Coulomb singularity was lying on the grid point, regardless of how „big" was the floating point number in there (it had to be finite). Put differently, having singularities placed between the grid points reduces the errors tenfold. Thus the discretized potential always lies within the energy range $\widetilde{V}(x) \in\left[\widetilde{V}_{\text {min }}, \widetilde{V}_{\text {max }}\right]$. Figure 2.6 shows an example numerical approximation of Coulomb potential, with singularity placed between the grid points.

In approximation of the momentum operator $-i \hbar \nabla$ we note, that there exists a maximum momentum representable on a grid, based directly on the shortest possible wavelength $\lambda_{\text {min }}=2 \Delta x$ (see Figure 2.7), and $k_{\max }=\frac{2 \pi}{\lambda_{\text {min }}}$. Hence maximum momentum:

$$
\begin{equation*}
\widetilde{p}_{\max }=\hbar k_{\max }=\hbar \frac{2 \pi}{\lambda_{\min }}=\frac{\hbar \pi}{\Delta x}, \tag{2.24}
\end{equation*}
$$

puts a limit on maximum numerically representable kinetic energy:

$$
\begin{equation*}
\widetilde{T}_{\max }=\frac{p_{\max }^{2}}{2 m}=\frac{\hbar^{2} \pi^{2}}{2 m \Delta x^{2}} \tag{2.25}
\end{equation*}
$$

With these numerical limitations in place we can pinpoint the spectral energy range of the numerically approximated Hamiltonian $\widetilde{\mathbf{H}}$ :

$$
\begin{equation*}
\widetilde{E} \in \sigma(\widetilde{\mathbf{H}}) \stackrel{\text { def }}{=} \widetilde{\mathbb{Q}} \cap\left[\widetilde{V}_{\text {min }}, \widetilde{V}_{m a x}+\widetilde{T}_{m a x}\right] \tag{2.26}
\end{equation*}
$$

where $\sigma(\widetilde{\mathbf{H}})$ denotes the spectrum of $\widetilde{\mathbf{H}}, \widetilde{\mathbb{Q}}$ is the subset of rational numbers used by computer (Section 2.1.1) and $\widetilde{V}_{\text {min }}, \widetilde{V}_{\max }, \widetilde{T}_{\text {max }}$ are given in the preceding paragraph. Next, we split the Hamiltonian into discrete part which can be handled by the computer, and the unbounded continuum part:

$$
\begin{equation*}
\hat{\mathbf{H}}=(\widetilde{\mathbf{H}})_{\sigma(\widetilde{\mathbf{H}})}+(\hat{\mathbf{H}})_{\sigma(\hat{\mathbf{H}}) \backslash \sigma(\widetilde{\mathbf{H}})}, \tag{2.27}
\end{equation*}
$$



Figure 2.5: Example wavefunction $\psi_{0}\left(x, t=t_{0}\right)$, the harmonic oscillator eigenfunction at $10^{\text {th }}$ excitation level (real part is plotted, imaginary part is zero) compared with its discretization $\widetilde{\psi}_{0}\left(x, t=t_{0}\right)$.


Figure 2.6: Example Coulomb potential $V(x)=-\frac{Z e^{2}}{4 \pi \varepsilon_{0} r}$ compared with its discretization $\widetilde{V}(x)$.


Figure 2.7: The shortest wavelength possible $\lambda_{\min }=2 \Delta x$ on a grid with spacing $\Delta x=1$.
where the subscript $\sigma(\bullet)$ denotes the spectrum range of each operator. The numerical approximation of TDSE will have following form:

$$
\begin{equation*}
i \hbar \frac{\partial \widetilde{\psi}}{\partial t}=\widetilde{\mathbf{H}} \widetilde{\psi} \tag{2.28}
\end{equation*}
$$

the other part involving $(\hat{\mathbf{H}})_{\sigma(\hat{\mathbf{H}}) \backslash \sigma(\widetilde{\mathbf{H}})}$ cannot be solved numerically. The numerically approximated Hamiltonian has the form:

$$
\begin{equation*}
\widetilde{\mathbf{H}}=\frac{-\hbar^{2}}{2 m} \widetilde{\nabla}^{2}+\widetilde{V}(\vec{r}) \tag{2.29}
\end{equation*}
$$

The solution in one dimensional case is represented by the numerical approximation of the evolution operator:

$$
\begin{equation*}
\widetilde{\psi}(x, t+\Delta t)=e^{-\frac{i \widetilde{\mathbf{H}} \Delta t}{\hbar}} \widetilde{\psi}(x, t)=\widetilde{\mathbf{U}}(\Delta t) \widetilde{\psi}(x, t) \tag{2.30}
\end{equation*}
$$

Similarly as in section 2.1.2 (on page 8) we will express $\widetilde{\mathbf{H}}$ in Chebyshev basis by introducing the normalized numerical Hamiltonian $\widetilde{\mathbf{H}}_{\text {norm }}{ }^{10}$ :

$$
\begin{align*}
& \widetilde{\mathbf{H}}_{\text {norm }}=2 \frac{\widetilde{\mathbf{H}}-\widetilde{E}_{\text {min }}}{\widetilde{E}_{\max }-\widetilde{E}_{\text {min }}}-1=\frac{\widetilde{\mathbf{H}} \Delta t}{\hbar R}-\left(1+\frac{G}{R}\right)  \tag{2.31}\\
& \frac{\widetilde{\mathbf{H}} \Delta t}{\hbar}=R \widetilde{\mathbf{H}}_{\text {norm }}+R+G
\end{align*}
$$

with following definitions for $R$ and $G$ :

$$
\begin{align*}
& R \stackrel{\text { def }}{=} \frac{\Delta t}{2 \hbar}\left(\widetilde{E}_{\text {max }}-\widetilde{E}_{\text {min }}\right)  \tag{2.32}\\
& G \stackrel{\text { def }}{=} \frac{\Delta t}{\hbar} \widetilde{E}_{\text {min }},
\end{align*}
$$

and the current goal is to find the $a_{k}$ coefficients in the following equation, expressed either in terms of $\widetilde{\mathbf{H}}$ :

$$
\begin{equation*}
e^{\frac{-i \widetilde{\mathbf{H}} \Delta t}{\hbar}}=\sum_{k=0}^{\infty} a_{k} T_{k}\left(\frac{\Delta t \widetilde{\mathbf{H}}}{\hbar R}-\left(1+\frac{G}{R}\right)\right) \tag{2.33}
\end{equation*}
$$

or in terms of $\widetilde{\mathbf{H}}_{\text {norm }}$ (please note that $a_{k}$ coefficients have the same value in both equations):

$$
\begin{equation*}
e^{-i\left(R \widetilde{\mathbf{H}}_{\text {norm }}+R+G\right)}=\sum_{k=0}^{\infty} a_{k} T_{k}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right) \tag{2.34}
\end{equation*}
$$

Proceeding in the same manner as before (on page 8) we find that:

$$
\begin{equation*}
e^{-i(R+G)}\left(\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(\lambda) e^{-i R \lambda}}{\sqrt{1-\lambda^{2}}} d \lambda\right)=\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(\lambda) \sum_{k^{\prime}=0}^{\infty} a_{k^{\prime}} T_{k^{\prime}}(\lambda)}{\sqrt{1-\lambda^{2}}} d \lambda \tag{2.35}
\end{equation*}
$$

[^6]Putting everything together the numerical approximation of the evolution operator in the Chebyshev basis has the following form:

$$
\begin{align*}
& e^{\frac{-i \widetilde{\mathbf{H}} \Delta t}{\hbar}}=\sum_{k=0}^{\infty} a_{k} T_{k}\left(\frac{\Delta t \widetilde{\mathbf{H}}}{\hbar R}-\left(1+\frac{G}{R}\right)\right) \\
& a_{k}=e^{-i(R+G)}\left(2-\delta_{k, 0}\right) i^{k} J_{k}(-R) \\
& R=\frac{\Delta t}{2 \hbar}\left(\widetilde{E}_{\text {max }}-\widetilde{E}_{\text {min }}\right)  \tag{2.36}\\
& G=\frac{\Delta t}{\hbar} \widetilde{E}_{\text {min }} .
\end{align*}
$$

Now it is possible to find the numerical approximation of the wavefunction in the next timestep:

$$
\widetilde{\psi}(x, t+\Delta t)=e^{-\frac{i \widetilde{\mathbf{H}} \Delta t}{\hbar}} \widetilde{\boldsymbol{\psi}}(x, t)
$$

This is done by applying the Chebyshev recurrence relation given in Eq. A. 2 which says that:

$$
\left\{\begin{array}{l}
T_{0}\left(\widetilde{\mathbf{H}}_{n o r m}\right)=1  \tag{2.37}\\
T_{1}\left(\widetilde{\mathbf{H}}_{n o r m}\right)=\widetilde{\mathbf{H}}_{n o r m} \\
T_{k}\left(\widetilde{\mathbf{H}}_{n o r m}\right)=2 \widetilde{\mathbf{H}}_{n o r m} T_{k-1}\left(\widetilde{\mathbf{H}}_{n o r m}\right)-T_{k-2}\left(\widetilde{\mathbf{H}}_{n o r m}\right)
\end{array}\right.
$$

We can calculate the next element in the series by using the two previous elements of the series, after the Hamiltonian of each previous element of the series has acted on the wavefunction:

$$
\begin{align*}
\widetilde{\psi}(\vec{r}, t+\Delta t) & =\sum_{k=0}^{\infty} a_{k} T_{k}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right) \widetilde{\psi}(\vec{r}, t) \\
& =a_{0} T_{0}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right) \widetilde{\boldsymbol{\psi}}(\vec{r}, t)+a_{1} T_{1}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right) \widetilde{\boldsymbol{\psi}}(\vec{r}, t)+a_{2} T_{2}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right) \widetilde{\boldsymbol{\psi}}(\vec{r}, t)+\ldots \\
& =a_{0} \underbrace{1 \widetilde{\boldsymbol{\psi}}(\vec{r}, t)}_{=T_{0} \widetilde{\psi}(\vec{r}, t)}+a_{1} \underbrace{\widetilde{\mathbf{H}}_{\text {orm }} \widetilde{\psi}(\vec{r}, t)}_{=T_{1} \widetilde{\boldsymbol{H}}(\vec{r}, t)}+a_{2} \underbrace{\left(2 \widetilde{\mathbf{H}}_{\text {norm }} T_{1} \widetilde{\psi}(\vec{r}, t)-T_{0} \widetilde{\psi}(\vec{r}, t)\right)}_{=T_{2} \widetilde{\boldsymbol{\psi}}(\vec{r}, t)}+\ldots \tag{2.38}
\end{align*}
$$

or more explicitly, without using $\widetilde{\mathbf{H}}_{\text {norm }}$ :

$$
\begin{align*}
\widetilde{\psi}(\vec{r}, t+\Delta t) & =a_{0} \underbrace{1 \widetilde{\psi}(\vec{r}, t)}_{=T_{0} \widetilde{\psi}(\vec{r}, t)} \\
& +a_{1} \underbrace{\left(\frac{\Delta t}{\hbar R} \widetilde{\mathbf{H}} \widetilde{\psi}(\vec{r}, t)-\left(1+\frac{G}{R}\right) \widetilde{\psi}(\vec{r}, t)\right)}_{=T_{1} \widetilde{\psi}(\vec{r}, t)}  \tag{2.39}\\
& +a_{2} \underbrace{\left(2\left(\frac{\Delta t}{\hbar R} \widetilde{\mathbf{H}} T_{1} \widetilde{\psi}(\vec{r}, t)-\left(1+\frac{G}{R}\right) T_{1} \widetilde{\psi}(\vec{r}, t)\right)-T_{0} \widetilde{\psi}(\vec{r}, t)\right)}_{=T_{2} \widetilde{\psi}(\vec{r}, t)}+\ldots
\end{align*}
$$

In above formula the application of momentum operator on $\widetilde{\psi}$ is calculated as described in Appendix B. Only two previous elements of the series have to be kept in computer memory: $T_{k-1} \psi(\vec{r}, t)$ and $T_{k-2} \psi(\vec{r}, t)$, which helps significantly for larger systems. The coefficient $e^{-i(R+G)}$ from $a_{k}$ is put outside the series and multiplication by it is performed only once.

### 2.1.4 A note on accuracy, grid size $\Delta x$ and momentum operator cutoff

As mentioned in section 2.1.2 the Bessel function $J_{k}(-R)$ decreases exponentially like $e^{-k}$ for $k>|R|$ (see Figure 2.1), but here the value of $R$ directly depends on timestep $\Delta t$. This means that timestep can be arbitrarily large and still the error in the solution can be arbitrarily small, provided enough components of the series are calculated, so that the magnitude of $a_{k}$ is smaller than numerical precision $\widetilde{\mathbb{Q}}$. This is computationally very efficient thanks to this property of Bessel function $J_{k}(R)$. Time propagation methods which can have arbitrarily large $\Delta t$ are called global methods. This eliminates only the numerical error in $\widetilde{\mathbf{U}}$, but it cannot eliminate the error introduced by replacing $\hat{\mathbf{U}}$ with $\widetilde{\mathbf{U}}$. It is the task of the user of this method to pick appropriate energy cutoff $\widetilde{E}_{\max }$ and $\widetilde{E}_{\text {min }}$, so that the effects of neglecting part of the energy spectrum have negligible effect on results. The most important part of this energy cutoff is estimating grid step $\Delta x$ which directly influences maximum representable kinetic energy $\widetilde{T}_{\text {max }}$. Kosloff [73] suggests some estimates based on virial theorem: $T_{\max }=\frac{n}{2} V_{\max }$ where $n$ is the power in which spatial coordinate appears in potential description. So for example for harmonic oscillator the grid size should be:

$$
\begin{equation*}
\Delta x \leq \sqrt{\frac{h}{m \omega N}} \tag{2.40}
\end{equation*}
$$

and in Coulomb potential it should be:

$$
\begin{equation*}
\Delta x \leq \frac{\pi h \varepsilon_{0}}{2 m q_{1} q_{2}} \tag{2.41}
\end{equation*}
$$

These considerations will become unnecessary in the Section 2.2.6. The estimations of the spectral range of the operator will be not needed by the Arnoldi algorithm used in the time-dependent Hamiltonian.

### 2.1.5 Time evolution for coupled electronic states

Let us now focus on numerical approximation of TDSE with a Hamiltonian for several coupled electronic states.

$$
i \hbar \frac{\partial}{\partial t}\left(\begin{array}{c}
\psi_{1}  \tag{2.42}\\
\psi_{2} \\
\vdots \\
\psi_{n}
\end{array}\right)=\left[\begin{array}{cccc}
\widetilde{\mathbf{H}}_{1} & \widetilde{\mathbf{V}}_{1,2} & \ldots & \widetilde{\mathbf{V}}_{1, n} \\
\widetilde{\mathbf{V}}_{2,1} & \widetilde{\mathbf{H}}_{2} & \ldots & \widetilde{\mathbf{V}}_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{V}}_{n, 1} & \widetilde{\mathbf{V}}_{n, 2} & \ldots & \widetilde{\mathbf{H}}_{n}
\end{array}\right]\left(\begin{array}{c}
\psi_{1} \\
\psi_{2} \\
\vdots \\
\psi_{n}
\end{array}\right)
$$

The evolution operator is very similar to Eq. 2.33:

$$
e^{\left(\frac{-i \Delta t}{\hbar}\left[\begin{array}{cccc}
\widetilde{\mathbf{H}}_{1} & \widetilde{\mathbf{V}}_{1,2} & \ldots & \widetilde{\mathbf{V}}_{1, n}  \tag{2.43}\\
\widetilde{\mathbf{V}}_{2,1} & \widetilde{\mathbf{H}}_{2} & \ldots & \widetilde{\mathbf{V}}_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{V}}_{n, 1} & \widetilde{\mathbf{V}}_{n, 2} & \ldots & \widetilde{\mathbf{H}}_{n}
\end{array}\right]\right)}=\sum_{k=0}^{\infty} a_{k} T_{k}\left(\frac{\Delta t}{\hbar R}\left[\begin{array}{cccc}
\widetilde{\mathbf{H}}_{1} & \widetilde{\mathbf{V}}_{1,2} & \ldots & \widetilde{\mathbf{V}}_{1, n} \\
\widetilde{\mathbf{V}}_{2,1} & \widetilde{\mathbf{H}}_{2} & \ldots & \widetilde{\mathbf{V}}_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{V}}_{n, 1} & \widetilde{\mathbf{V}}_{n, 2} & \ldots & \widetilde{\mathbf{H}}_{n}
\end{array}\right]-\left(1+\frac{G}{R}\right)\right)
$$

Then a direct application of Eq. 2.39 yields:

$$
\begin{aligned}
& +a_{1} \underbrace{\left(\frac{\Delta t}{\hbar R}\left[\begin{array}{cccc}
\widetilde{\mathbf{H}}_{1} & \widetilde{\mathbf{V}}_{1,2} & \ldots & \widetilde{\mathbf{V}}_{1, n} \\
\widetilde{\mathbf{V}}_{2,1} & \widetilde{\mathbf{H}}_{2} & \ldots & \widetilde{\mathbf{V}}_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{V}}_{n, 1} & \widetilde{\mathbf{V}}_{n, 2} & \ldots & \widetilde{\mathbf{H}}_{n}
\end{array}\right]\right.} \underbrace{\widetilde{\psi}(\vec{r}, t)_{1}} \begin{array}{c}
\widetilde{\boldsymbol{\psi}}(\vec{r}, t)_{2} \\
\vdots \\
\widetilde{\boldsymbol{\psi}}(\vec{r}, t)_{n}
\end{array})-\left(1+\frac{G}{R}\right) \underbrace{\widetilde{\psi}(\vec{r}, t)_{1}} \begin{array}{c}
\widetilde{\boldsymbol{\psi}}(\vec{r}, t)_{2} \\
\vdots \\
\widetilde{\boldsymbol{\psi}}(\vec{r}, t)_{n}
\end{array})) .
\end{aligned}
$$

$$
\begin{align*}
& +a_{2}(2(\frac{\Delta t}{\hbar R}\left[\begin{array}{cccc}
\widetilde{\mathbf{H}}_{1} & \widetilde{\mathbf{V}}_{1,2} & \ldots & \widetilde{\mathbf{V}}_{1, n} \\
\widetilde{\mathbf{V}}_{2,1} & \widetilde{\mathbf{H}}_{2} & \ldots & \widetilde{\mathbf{V}}_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{V}}_{n, 1} & \widetilde{\mathbf{V}}_{n, 2} & \ldots & \widetilde{\mathbf{H}}_{n}
\end{array}\right] \underbrace{\left.\left(\begin{array}{c}
T_{\widetilde{\psi} 1, n} \\
T_{\widetilde{\psi} 1,2} \\
\vdots \\
T_{\widetilde{\psi} 1, n}
\end{array}\right)-\left(1+\frac{G}{R}\right)\left(\begin{array}{c}
T_{\widetilde{\psi} 1,1} \\
T_{\widetilde{\psi} 1,2} \\
\vdots \\
T_{\widetilde{\psi} 1, n}
\end{array}\right)\right)-\left(\begin{array}{c}
T_{\widetilde{\psi} 0,1} \\
T_{\widetilde{\psi} 0,2} \\
\vdots \\
T_{\widetilde{\psi} 0,2}
\end{array}\right)} \\
& =T_{2} \widetilde{\boldsymbol{\psi}}(\vec{r}, t)^{\text {tob }}=\left(\begin{array}{c}
T_{\widetilde{\psi}, 1,} \\
T_{\tilde{\psi} 2,2} \\
\vdots \\
T_{\tilde{\psi} 2, n}
\end{array}\right) \\
& +\ldots \tag{2.44}
\end{align*}
$$

Each row can be called a separate channel, and the $j$-th channel satisfies:

$$
\begin{align*}
\widetilde{\psi}(\vec{r}, t+\Delta t)_{j} & =a_{0} \underbrace{1 \widetilde{\psi}(\vec{r}, t)_{j}}_{=T_{\widetilde{\psi}}, j} \\
& +a_{1} \underbrace{\left.\frac{\Delta t}{\hbar R}\left(\widetilde{\mathbf{H}}_{j} \widetilde{\psi}(\vec{r}, t)_{j}+\sum_{k \neq j} \widetilde{V}_{j k} \widetilde{\boldsymbol{\psi}}(\vec{r}, t)_{k}\right)-\left(1+\frac{G}{R}\right) \widetilde{\psi}(\vec{r}, t)_{j}\right)}_{=T_{\widetilde{\psi} 1, j}} \\
& +a_{2} \underbrace{\left(2\left(\frac{\Delta t}{\hbar R}\left(\widetilde{\mathbf{H}}_{j} T_{\widetilde{\psi} 1, j}+\sum_{k \neq j} \widetilde{V}_{j k} T_{\widetilde{\psi} 1, k}\right)-\left(1+\frac{G}{R}\right) T_{\widetilde{\psi} 1, j}\right)-T_{\widetilde{\psi} 0, j}\right)}_{=T_{\widetilde{\psi} 2, j}}+\ldots \tag{2.45}
\end{align*}
$$

Thus the calculations of several coupled electronic states can be performed with additional computation cost proportional to the number of these states.

### 2.1.6 Numerical damping using Chebyshev recurrence

The numerical damping follows the idea from [74, 75] by modifying the recursion relation of the Chebyshev polynomials to add a damping term $e^{-\gamma(R)}$. The new polynomials $Q_{k}$ use the following definition (cf. Eq. 3.1 in [75]), similar to Eq. 2.37:

$$
\left\{\begin{array}{l}
Q_{0}\left(\widetilde{\mathbf{H}}_{n o r m}\right)=1  \tag{2.46}\\
Q_{1}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right)=e^{-\gamma(R)} \widetilde{\mathbf{H}}_{\text {norm }} \\
Q_{k}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right)=e^{-\gamma(R)}\left(2 \widetilde{\mathbf{H}}_{\text {norm }} Q_{k-1}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right)-e^{-\gamma(R)} Q_{k-2}\left(\widetilde{\mathbf{H}}_{\text {norm }}\right)\right),
\end{array}\right.
$$

where the $R$ is the wavefunction coordinate in position representation and $e^{-\gamma(R)}$ is a soft rectangular function: equal to 1 on the inside of the grid and decaying exponentially to 0 at the grid boundaries. The position $R_{\max }$ at which the decaying starts is the so-called position at which the detectors are positioned. The remaining part of $R>R_{\max }$ is the damping band and similarly for $R<R_{\text {min }}$. The soft damping part $\gamma(R)$ is constructed using the following formula:

$$
\begin{gather*}
\gamma(R)=A\left(\frac{1}{1-\xi(R)}-1\right)  \tag{2.47}\\
\xi(R)= \begin{cases}\left(1-\frac{R}{R_{\min }}\right)^{2} \quad \text { for } \quad R \leq R_{\min } \\
\left(\frac{R-R_{\max }}{L-R_{\max }}\right)^{2} & \text { for } \quad R \geq R_{\max } \\
0 & \text { for } \quad R_{\min }<R<R_{\max }\end{cases} \tag{2.48}
\end{gather*}
$$

An example of such function is shown on Figure 2.8 using following parameters: $A=3$ and the band margins at $R_{\min }=20 a_{0}, R_{\max }=80 a_{0}$ using the total width $L=100 a_{0}$.


Figure 2.8: Example soft rectangular function used for damping.

### 2.2 TDSE with the time-dependent Hamiltonian

The time-dependent Hamiltonian is useful for ultrafast spectroscopy, high harmonic generation or coherent control problems. In some cases the Hamiltonian may become nonlinear depending explicitly on the state $\psi(t)$. Such case occurs in mean field approximation, in Gross-Pitaevskii approximation [76], time-dependent Hartree [46, 47, 48, 49] and timedependent DFT $[42,43,44,45]$. Another complication may arise when adding a source term to the Schrödinger equation, such as in scattering problems [77]. All these cases will be possible to calculate with the semi-global $[41,78]$ method described in this section.

The global scheme ${ }^{11}$ described in the previous section assumes the knowledge of the eigenvalue domain of the Hamiltonian (i.e. the $E_{\min }$ and $E_{\max }$ ). Usually such knowledge is missing, especially for time-dependent or non-Hermitian problems. To overcome this difficulty the method below is implemented with the Arnoldi approach. The main advantage of this approach is that the algorithm determines the energy range while constructing the Krylov space.

Several following sections summarize the detailed derivations presented in [41] and thus are not a novelty in this dissertation, however they are a crucial part to the final, novel, Section 2.2.7 where the method discussed here is extended to several coupled time-dependent Schrödinger equations (such as Eq. 2.2). This final extension and its novel high precision (up to 33 decimal digits) implementation in $\mathrm{C}++$ allows to simulate complex multi level diatomic molecular systems.

In other, less sophisticated, algorithms the method to overcome the Hamiltonian time dependence is to use a small timestep and assume constant Hamiltonian in the single step. This becomes equivalent to method being first order in time and there occurs a loss of precision which was gained by using a higher order method. More sophisticated methods such as Magnus expansion [79] or high order splitting [80] do not assume stationary Hamiltonian, but these methods are still local methods (they require relatively small $\Delta t$ ) with a limited radius of convergence.

The method presented in this section is a semi-global method, because it combines the elements of local propagation and global propagation methods [78]. A fully global timedependent method was also developed, but it turned out to be too expensive computationally [81]. The semi-global algorithm described in this section is efficient with respect to accuracy compared to numerical effort.

### 2.2.1 Establishing notation

The time-dependent Schrödinger equation Eq. 2.1 is rewritten in a discretized form similar to Eq. 2.28:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=-\frac{i}{\hbar} \widetilde{\mathbf{H}}(t) \overrightarrow{\widetilde{\psi}}(t) \tag{2.49}
\end{equation*}
$$

the time derivative of a discrete state vector $\overrightarrow{\widetilde{\psi}}$ of finite size ${ }^{12}$ is equal to a matrix (with

[^7]time dependence) operating on the same vector. Let us introduce a more general version of Eq. 2.49 by adding a source term $\overrightarrow{\widetilde{\mathbf{s}}}$ and by adding a dependence of $\widetilde{\mathbf{H}}$ on $\overrightarrow{\widetilde{\psi}}(t)$ :
\[

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=-\frac{i}{\hbar} \widetilde{\mathbf{H}}(\overrightarrow{\widetilde{\psi}}(t), t) \overrightarrow{\widetilde{\psi}}(t)+\overrightarrow{\overrightarrow{\mathbf{s}}}(t) \tag{2.50}
\end{equation*}
$$

\]

This is in fact a general set of ordinary differential equations (ODE). For convenience let us define:

$$
\begin{equation*}
\widetilde{\mathbf{G}}(\overrightarrow{\widetilde{\psi}}(t), t) \stackrel{\text { def }}{=}-\frac{i}{\hbar} \widetilde{\mathbf{H}}(\overrightarrow{\widetilde{\psi}}(t), t) \tag{2.51}
\end{equation*}
$$

by incorporating the imaginary unit and Planck's constant into $\widetilde{\mathbf{G}}(\overrightarrow{\widetilde{\psi}}(t), t)$. Thus we obtain the following set of ODEs to solve:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\tilde{\psi}}(t)}{\partial t}=\widetilde{\mathbf{G}}(\overrightarrow{\widetilde{\psi}}(t), t) \overrightarrow{\widetilde{\psi}}(t)+\overrightarrow{\widetilde{\mathbf{s}}}(t) \tag{2.52}
\end{equation*}
$$

and given the initial condition $\overrightarrow{\widetilde{\psi}} 0 \stackrel{\text { def }}{=} \vec{\Psi}(t=0)$ the method described in this section will allow propagation of the discrete state vector to the next timestep $\overrightarrow{\widetilde{\psi}}(t+\Delta t)$.

### 2.2.2 Short summary for time-independent Hamiltonian

Since some general insights from Section 2.1 might have been lost in the details, we shall emphasize the main perk of all global time propagation methods: that the evolution operator is expressed as a function of a matrix Hamiltonian expanded over the energy spectrum using orthogonal polynomial basis, thus allowing arbitrarily large timestep. Let us for a brief moment consider again a simpler case without the time dependence and without the source term:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=\widetilde{\mathbf{G}}_{0} \overrightarrow{\widetilde{\psi}}(t) \tag{2.53}
\end{equation*}
$$

where $\widetilde{\mathbf{G}}_{0} \stackrel{\text { def }}{=} \widetilde{\mathbf{G}}(t=0)$ loses time dependence. The evolution operator is then expressed as an expansion in a truncated (to $K$ number of terms, see Tab. 2.2 on page 26 for a summary of parameters in this method) polynomial series, similarly to Eq. 2.33. Hence the function $f(x)=e^{x \Delta t}$ ( $\Delta t$ is a parameter) is approximated as:

$$
\begin{equation*}
f(x) \approx \sum_{n=0}^{K-1} a_{n} P_{n}(x) \tag{2.54}
\end{equation*}
$$

where $P_{n}(x)$ is a polynomial of degree $n$ (e.g. a Chebyshev polynomial, like in Eq. 2.33, but other polynomials can also be used here) and $a_{n}$ is the expansion coefficient. Then applying this evolution operator:

$$
\begin{equation*}
\overrightarrow{\widetilde{\psi}}(t+\Delta t)=e^{-\frac{i \tilde{\mathbf{H}} \Delta t}{\hbar}} \overrightarrow{\widetilde{\psi}} \approx \sum_{n=0}^{K-1} a_{n} P_{n}\left(\widetilde{\mathbf{G}}_{0}\right) \overrightarrow{\widetilde{\psi}}(t), \tag{2.55}
\end{equation*}
$$

we obtain the solution at time $t+\Delta t$. The emphasis here lying on the ,global" property of the method: the error does not depend on the timestep $\Delta t$. The solution is obtained directly at the final time $t+\Delta t$, which can be arbitrarily large. We shall note however that the expansion Eq. 2.55 has to be accurate in the eigenvalue domain of $\widetilde{\mathbf{G}}_{0}$.

We might consider the following polynomials $P_{n}$ :
(a) Use the Taylor polynomials $P_{n}(x)=x^{n}$ and expand the evolution operator in a Taylor series (a common approach in the local time integration methods), but it is a poor choice: they are not orthogonal. To the contrary: as $n$ increases they are getting more and more parallel in the function space.
(b) Use the Chebyshev polynomials $P_{n}(x)=T_{n}(x)$. The fact that they are orthogonal to each other provides two useful properties: (1) the series converges fast and (2) the expansion coefficients $a_{n}$ are given by a scalar product of the $P_{n}(x)$ with $f(x)$ (such as Eq. 2.9). This approach is used in Section 2.1.
(c) Another possible approach is to use a Newton interpolation polynomial at the Chebyshev points of the eigenvalue domain. This method will be summarized in Section 2.2.5 and it is used in the currently presented semi-global approach.

We shall note that in Eq. 2.55, we obtain the solution only at the chosen time $t+\Delta t$. It is desirable to follow the evolution of the physical process at a smaller timestep, so that the time dependence of the Hamiltonian can be more accurately captured. It is possible to obtain these intermediate time points $\Delta t_{j} \in[0, \Delta t)$ via negligible additional cost: using the same matrix vector operations $P_{n}\left(\widetilde{\mathbf{G}}_{0}\right)$ (Hamiltonian acting on the wavefunction) but with different precomputed scalar coefficients $a_{n, j}$ (where $j$ corresponds to an intermediate time point in the evolution):

$$
\begin{equation*}
\overrightarrow{\widetilde{\psi}}\left(t+\Delta t_{j}\right)=e^{-\frac{i \tilde{\mathbf{H}} \Delta t_{j}}{\hbar}} \overrightarrow{\widetilde{\psi}}_{0} \approx \sum_{n=0}^{K-1} a_{n, j} P_{n}\left(\widetilde{\mathbf{G}}_{0}\right) \overrightarrow{\widetilde{\psi}}_{0} \quad j=1, \ldots, M \tag{2.56}
\end{equation*}
$$

where $M$ is the number of additional intermediate time points in the solution. It is possible, with low computation cost, because expansion of function in the $P_{n}$ basis has different coefficients $a_{n, j}$ but has the same $P_{n}\left(\widetilde{\mathbf{G}}_{0}\right) \overrightarrow{\widetilde{\psi}}_{0}$ evaluations.

The Eq. 2.56 is in fact an expression for the evolution operator acting on the wavefunction, which for the purpose of the next section we will denote as:

$$
\begin{equation*}
\widetilde{\mathbf{U}}_{0}\left(\Delta t_{j}\right) \stackrel{\text { def }}{=} e^{\widetilde{\mathbf{G}}_{0} \Delta t_{j}} . \tag{2.57}
\end{equation*}
$$

Hence Eq. 2.56 can be also written as:

$$
\begin{equation*}
\overrightarrow{\widetilde{\psi}}\left(t+\Delta t_{j}\right)=\widetilde{\mathbf{U}}_{0}\left(\Delta t_{j}\right) \overrightarrow{\widetilde{\psi}}(t) \tag{2.58}
\end{equation*}
$$

### 2.2.3 Source term with time dependence

On our way towards the full time dependence in Eq. 2.52, we will now add the source term with time dependence to Eq. 2.53:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=\widetilde{\mathbf{G}}_{0} \overrightarrow{\widetilde{\Psi}}(t)+\overrightarrow{\mathbf{s}}(t) \tag{2.59}
\end{equation*}
$$

We can integrate this equation using Duhamel principle, which provides a way to go from the solution (Eq. 2.56) of the homogeneous Eq. 2.53 to the solution of the inhomogeneous Eq. 2.59 like this:

$$
\begin{align*}
\overrightarrow{\widetilde{\psi}}(t) & =\widetilde{\mathbf{U}}_{0}(t) \overrightarrow{\tilde{\psi}}_{0}+\int_{0}^{t} \widetilde{\mathbf{U}}_{0}(t-\tau) \overrightarrow{\overrightarrow{\mathbf{s}}}(\tau) d \tau \\
& =e^{\widetilde{\mathbf{G}}_{0} t} \overrightarrow{\widetilde{\psi}}_{0}+\int_{0}^{t} e^{\widetilde{\mathbf{G}}_{0} t} e^{-\widetilde{\mathbf{G}}_{0} \tau} \overrightarrow{\widetilde{\mathbf{s}}}(\tau) d \tau  \tag{2.60}\\
& =e^{\widetilde{\mathbf{G}}_{0} t} \overrightarrow{\widetilde{\psi}}_{0}+e^{\widetilde{\mathbf{G}}_{0} t} \int_{0}^{t} e^{-\widetilde{\mathbf{G}}_{0} \tau \overrightarrow{\mathbf{s}}}(\tau) d \tau
\end{align*}
$$

Above we took the advantage of being able to extract from the Duhamel's integral the $\widetilde{\mathbf{U}}_{0}(t)$ part. So the only part which needs to be solved explicitly is the remaining integral. To do this we will assume that $\overrightarrow{\mathbf{s}}(\tau)$ (after discretization: $\overrightarrow{\widetilde{\mathbf{s}}}\left(\Delta t_{j}\right)$ ) can be expressed as a polynomial function of time. It is a bit of a simplification, but later on we will be able to decide how many elements $M$ (see Tab. 2.2) in the series the algorithm will use, thus being able to directly control the accuracy of the solution:

$$
\begin{equation*}
\overrightarrow{\mathbf{s}}(t)=\sum_{m=0}^{M-1} \frac{t^{m}}{m!} \overrightarrow{\mathbf{s}}_{m} \tag{2.61}
\end{equation*}
$$

Together with parameter $K$ in Eq. 2.54 and desired error tolerance (to be introduced in Section 2.2.4) we have all the parameters which govern the accuracy of the solution. The meaning of these parameters is summarized in Section 2.2.8.

Let us now go back to calculating the integral present in Eq. 2.60. Plugging Eq. 2.61 into Eq. 2.60 yields:

$$
\begin{equation*}
\overrightarrow{\widetilde{\psi}}(t)=e^{\widetilde{\mathbf{G}}_{0} t} \overrightarrow{\widetilde{\psi}}_{0}+e^{\widetilde{\mathbf{G}}_{0} t} \sum_{m=0}^{M-1} \frac{1}{m!} \int_{0}^{t} e^{-\widetilde{\mathbf{G}}_{0} \tau} \tau^{m} d \tau \overrightarrow{\widetilde{\mathbf{S}}}_{m} \tag{2.62}
\end{equation*}
$$

Which with the following definitions of $f_{m}\left(\widetilde{\mathbf{G}}_{0}, t\right), \overrightarrow{\mathbf{w}}_{m}$ and $\overrightarrow{\mathbf{v}}_{j}$ :

$$
\begin{align*}
f_{m}(z, t) \stackrel{\text { def }}{=}\left\{\begin{array}{l}
\frac{1}{z^{m}}\left(e^{z t}-\sum_{j=0}^{m-1} \frac{(z t)^{j}}{j!}\right) \\
\frac{t^{m}}{m!} \\
\text { for } \quad z \neq 0
\end{array}\right.  \tag{2.63}\\
\overrightarrow{\widetilde{\mathbf{w}}}_{m} \stackrel{\text { def }}{=} \begin{cases}\overrightarrow{\widetilde{\psi}}_{0} & \text { for } m=0 \\
\overrightarrow{\mathbf{s}}_{m-1} & \text { for } 0<m \leq M\end{cases}  \tag{2.64}\\
\overrightarrow{\mathbf{v}}_{j} j=\sum_{m=0}^{j} \widetilde{\mathbf{G}}_{0}^{j-m} \overrightarrow{\mathbf{w}}_{m} \tag{2.65}
\end{align*}
$$

following the derivation in [41] the solution can be written as:

$$
\begin{equation*}
\overrightarrow{\widetilde{\boldsymbol{\psi}}}(t)=f_{M}\left(\widetilde{\mathbf{G}}_{0}, t\right) \overrightarrow{\mathbf{v}}_{M}+\sum_{j=0}^{M-1} \frac{t^{j}}{j!} \overrightarrow{\mathbf{v}}_{j}, \tag{2.66}
\end{equation*}
$$

where the $f_{M}\left(\widetilde{\mathbf{G}}_{0}, t\right)$ is acting on $\overrightarrow{\mathbf{v}}_{M}$ and the calculations are actually performed in the discretized spectrum $z \in \sigma\left(\widetilde{\mathbf{G}}_{0}\right)$ (see Section 2.2.6). Now, since $\overrightarrow{\mathbf{v}}_{j}$ satisfy the recurrence relation:

$$
\begin{equation*}
\overrightarrow{\widetilde{\mathbf{v}}}_{j}=\widetilde{\mathbf{G}}_{0} \overrightarrow{\widetilde{\mathbf{v}}}_{j-1}+\overrightarrow{\widetilde{\mathbf{w}}}_{j} \tag{2.67}
\end{equation*}
$$

the overall computational cost of Eq. 2.66 is reduced to $M+K$ matrix vector multiplications.

### 2.2.4 Introducing time-dependent Hamiltonian

In the case of time-dependent Hamiltonian:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=-\frac{i}{\hbar} \widetilde{\mathbf{H}}(t) \overrightarrow{\widetilde{\psi}}(t)+\overrightarrow{\overrightarrow{\mathbf{s}}}(t) \tag{2.68}
\end{equation*}
$$

or rather:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=\widetilde{\mathbf{G}}(t) \overrightarrow{\widetilde{\psi}}(t)+\overrightarrow{\widetilde{\mathbf{s}}}(t) \tag{2.69}
\end{equation*}
$$

the Duhamel principle does not yield a closed form solution. Instead an iterative procedure can be used to obtain better and better approximations of the solution. First let us move the time dependence from $\widetilde{\mathbf{G}}(t)$ to $\overrightarrow{\widetilde{\mathbf{s}}}$ by defining an extended source term $\overrightarrow{\widetilde{\mathbf{S}}}_{e}$ :

$$
\begin{equation*}
\overrightarrow{\widetilde{\mathbf{S}}}_{e}(\overrightarrow{\widetilde{\psi}}(t), t) \stackrel{\operatorname{def}}{=} \overrightarrow{\mathbf{S}}(t)+\overline{\widetilde{\mathbf{G}}}(t) \overrightarrow{\widetilde{\psi}}(t) \tag{2.70}
\end{equation*}
$$

where $\overline{\widetilde{\mathbf{G}}}(t) \stackrel{\text { def }}{=} \widetilde{\mathbf{G}}(t)-\widetilde{\mathbf{G}}_{a v g}$ and $\widetilde{\mathbf{G}}_{a v g}$ is averaged time-independent component of $\widetilde{\mathbf{G}}$. The equation to be solved now has following form:

$$
\begin{equation*}
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=\widetilde{\mathbf{G}}_{a v g} \overrightarrow{\widetilde{\psi}}(t)+\overrightarrow{\widetilde{\mathbf{s}}}_{e}(\overrightarrow{\widetilde{\psi}}(t), t) \tag{2.71}
\end{equation*}
$$

We can use the previous solution Eq. 2.66 to approximate the time evolution of $\overrightarrow{\widetilde{\psi}}(t)$ :

$$
\begin{equation*}
\overrightarrow{\widetilde{\psi}}(t) \approx f_{M}\left(\widetilde{\mathbf{G}}_{a v g}, t\right) \overrightarrow{\widetilde{\mathbf{v}}}_{M}+\sum_{j=0}^{M-1} \frac{t^{j}}{j!} \overrightarrow{\widetilde{\mathbf{v}}}_{j} \tag{2.72}
\end{equation*}
$$

where this time the $\overrightarrow{\widetilde{\mathbf{v}}}_{j}$ are computed from $\overrightarrow{\widetilde{\mathbf{S}}}_{e}$. It means that $\overrightarrow{\mathbf{v}}_{j}$ depend on $\overrightarrow{\widetilde{\psi}}(t)$ which is still unknown, however the solution can be obtained via iterations. Upon first evaluation we either extrapolate from previous timestep $\Delta t$ (by putting $t+\Delta t$ into Eq. 2.72) or when jump-starting the calculations we use $\overrightarrow{\widetilde{\psi}}_{0}$. Next, in each successive evaluation we use the approximation from previous iteration within the timestep $\Delta t$ (which spans $M$ sub-timesteps). We repeat the iterative procedure until the convergence criterion at sub-step $M$ is met:

$$
\begin{equation*}
\frac{\left\|\overrightarrow{\widetilde{\psi}}_{\text {new }}-\overrightarrow{\widetilde{\psi}}_{\text {prev }}\right\|}{\left\|\overrightarrow{\widetilde{\psi}}_{\text {prev }}\right\|}<\varepsilon \tag{2.73}
\end{equation*}
$$

It means that this method has a radius of convergence which directly depends on the timestep $\Delta t$ covered in the single iteration, and containing $M$ sub-timesteps. Too large $\Delta t$ will cause the successive iterations to diverge, this is the reason why this method is not a fully global method but a semi-global method. The useful result of this situation is that one can directly control the computation cost by setting an acceptable computation error $\varepsilon$. For reference solutions it can be set to ULP numerical precision, for faster calculations it can


Figure 2.9: Chebyshev time points used for sub-timestep interpolation. They are equivalent to the axis projection of points equally spaced on a unit semicircle.
be a larger value. The novelty in this work is that it works also for higher precision types such as long double or float128 with 33 decimal places (Table 2.1 and Table 3.2), thus enabling very accurate calculations.

Since we have put the dependence on $\overrightarrow{\widetilde{\psi}}(t)$ into $\overrightarrow{\widetilde{\mathbf{S}}}_{e}(\overrightarrow{\widetilde{\psi}}(t), t)$ it is also computationally inexpensive to put this dependence into the Hamiltonian hence the method described above works also for Eq. 2.50. So putting it all together, the solution to Eq. 2.50:

$$
\frac{\partial \overrightarrow{\widetilde{\psi}}(t)}{\partial t}=-\frac{i}{\hbar} \widetilde{\mathbf{H}}(\overrightarrow{\widetilde{\psi}}(t), t) \overrightarrow{\widetilde{\psi}}(t)+\overrightarrow{\widetilde{\mathbf{s}}}(t)
$$

is following:

$$
\begin{equation*}
\overrightarrow{\widetilde{\psi}}_{\text {new }}(t) \stackrel{\text { iterate }}{=} f_{M}\left(\widetilde{\mathbf{G}}_{\text {avg }}, t\right) \overrightarrow{\overrightarrow{\mathbf{v}}}_{M}\left(\overrightarrow{\widetilde{\psi}}_{\text {prev }}\right)+\sum_{j=0}^{M-1} \frac{t^{j}}{j!} \overrightarrow{\mathbf{v}}_{j}\left(\overrightarrow{\widetilde{\psi}}_{\text {prev }}\right) \tag{2.74}
\end{equation*}
$$

where iterations are performed until the convergence condition Eq. 2.73 is met. Thanks to being able to extrapolate $\overrightarrow{\widetilde{\psi}}_{\text {prev }}$ into the next timestep $\Delta t$ by putting $t+\Delta t$ into above equation and with a good choice of $M, K$ parameters usually one iteration is enough to achieve desired convergence.

### 2.2.5 Sub-timesteps in Chebyshev points and Newton interpolation

When interpolating a function (such as Eq. 2.56), an equidistant set of points is not a good choice: the closer to the boundary of the interpolation domain the less accurate is the interpolation. This effect is known as the Runge phenomenon. A much better set of points is with points becoming denser closer to the edges of the domain. Such a set of points, chosen with following formula:

$$
\begin{equation*}
\Delta t_{j} \stackrel{\text { def }}{=}-\frac{1}{2}\left(\cos \left(\frac{j \pi}{M-1}\right)+1\right) \Delta t \tag{2.75}
\end{equation*}
$$

is known as Chebyshev points (see example for $\mathrm{M}=11 \mathrm{in}$ Fig. 2.9). These points are used as the sub-timesteps $\Delta t_{j}$ of $\Delta t$ discussed in preceding sections.

A Newton interpolation of function $f(t)$ at points $\Delta t_{j}$ is defined as:

$$
\begin{equation*}
f(t) \approx \sum_{n=0}^{N} a_{n} R_{n}(t) \tag{2.76}
\end{equation*}
$$

where $a_{n}$ are coefficients of the expansion and $R_{n}$ are Newton basis polynomials defined as: $R_{0}(t)=1$ and $R_{n}(t)=\prod_{j=0}^{n-1}\left(t-\Delta t_{j}\right)$. The $a_{n}$ are calculated as the divided differences from the interpolated function. It is used in Eq. 2.54.

### 2.2.6 Arnoldi approach

Calculation of evolution operator in previous Section 2.1 requires the knowledge of spectral range of this operator. That method cannot be used when it is impossible to estimate the eigenvalue domain. The difficulty with such estimation grows when the eigenvalues are distributed on the complex plane, which is the case with absorbing boundary conditions (see Section 2.2.9). And almost all interesting use cases of time propagation (e.g. a multi level diatomic molecular system evolving under a laser impulse) require absorbing boundary conditions. In such, quite common, situation the Arnoldi approach comes to the rescue, because it works without required prior knowledge of the eigenvalue domain.

The Arnoldi approach calculates the $f_{M}\left(\widetilde{\mathbf{G}}_{\text {avg }}, t\right) \overrightarrow{\mathbf{v}}_{M}$ in Eq. 2.74 in following manner:
(a) First construct an orthonormalized (via Gram-Schmidt process) reduced Krylov subspace $\overrightarrow{\mathbf{v}}, A \overrightarrow{\mathbf{v}}, A^{2} \overrightarrow{\mathbf{v}}, \ldots, A^{K} \overrightarrow{\mathbf{v}}$ (the $K$ parameter controls the accuracy, see Section 2.2.8 and $A=\widetilde{\mathbf{G}}_{\text {avg }}$ ).
(b) Construct the transformation matrix $\Upsilon$ from the reduced Krylov basis representation to the position representation of $\overrightarrow{\widetilde{\mathbf{v}}}_{j}$ vectors.
(c) During the process determine the eigenvalue domain and rescale the domain using method [82] by dividing by the capacity of the domain to reduce numerical errors.
(d) Perform the calculation in the reduced Krylov basis representation then transform the result back to original positional representation of $\overrightarrow{\mathbf{v}}_{j}$ using the transformation matrix r.

### 2.2.7 Extension to coupled time-dependent Schrödinger equations

The critical observation to extend this semi-global algorithm to an arbitrary number of coupled Schrödinger equations is that this method is independent of the Hamiltonian used. There is no requirement that this Hamiltonian is a single level system or several coupled levels. The method presented in Section 2.1.5 applies exactly (including a corresponding version of Eq. 2.44). The method uses the iterative procedure to obtain the solution. The iterations are performed via invoking the $\hat{\mathbf{H}}(t)$ acting on $\psi$ until a convergence criterion is met: the difference between the wavefunction from previous iteration and current iteration is smaller than predetermined tolerance $\varepsilon$. This iterative procedure is executed inside a single timestep $\Delta t$ over the $M$ sub-timesteps.

During this calculation all the expansion coefficients, both with respect to $K$ (Eq. 2.54) and with respect to $M$ (Eq. 2.61) are stored inside a matrix of size $N \times K$ and $N \times M$ respectively, where $N$ is the number of grid points in the discretized wavefunction. The usual matrix algebra is used in the C++ implementation, hence preserving the original code of the implementation when moving to several coupled Schrödinger equations is desirable. And it is possible, because the algorithm itself is agnostic to the Hamiltonian: it only invokes the $\widetilde{\mathbf{H}}(t) \psi$ in the computation. The trick lies in the memory layout of the storage: the coupled wavefunctions are stored one after another inside a single column vector. A system of $k$ coupled wavefunction uses $k N$ grid points. The system simply becomes larger and the semiglobal algorithm uses matrices of sizes $(k N) \times K$ and $(k N) \times M$ respectively without being informed how the information (stored in the column vector of size $k N$ ) is used by the Hamiltonian. The technical implementation details are discussed in Section 3.3.1. Additionally the same approach can be used when adapting semi-global algorithm to solving higher dimensional systems with more spatial directions, such as a system of three atoms using Jacobi coordinates and with coupled Schrödinger equations therein.

### 2.2.8 Summary of parameters used by the semi-global method

The semi-global time integration method uses following parameters: $K$ introduced in Eq. 2.55 to compute the evolution operator, $M$ introduced in Eq. 2.61 to help with the convergence of the iterative process, the error tolerance $\varepsilon$ (Eq. 2.73) and the „global" timestep $\Delta t$ (Eq. 2.75) over which the converging sub-iterations are being computed. The short summary of these parameters is listed in Tab. 2.2.

Table 2.2: Summary of parameters of semi-global time propagation algorithm

| parameter | meaning | equation |
| :--- | :--- | :--- |
| $K$ | The number of expansion terms used for the computation of <br> the function of matrix (evolution operator). | Eq. 2.55 |
| $M$ | The number of interior time points in each timestep. | Eq. 2.61 |
| $\varepsilon$ | Tolerance: the largest acceptable computation error. | Eq. 2.73 |
| $\Delta t$ | The length of the timestep interval (it contains $M$ sub- <br> timesteps). | Eq. 2.75 |

### 2.2.9 Absorbing boundary conditions with a complex potential

The numerical damping presented in Section 2.1.6 cannot be applied to the semi-global time propagation algorithm presented in this section. The evolution operator is expanded in the Chebyshev time points using finite differences. The recurrence relation Eq. 2.46 no longer applies. Instead an optimized complex absorbing potential is used [41, 83, 84]. In the damping band a sequence of square complex barriers is placed, each of them having their own reflection and transmission amplitudes for a plane wave [84]. The parameters of each barrier are optimised with respect to the cumulated plane wave survival probability of all barriers. The typical characteristic of such barrier is that it damps momentum within a certain momentum range and this range pertains to the current problem being calculated. After the optimisation procedure is complete the complex potential is added to the potential used in
the time propagation. The Arnoldi approach works correctly with complex potentials (see Section 2.2 .6 ) and this is why it is used by the semi-global time propagation method.

### 2.3 Calculations in higher numerical precision

There is a need for higher precision computations in quantum dynamics, especially for attosecond laser impulses where the simulated timespan is very short and the timestep is very small [1]. A very high temporal resolution is necessary to describe such system. It stems from the simple fact that with small timesteps (which are necessary to describe a quickly changing electromagnetic field) there are a lot of small contributions from each timestep. Upon adding these contributions many times, the errors will accumulate ${ }^{13}$. And only higher precision calculations can make the errors significantly smaller.

High-precision computation is an attractive solution in such situations, because even if a numerically better algorithm with smaller error or faster convergence is known for a given problem (e.g. Kahan summation [85] for avoiding accumulating errors ${ }^{13}$ ), it is often easier and more efficient to increase the precision of an existing algorithm rather than deriving and implementing a new one [86, 87]. However, switching to high-precision generally means longer run times $[88,89]$ as shown in the benchmarks in Section 3.5.

Nowadays, high-precision calculations find application in various different domains, such as long-term stability analysis of the solar system [86, 90, 91], supernova simulations [92], climate modeling [93], Coulomb n-body atomic simulations [94, 95], studies of the fine structure constant [96, 97], identification of constants in quantum field theory [98, 99], numerical integration in experimental mathematics [100, 101], three-dimensional incompressible Euler flows [102], fluid undergoing vortex sheet roll-up [99], integer relation detection [103], finding sinks in the Henon Map [104] and iterating the Lorenz attractor [105]. There are many more yet unsolved high-precision problems in electrodynamics [106]. In quantum mechanics the extended Hylleraas three electron integrals are calculated with 32 digits of precision in [107]. The long range asymptotics of exchange energy in a hydrogen molecule is calculated with 230 digits of precision in [108]. In quantum field theory calculations of massive 3-loop Feynman diagrams are done with 10000 decimal digits of precision in [98]. Moreover the experiments in CERN are being performed in higher and higher precision as discussed in the "Welcome to the precision era" article [109]. It brings focus to precision calculations and measurements which are performed to test the Standard Model as thoroughly as possible, since any kind of deviation will indicate a sign of new physics.

Consequently, I believe that in the future the high-precision calculations will become increasingly more popular and necessary to advance the science. I have implemented the algorithms presented here in high-precision. In Section 3.5 I show the performance benchmarks with additional details. See also my work [28] for high-precision classical dynamics.
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## Chapter 3

## Implementation and validation

In this chapter I will describe the implementation of both numerical methods from Chapter 2 and discuss the validation and verification of these implementations. As previously, I will start with the implementation of TDSE for time-independent Hamiltonian and verify its correctness. Next I will move onto TDSE for time-dependent Hamiltonian and verify it.

### 3.1 Implementation of TDSE for time-independent Hamiltonian

The main summation of the series (Eq. 2.43, Eq. 2.44) is implemented and shown in the Listing 3.1 of the function State: : propagateByDt.

First, the $R$ and $G$ parameters are calculated in lines 3-4 using Eq. 2.36. They are declared to be of type Real. The numerical precision of the Real type and precision of all calculations is determined by the user at the stage of compiling the code (see Sections 2.1.1, 2.3 and 3.5 for details). The amount of elements in the series (variable maxEl declared in line 5) on the RHS of Eq. 2.43 (summed in the for loop in the line 21) is determined based on the value of $R$ as recommended in [73]: the cutoff is happening at $1.3 R$, but it is larger than 40 (to avoid the numerical error). This cutoff is valid, because as noted earlier the $a_{k}$ coefficients are decaying exponentially after $k>R$ as shown in Fig. 2.1. For double type the Bessel function values are numerically negligible [73]. However when using higher precision types I am not using maxEl, but instead directly compare $a_{k}$ with C++ numeric_limits: :epsilon of selected Real type. For brevity this check is not shown in the code listing.

Next, in lines 7-10 the variables are declared to hold the data necessary to construct the wavefunction upon which the Hamiltonian is acting. The type MultiVectorXcr is a vector of wavefunctions ${ }^{14}$ one per each coupled electronic state ${ }^{15}$. The psi_0 and psi_1 variables hold the wavefunctions representing respectively the but-last and last element in the series. Both of these elements are necessary (see Eq. A.2) to construct the next element in the series,

[^9]Code listing 3.1: The evolution operator implemented in $C++$

```
void State:: propagateByDt(Real dt)
{
    Real R = calcKosloffR(dt);
    Real G = calcKosloffG(dt);
    Real maxEl = max(Real(40), 1.3*R); // Kosloff recommendation
    MultiVectorXcr psi_0 = wf; // start calculations of wf
    MultiVectorXcr psi_dt= zero(psi_0); // will become \psi (t+dt)
    MultiVectorXcr psi_1 = zero(psi_0);
    MultiVectorXcr psi_2 = zero(psi_0);
    // start the series
    psi_1 = calc_Hnorm_psi(psi_0,dt,R,G); // \psi | = H_norm \psi % 
    psi_1 = psi_1 * dampingTable; // \psi \psi = 生 -\gamma}\mp@subsup{\psi}{1}{
    Complex ak0= calcAk(0, R, G); // a a
    Complex ak1= calcAk(1, R, G); // a al
    psi_dt = ak0 * psi_0 + ak1 * psi_1; // \psi (t+dt) = a 0 \psi < + + a 1 \psi < 
    // We have the first two summands, now calculate the rest
    Complex ak(1);
    for (int i = 2; i < maxEl; i++) {
        psi_2 = calc_Hnorm_psi(psi_1,dt,R,G); // \psi \psi 2 = H_norm \psi < 
```



```
        psi_2 = 2 * psi_2 - psi_0; // \psi \psi 2 =2*H_norm \psi < - < \psi 0
        psi_2 = psi_2 * dampingTable; // \psi \psi < = e
        ak = calcAk(i, R, G); // a a
        psi_dt= psi_dt + ak * psi_2; // \psi(t+dt)=\psi+a}
        psi_0 = psi_1; 
        psi_1 = psi_2; // \psi < 
    }
    wf = psi_dt; // final result
};
```

which is called psi_2. The psi_dt holds the wavefunctions representing the final result of the series.

Next, in lines 12-17 the first two elements of the series are calculated to jump start the loop that follows. Hence, the construction of each next element (line 24) of the series is using the Chebyshev recurrence relation Eq. A. 2 based on the two previous elements (line 28 and 29) in the loop.

The numerical damping boundary conditions [75] (Eq. 2.46) are applied in the lines 14, 23 and 25 as described in Section 2.1.6. If there are no boundary conditions used then the dampingTable equals 1 in all grid points and these three lines do not affect the wavefunction.

We will focus now on the function State::calc_Hnorm_psi called in lines 13 and 22 of Listing 3.1. It describes the single action of the normalized Hamiltonian $\widetilde{\mathbf{H}}_{n o r m}$ on the coupled electronic states. The implementation of this function is shown in Listing 3.2. To build the elements of the series (Eq. 2.44) the summation is split into three parts. In the first part (lines 6-9) the kinetic operator acts on each of the coupled electronic states by calling State: : Ekin_single. Next in lines 11-14 the normalization $-(1+G / R)$ component (Eq. 2.43) is taken into account, and finally in lines 16-23 the potential matrix $\widetilde{V}_{j k}$ acts on each coupled wavefunction. It shall be noted that although we use the normalized Hamilto-

Code listing 3.2: The normalized Hamiltonian operator for coupled electronic states in C++

```
MultiVectorXcr State::calc_Hnorm_psi(
            const MultiVectorXcr& psi_O, Real dt, Real R, Real G
) {
    MultiVectorXcr psi_ret = zero(psi_0);
    // The kinetic operator, acting only on the diagonal
    for (int j = 0; j < levels; j++) {
        psi_ret[j] = Ekin_single(psi_0[j])*(dt/(PhysConst::hbar*R));
    }
    // The -(1+G/R) component in the normalized Hamiltonian
    for (int j = 0; j < levels; j++) {
    psi_ret[j] = psi_ret[j].array()-psi_0[j].array()*(1+G/R);
    }
    // The potential operator matrix acting on the wavefunction
    for (int j = 0; j < levels; j++) {
        for (int k = 0; k < levels; k++) {
            psi_ret[j] = psi_ret[j].array()
                + potMatrix[j][k].array()*psi_0[k].array()
                                    *(dt/(PhysConst::hbar*R));
        }
    }
    return psi_ret;
}
```

nian in State: :calc_Hnorm_psi, the final result of the loop in the Listing 3.1 is the action of not normalized Hamiltonian $\widetilde{\mathbf{H}}$ on the full wavefunction, because the $a_{k}$ factors contain the $e^{-i(R+G)}$ phase component ${ }^{16}$, see Eq. 2.33, Eq. 2.34 and Eq. 2.36.

The Listing 3.3 shows the kinetic operator State: :Ekin_single acting on a single electronic wavefunction. It follows the method detailed in Appendix B. The Fast Fourier Transform (FFT) is applied on the wavefunction (line 5), next in the momentum representation it is multiplied by $-\vec{k}^{2}$, next (line 7) the inverse FFT is used and then the $\frac{-\hbar^{2}}{2 m}$ factor

[^10]Code listing 3.3: The kinetic operator using FFT implemented in C++

```
VectorXcr State::Ekin_single(const VectorXcr& psi_0)
{
    VectorXcr psi_1 = VectorXcr::Zero(commonConfig.points);
    const Real mass = commonConfig.mass; // reduced mass
    doFFT(psi_0, psi_1); // \psi < = f F ( 
```



```
    doIFFT(psi_1, psi_1); // \psi = =\mathcal{F}
    psi_1 *= (-PhysConst::hbarSqr/(2*mass));// \psi \psi = (- \hbar}\mp@subsup{\hbar}{}{2}(\mp@subsup{\nabla}{}{2}\mp@subsup{\psi}{0}{})/(2m)
    return psi_1;
}
```

is applied. The main limitation of current implementation of Schrödinger equation is baked into this function (line 4), namely that it describes the evolution of a single particle after the reduction of the coordinate system. Usually it is the reduced mass of a diatomic molecule, sometimes the mass of a single propagating particle. In the future this code can be improved to handle triatomic molecules (e.g. in the Jacobi coordinate system, see page 38 in [38]), in such case in this line there will appear multiple masses. Each of them will be corresponding to a separate degree of freedom and to a separate spatial direction in the numerical matrix holding the single coupled wavefunction state ${ }^{17}$.

Finally, after enough (i.e. maxEl) elements of the series have been summed in Listing 3.1 (line 31), the calculated value of psi_dt is assigned to class variable State::wf. Thus the single propagation timestep has been completed.

### 3.2 Validation of time-independent Hamiltonian using standard benchmarks

To validate present implementation, in this section I will reproduce the solution of two problems for a system of coupled Schrödinger equations featuring nonadiabatic quantum dynamics. They were originally introduced in [110] and afterwards carefully analysed in [111]. Since then they are considered to be a standard benchmark for coupled systems. In these problems the diagonal of the diabatic potential energy surfaces $V_{11}(R)$ and $V_{22}(R)$ undergoes:
(a) a single crossing as in Fig. 3.1a and
(b) a dual crossing as in Fig. 3.4a.

In the crossing region there is a strong coupling $V_{12}(R)$ between the two levels. In adiabatic representation the potential energy surfaces $E_{1}(R)$ and $E_{2}(R)$ undergo respectively a single (Section 3.2.1 and Fig. 3.1b) and dual (Section 3.2.2 and Fig. 3.4b) avoided crossing. The nonadiabatic coupling matrix elements $D_{12}(R)$ between the two levels are relatively large (Fig. 3.1b and Fig. 3.4b).

The calculations are performed diabatically because the coupling elements are smaller and the Hamiltonian assumes a simpler form $[39,40]^{18}$. To gain more insight from the wave packet dynamics on each of these levels the results are presented here in adiabatic representation. The two levels $E_{1}(R)$ and $E_{2}(R)$ do not cross and the evolution of wavefunction probability distributions (Figs. 3.2 and 3.5) on the lower and the higher electronic surface is easier to interpret. The transmission and reflection probabilities (Figs. 3.3 and 3.6) on $E_{1}(R)$ and $E_{2}(R)$ are calculated as integrals (on a discrete grid) of the single coupled wavefunction in the nuclear coordinate range satisfying $R>0$ and $R<0$ respectively. To obtain these

[^11]results the wavefunctions are converted from diabatic representation to adiabatic representation by first performing the diagonalization of the potential matrix $V(R)$ for each value of $R$. The obtained eigenvalues are the adiabatic potential energy surfaces $E_{1}(R)$ and $E_{2}(R)$ [111]. Next, the matrix of two eigenvectors $\phi_{1}(R)$ and $\phi_{2}(R)$ :
\[

P(R)=\left[$$
\begin{array}{ll}
P_{11}(R) & P_{12}(R)  \tag{3.1}\\
P_{21}(R) & P_{22}(R)
\end{array}
$$\right]=\left[$$
\begin{array}{ll}
\phi_{1}(R) & \phi_{2}(R)
\end{array}
$$\right],
\]

is used to compute the nonadiabatic coupling matrix elements $D_{12}(R)$ with:

$$
\begin{equation*}
D_{12}(R)=\phi_{1}^{*} \cdot \frac{\partial}{\partial R} \phi_{2}=P_{11}^{*} \frac{d P_{12}}{d R}+P_{21}^{*} \frac{d P_{22}}{d R} \tag{3.2}
\end{equation*}
$$

Above the electronic integrals become a dot product or a sum in a two state basis. Finally to obtain the adiabatic wavefunction $\psi(R, t)$ from the diabatic one, $\chi(R, t)$, the following transformation is used:

$$
\begin{equation*}
\psi(R, t)=P(R) \chi(R, t) \tag{3.3}
\end{equation*}
$$

or more specifically, since in these two examples we are dealing with a two level system ${ }^{19}$ :

$$
\left[\begin{array}{l}
\psi_{1}(R, t)  \tag{3.4}\\
\psi_{2}(R, t)
\end{array}\right]=\left[\begin{array}{ll}
P_{11}(R) & P_{12}(R) \\
P_{21}(R) & P_{22}(R)
\end{array}\right]\left[\begin{array}{l}
\chi_{1}(R, t) \\
\chi_{2}(R, t)
\end{array}\right] .
$$

The simulations begin with the single wavefunction placed on the lower energy surface $E_{1}(R)$ assuming shape of a a Gaussian wavepacket ${ }^{20}$ :

$$
\begin{equation*}
\chi_{\text {Gauss }}(R)=\pi^{-\frac{1}{4}} a^{-\frac{1}{2}} e^{-\frac{\left(R-R_{0}\right)^{2}}{2 a^{2}}-i k_{0}\left(R-R_{0}\right)} \tag{3.5}
\end{equation*}
$$

The initial values of parameters assumed in each simulation are listed in Tab. 3.1. They were chosen so as to best represent the undergoing evolution of the coupled system dynamics and to completely reproduce the results in [110, 111].

Table 3.1: Gauss wavepacket parameters used to reproduce the standard benchmark [110, 111].

| parameter [a.u.] | single crossing |  | dual crossing |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | high $k_{0}$ | low $k_{0}$ | high $k_{0}$ | low $k_{0}$ |
| mass | $m$ | 2000 | 2000 | 2000 | 2000 |
| wavenumber | $k_{0}$ | 15 | 8.5 | 52 | 30 |
| packet width | $a$ | 0.75 | 0.8 | 0.7 | 0.7 |
| start position | $R_{0}$ | -4 | -4.15 | -8 | -8 |
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### 3.2.1 Single avoided crossing

In the first standard benchmark $[110,111]$ the potential matrix elements in diabatic representation $V_{i j}(R)$ are defined as follows (Fig. 3.1a):

$$
\begin{align*}
& V_{11}(R)=\left\{\begin{array}{lll}
A\left(1-e^{-B R}\right) & \text { for } & R \geq 0 \\
-A\left(1-e^{B R}\right) & \text { for } & R<0
\end{array}\right. \\
& V_{22}(R)=-V_{11}(R)  \tag{3.6}\\
& V_{12}(R)=V_{21}(R)=C e^{-D R^{2}}
\end{align*}
$$

with the parameters assuming values: $A=0.01, B=1.6, C=0.005$ and $D=1.0$. In this example the diabatic surfaces cross at nuclear coordinate $R=0$ and a Gaussian off-diagonal potential is assumed centered at this point. The adiabatic surfaces $E_{1}(R)$ and $E_{2}(R)$ (Fig. 3.1b) repel each other in the strong-coupling region and a large nonadiabatic coupling element $D_{12}$ (Eq. 3.2) appears at the avoided crossing.

Figure 3.2 shows the time evolution of the probability distributions (squared amplitude of the wavefunction $\left.|\psi(R, t)|^{2}\right)$ on each of the adiabatic electronic surfaces. And Fig. 3.3 shows the transmission and reflection probabilities (integrals for $R>0$ and $R<0$ ) evolving over time.

In the high momentum case (Fig. 3.2a) the packet has enough energy to put about $32 \%$ of the population on the upper energy surface. Entering higher level $E_{2}(R)$ caused the wave packet to lose energy, it has smaller momentum and is propagating slower as can be seen by the time labels put beneath the center of each packet in the Fig. 3.2a. Figure 3.3a shows the transmission and reflection probabilities for high momentum case. It can be seen that whole packet passes through the crossing point and reflection vanishes over time. The final population is about twice higher on the lower electronic surface than on the upper one.

In the low momentum case (Fig. 3.2b) the packet doesn't have enough energy to populate the higher energy surface. Note the vertical scale on the upper level $\rho_{2}$ in Fig. 3.2b. After going up, the packet almost does not move forward and instead it is leaking back to the lower level in both directions. It can be seen in Fig. 3.3b that the reflection weakly increases over time while transmission on both electronic surfaces slowly decreases. Most ( $91 \%$ ) of the final population resides on the lower surface.

The obtained results are in very good agreement with [110, 111]. Please note that I obtained these results using a different, arguably more precise [64], time integration algorithm than the one used in $[110,111]$.

### 3.2.2 Dual avoided crossing

In the second standard benchmark $[110,111]$ the potential matrix elements in diabatic representation $V_{i j}(R)$ are defined as follows (Fig. 3.4a):

$$
\begin{align*}
& V_{11}(R)=0 \\
& V_{22}(R)=-A e^{-B R^{2}}+E_{0}  \tag{3.7}\\
& V_{12}(R)=V_{21}(R)=C e^{-D R^{2}}
\end{align*}
$$

with the parameters assuming values: $A=0.1, B=0.28, C=0.015, D=0.06$ and $E_{0}=0.05$. In this example the diabatic potentials cross each other twice and a wide Gaussian off-

(a)

(b)

Figure 3.1: Model surfaces potential matrix of the simple avoided crossing example; (a) diabatic representation; (b) adiabatic representation, $D_{12}$ is the nonadiabatic coupling element (it is drawn as divided by 50 because the coupling is large).


Figure 3.2: Time evolution of probability distributions on adiabatic energy surfaces, simple avoided crossing; (a) high momentum Gaussian wavepacket $k=15$ a.u.; (b) low momentum Gaussian wavepacket $k=8.5$ a.u.


Figure 3.3: Transmission and reflection probabilities as function of time in simple avoided crossing; (a) high momentum Gaussian wavepacket $k=15$ a.u.; (b) low momentum Gaussian wavepacket $k=8.5$ a.u.


Figure 3.4: Model surfaces potential matrix of the dual avoided crossing example; (a) diabatic representation; (b) adiabatic representation, $D_{12}$ is the nonadiabatic coupling element (it is drawn as divided by 12 because the coupling is large).


Figure 3.5: Time evolution of probability distributions on adiabatic energy surfaces, dual avoided crossing; (a) high momentum Gaussian wavepacket $k=52$ a.u.; (b) low momentum Gaussian wavepacket $k=30$ a.u.


Figure 3.6: Transmission and reflection probabilities as function of time in dual avoided crossing; (a) high momentum Gaussian wavepacket $k=52$ a.u.; (b) low momentum Gaussian wavepacket $k=30$ a.u.
diagonal potential is assumed. The adiabatic surfaces exhibit two avoided crossings (Fig. 3.4b) and the nonadiabatic coupling element $D_{12}$ (Eq. 3.2) has two pronounced peaks.

The time evolution of probability distributions is shown on Fig. 3.5 and respective transmission and reflection probabilities are on Fig. 3.6.

The high momentum case in Fig. 3.5a demonstrates the effect of destructive interference between the first and second crossing. The wave packet populates the higher level around $t=150$ ( $\rho_{2}$ in Fig. 3.5a) then peaks at around $t=350$ (transmission 2 in Fig. 3.6a) and arrives to second crossing at about the same phase at which it entered the higher level, but this time the nonadiabatic coupling element $D_{12}(R)$ (Fig. 3.4b) has negative sign. Same phase of packet in conjunction with negative sign of $D_{12}(R)$ causes the wave packet to leave the higher electronic surface almost completely, despite having high momentum. This effect can be seen in Fig. 3.6a, where in the end about $98 \%$ of population resides on the lower energy surface.

The low momentum case (Fig. 3.5b) shows constructive interference. First at around $t=500$ about $32 \%$ of the population enters the higher energy surface ( $\rho_{2}$ in Fig. 3.5b), then at second crossing additional $32 \%$ enters $\rho_{2}$. At $t=900$ there is a significant population increase. Figure 3.6 b shows that about $64 \%$ of the population was transmitted to the higher energy surface. This phenomenon is also known as Stükelberg oscillations and occurs when the time spent by the wave packet between two coupling regions is an integer or half integer multiple of mean wavepacket oscillations.

Again, the obtained results are in very good agreement with [110, 111].

### 3.3 Implementation of TDSE for time-dependent Hamiltonian

The C++ implementation of the iterative process in Equation 2.74 is shown in the Listing 3.4 of the function SemiGlobalODE: :propagateByDtSemiGlobal.

First the simulation parameters (see Tab. 2.2) are assigned to local variables. A matrix Unew (variable $\overrightarrow{\widetilde{\psi}}_{\text {new }}$ in Eq. 2.74) in line 10 is created to store $M$ wavefunctions, one for each sub-timestep (Figure 2.9). Additionally one extra $M+1^{\text {th }}$ wavefunction is created for the purposes of tracking and estimating the calculation error of the function of the matrix (the $K$ parameter) and the error of the sub-timestep interpolation (the $M$ parameter). The self convergent iteration process (Eq. 2.74) spans whole $\Delta t$ time period divided into $M$ sub steps (Figure 2.9). The guess wavefunction d. Ulast in line 11 (variable $\overrightarrow{\widetilde{\psi}}_{\text {prev }}$ in Equation 2.74) takes value from the extrapolated Uguess which was prepared at the end of the previous timestep (line 49) ${ }^{21}$. In case when there was no previous iteration the $\overrightarrow{\widetilde{\psi}}(t=0)$ is used for all $M$ sub timestep wavefunctions, this causes the main convergence while loop to be executed about 2 times more. The value $\overrightarrow{\widetilde{\psi}}_{\text {new }}\left(\Delta t_{0}\right)$ at first sub-timestep is the final value from previous timestep (line 12). The $\overrightarrow{\mathbf{v}}_{j}$ vectors (Eq. 2.65) are created in line 13, their first component is just the wavefunction $\overrightarrow{\widetilde{\psi}}_{0}$ (Eq. 2.64). In the main convergence loop they are calculated in line 20. Remaining preparation lines concern counting the number of iterations it took Eq. 2.74 to converge and tracking and estimating the calculation error. The tol+1 in line 15 is to ensure that the first execution of the while loop always takes place. In next executions of this loop the value from Eq. 2.73 is used and compared against $\varepsilon$ tolerance.

In the main while loop (line 18, Eq. 2.74), first the extended inhomogeneous source term $\overrightarrow{\mathbf{S}}_{e}(\overrightarrow{\widetilde{\psi}}(t), t)$ from Eq. 2.70 is calculated in line 19 taking into account all of the time dependence of the Hamiltonian. Next the $\overrightarrow{\mathbf{v}}_{j}$ vectors are calculated for all $M$. The Newton interpolation polynomial (Section 2.2.5) is used and the divided differences calculations are performed in the process. This is followed by a check for numerical divergence (line 21). Next a lambda function for the $\widetilde{\mathbf{G}}_{\text {avg }}$ (line 22) is created to be used in the calculation of the first term $f_{M}\left(\widetilde{\mathbf{G}}_{\text {avg }}\right)$ in Eq. 2.74. In line 26 the orthogonalized Krylov space vectors are stored in an upper triangular Hessenberg matrix and its eigenvalues are found (line 28). This is the place in the Arnoldi algorithm which finds the range of the energy spectrum of the Hamiltonian and makes it possible to calculate using complex potential which renders the Eq. 2.26 obsolete and simplifies a lot the usage of this algorithm. One additional point in the spectrum named avgp (line 30) is used in order to track the calculation error and compute the energy spectrum capacity [82] (line 34). Next the expansion vectors for the Newton approximation in the reduced Krylov space are calculated (line 36) and then all $M+1$ wavefunctions $\overrightarrow{\widetilde{\psi}}_{\text {new }}$ are calculated (Eq. 2.74, line 39). It is this line that the conversion between Krylov space and position representation is performed using the transformation matrix $\Upsilon$ (c.f. point (d) in Section 2.2.6). This follows by estimating current convergence Eq. 2.73 and assigning $\overrightarrow{\widetilde{\psi}}_{\text {prev }}$ to $\overrightarrow{\widetilde{\psi}}_{\text {new }}$.

When the iterative process is complete the total number of iterations is stored (line 46) in order to track the computational cost. Next, the solution is stored in a class variable

[^13]Code listing 3.4: The main propagation loop for the time-dependent Hamiltonian

```
void SemiGlobalODE:: propagateByDtSemiGlobal(const int& iteration)
{
    const int& M = cpar.M_Nt_ts; // M param interior time points
    const int& K = cpar.K_Nfm; // K param function of matrix
    const Real& tol = cpar.tol; // tolerance parameter
    const auto& N = cpar.Nu; // number of grid points
    LocalData d(*this, iteration); // local variables Eqs.3.61,3.65
    // Unew is the new wavefunction in all M sub-timesteps
    // The extra M+1 is used for estimating errors
    Unew = MatrixXcr::Zero(N, M + 1);
    d.Ulast = Uguess; // first guess for Eq.3.74
    Unew.col(0) = d.Ulast.col(0);
    d.v_vecs.col(0) = d.Ulast.col(0); // Eq.3.64 and 3.65
    niter = 0; // count iterations in Eq.3.74
    currentErrors = EstimatedErrors(0, tol + 1); // error tracking
    // main iteration loop in Eq.3.74
    while (not d.converged(currentErrors, tol)) { // Eq.3.73
        d.calcSExtended(); // calculate Eq. 3.70, inhomogeneos term
        d.calcVVectors(); // calculate Eq. 3.64 and 3.65
        d.checkAllFinite(currentErrors); // check for divergence
        auto Gop_avg = [=](const VectorXcr& v) -> VectorXcr {
            return Gop(d.Ulast.col(cpar.tmidi), d.t(cpar.tmidi), v);
        };
        // Create the orthogonalized Krylov space, Section 3.2.6
        const MatrixXcr Hessenberg
            = createKrop(Gop_avg, d.v_vecs.col(M), K, d.Upsilon);
        const VectorXcr eigval
            = eigenValues(Hessenberg.block(0, 0, K, K));
        const Complex avgp = eigval.sum() / Real(K);
        // sampled energy spectrum and extra point to estimate error
        d.samplingp.resize(eigval.rows() + 1);
        d.samplingp << eigval, avgp;
        d.capacity = get_capacity(eigval, avgp);
        // Obtain the expansion vectors for Newton approximation
        d.RvKr = getRv(
            K, d.v_vecs, M, Hessenberg, d.samplingp, d.capacity);
        // use Arnoldi to approximate new iteration of Eq.3.74
        Unew.block(0, 1, Unew.rows(), Unew.cols() - 1)
            = Arnoldi(cpar.timeMts, M, tol, K, d, currentErrors);
        d.estimateErrors(currentErrors);
        d.Ulast = Unew;
        niter = niter + 1;
    }
    if (iteration == 0) niterOth = niter;
    allniter = allniter + niter;
    fiSolution = Unew.col(M - 1); // store the result
    Uguess.col(0) = Unew.col(M - 1); // extrapolate for next timestep
    Uguess.block(0, 1, Uguess.rows(), M)
        = Arnoldi(cpar.timeMnext, M, tol, K, d);
    if (there_is_ih) { sNext = d.s.col(M - 1); }
    d.checkErr(currentErrors, maxErrors); // check estimated errors
}
```

Code listing 3.5: The time-dependent Hamiltonian operator for coupled electronic states in C++

```
MultiVectorXcr
State::calc_Hpsi(const MultiVectorXcr& psi_0, const Real& t)
{
    MultiVectorXcr psi_ret = getZeroMultiVectorXcr(psi_0);
    // The kinetic operator, acting only on the diagonal
    for (int j = 0; j < levels; j++) {
        psi_ret[j] = Ekin_single(psi_0[j]);
    }
    // The potential operator matrix acting on the wavefunction
    for (int j = 0; j < levels; j++) {
        for (int k = 0; k < levels; k++) {
            // if present obtain the time dependent potential
            if (hasTimeDependence(j, k)) {
                        psi_ret[j] = psi_ret[j].array()
                                + timeDependentPotential(j, k, t).array()
                                    * psi_0[k].array();
            } else {
                        psi_ret[j] = psi_ret[j].array()
                            + potentialMatrix[j][k].array()*psi_0[k].array();
            }
        }
        }
        return psi_ret;
}
```

Code listing 3.6: The C++ wrapper for handling arbitrary number of coupled electronic states

```
VectorXcr State::minus_i_Hpsi__MultiVectorFlattened(
    const VectorXcr& /*u*/, // wf from this step, e.g. Bose-Einstein
    const Real& t, // time
    const VectorXcr& v // wavefunction wf to propagate
)
{
    MultiVectorXcr psi_work = zero(wf);
    decompres(v, psi_work);
    psi_work = calc_Hpsi(psi_work, t);
    return -Mathr::I * flatten(psi_work);
};
```

fiSolution (line 47). Finally the wavefunction is extrapolated for the next timestep $\Delta t$ (line 49) and the estimated errors are checked and stored (line 52).

The time-dependent Hamiltonian $\widetilde{\mathbf{H}}(t)$ is called in lines 19 and 23, when invoking the calcSExtended and Gop functions. It is presented in Listing 3.5. The differences between $\widetilde{\mathbf{H}}(t)$ and the time-independent counterpart $\widetilde{\mathbf{H}} \neq \widetilde{\mathbf{H}}(t)$ (Listing 3.2) are small but significant. First it is not the normalized Hamiltonian $\widetilde{\mathbf{H}}_{\text {norm }}$ (like it was used in the time-independent case), second it has encoded time dependence in line 12 of Listing 3.5, third it deals with coupled electronic states (Section 3.3.1). The time-dependent potential is used in line 15 when acting on the wavefunction in line 16. The time-dependent Hamiltonian uses the same function Ekin_single (Listing 3.3) in line 7 (Listing 3.5) to calculate the kinetic energy operator although if necessary (if for example weak interactions are planned to be simulated) it also could become time-dependent with only a small change in the code.

In here, the numerical damping absorbing boundary conditions Section 2.2.9 are encoded inside the complex potential (lines 15 and 19 in Listing 3.5) during the calculations.

### 3.3.1 Coupled time-dependent Schrödinger equations

In Section 2.2.7 I explained how it is possible to adapt this algorithm to arbitrary amount of coupled electronic states by storing all levels inside a single table.

To deal with each $\mathrm{k}^{\text {th }}$ level the Ekin_single loops over all levels (Listing 3.5 line 6). Similarly when dealing with the off diagonal elements of Eq. 2.2 the loop on levels is done in lines 10 and 11. The function calc_Hpsi in Listing 3.5 as the wavefunction argument takes the MultiVectorXcr which contains all wavefunctions as separate elements of std: :vector ${ }^{22}$. But the semi-global algorithm deals with a single „flattened" VectorXcr. Hence a conversion discussed in Section 2.2.7 has to be performed.

This conversion is shown in Listing 3.6. The minus_i_Hpsi__MultiVectorFlattened is the function which is provided to the semi-global algorithm as the function $\widetilde{\mathbf{G}}(\overrightarrow{\widetilde{\psi}}(t), t)$ (Eq. 2.51, Listing 3.4 line 23). It is called with wavefunction stored inside a single argument VectorXcr. This data is decompressed in line 8 (Listing 3.6), then the time-dependent Hamiltonian calc_Hpsi is called on it (Listing 3.5) and then the data is flattened again into a single VectorXcr and multiplied by negative imaginary unit (Eq. 2.51, line 10 in Listing 3.6) (atomic units are used here). The semi-global algorithm can also work when the wavefunction from present timestep is used (e.g. a Bose-Einstein condensate trap) and provides this argument for the Hamiltonian in line 2 of Listing 3.6. The wavefunction from present timestep is the d.Ulast.col(cpar.tmidi) (line 23 in Listing 3.4) where cpar.tmidi is the time coordinate of the averaged Hamiltonian $\widetilde{\mathbf{G}}_{\text {avg }}{ }^{23}$.

### 3.4 Validation of time-dependent Hamiltonian using an atom in an intense laser field

To validate the implementation of the semi-global time propagator I have run following tests and reproduced the results both from [41] and from the previous Section 3.2:
(a) Atom in an intense laser field [41].
(b) Single avoided crossing, Section 3.2.1.
(c) Dual avoided crossing, Section 3.2.2.
(d) Gaussian packet in a forced harmonic oscillator, supplementary materials of [41].
(e) Forced harmonic oscillator with an arbitrary inhomogeneous source term, supplementary materials of [41].

The single and dual avoided crossing are the same tests as in the previous Section 3.2, because an algorithm for time-dependent Hamiltonian has to work the same with timeindependent Hamiltonian. And I have reproduced these results exactly using the timedependent Hamiltonian. The tests with a Gaussian packet in a forced harmonic oscillator and an oscillator with an inhomogeneous source term are example simulations found in the
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Figure 3.7: The electric field of the laser impulse [41].
supplementary materials of [41] and also I have reproduced them exactly. Here I will only present the reproduction of results of a model atom in an intense laser field which was presented in [41]. I shall note that these are not new results, since validation of an algorithm has to be run on an example for which the results are already known and verified. In this case I am comparing the electronic wavefunction of an atom in a laser field after evolution for $1000 \mathrm{a} . \mathrm{u}$. (a time of about 24.2 fs ), with the reference result found in the supplementary materials of [41]. In the calculations I have used the following parameters (Tab. 2.2): $K=9$, $M=9, \varepsilon=2 \times 10^{-16}$ and $\Delta t=0.025$ a.u.

In this test the central potential is represented by a simplified Coulomb potential without the singularity (hence it is a model one dimensional atom):

$$
\begin{equation*}
V_{\text {atom }}(x)=1-\frac{1}{\sqrt{x^{2}+1}} . \tag{3.8}
\end{equation*}
$$

This simple model is for example used in the context of intense laser atomic physics. The electric field of the laser impulse used is following (Fig. 3.7):

$$
\begin{equation*}
\zeta(t)=0.1 \operatorname{sech}^{2}\left(\frac{t-500}{170}\right) \cos (0.06(t-500)) \tag{3.9}
\end{equation*}
$$

This laser impulse with $\omega=0.06$ a.u. is similar to the wavelength of a Titanium-Sapphire laser which is $\lambda=760 \mathrm{~nm}$. The $\operatorname{sech}^{2}=1 / \cosh ^{2}$ envelope is similar to the actual envelope found in the laser pulses. The maximum aplitude $\zeta_{\max }=0.1 \mathrm{a} . \mathrm{u}$. represents the intensity of about $I_{\max }=3.52 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. This term, together with the dipole approximation $x \zeta(t)$ is added to the Hamiltonian which reads:

$$
\begin{equation*}
\hat{\mathbf{H}}(t)=\frac{-\hbar^{2}}{2 m_{e}} \nabla^{2}+1-\frac{1}{\sqrt{x^{2}+1}}-x \zeta(t) \tag{3.10}
\end{equation*}
$$

where the mass of electron $m_{e}=1$ a.u. For the purposes of numerical simulation this Hamiltonian is modified by adding complex absorbing boundary conditions (Section 2.2.9). Their effect can be seen on the left and right edges of Fig. 3.8 where the wavefunction is diminished. The initial wavefunction is the ground state of the model atom.


Figure 3.8: Model atom in an intense laser field, the time evolution of $|\psi(R)|^{2}$ during 1000 a.u. The wavefunction at 1000 a.u. agrees with reference solution in [41] with error $<8 \times 10^{-15}$.

Figure 3.8 shows the time evolution of the wavefunction over the time of 1000 a.u. The maximum intensity of the laser impulse is centered on 500 a.u. (Fig. 3.7) and it can be seen on Fig. 3.8 that this is when the wavefunction starts to undergo a rapid change and some parts of the wavefunction start the process of dissociation. When the calculations reach the 1000 a.u. point in time I compare the results with the reference solution found in the supplementary materials in [41] and the maximum difference is smaller than $8 \times 10^{-15}$, well within the range of the numerical ULP error ${ }^{25}$. It means that my implementation of the semi-global algorithm completely reproduces the reference results.

### 3.5 Benchmarks of high precision quantum dynamics

As mentioned in Section 2.3, I would like to emphasize that this algorithm is implemented in C++ for arbitrary floating point precision types, specified during compilation. It works just as well for types with 15,18 or 33 decimal places. This is the reason why Real type instead of double is used e.g. in line 5 in Listing 3.4. The Real type is set during compilation to one of the following types: double, long double or float128. The list of all high precision types, the number of decimal places and their speed relative to double is given in Table 3.2. It follows my work on high precision in YADE, a software for classical dynamics calculations [28]. However the arbitrary precision types boost mpfr and boost cpp_bin_float are currently not available in the quantum dynamics code because the Fast Fourier Transform (FFT) routines ${ }^{24}$ for them are currently unavailable in the Boost libraries [60]. To resolve this problem I took part in the Google Summer of Code 2021 [62] as a mentor and now the high precision FFT code is in preparations to be included in the Boost libraries. The report from high precision FFT implementation in Boost is available here [61]. After that work is complete all types listed in Table 3.2 will be available for quantum dynamics calculations.

[^15]Table 3.2: The high-precision benchmark: comparison between classical dynamics [28] and quantum dynamics. The speed is shown as relative to speed at double precision

| Type | Decimal <br> places | Classical dynamics <br> speed w.r.t double | Quantum dynamics <br> preliminary benchmark |
| :--- | ---: | ---: | ---: |
| float | 6 | $1.01 \times$ faster |  |
| double | 15 | - | ,$- \varepsilon=2 \times 10^{-16}$ |
| long double | 18 | $1.4 \times$ slower | $3.5 \times$ slower, $\varepsilon=1 \times 10^{-19}$ |
| boost float128 | 33 | $4.7 \times$ slower | $50 \times$ slower, $\varepsilon=2 \times 10^{-16}$ |
| boost float128 | 33 |  | $170 \times$ slower, $\varepsilon=2 \times 10^{-34}$ |
| boost mpfr |  | 62 | $13.5 \times$ slower |

$\dagger$ for future comparison with libqd-dev library.
${ }^{\ddagger}$ assuming $\varepsilon=$ ULP error $^{25}$ and not changing other parameters (Equation 2.73 and Table 2.2).

Table 3.2 shows the speed comparison between different high-precision types, relative to double, separately for classical dynamics and quantum dynamics. The classical dynamics are reproduced from YADE benchmark [28] to serve as a reference. I have done the quantum dynamics benchmark using the example of atom in an intense laser field from previous Section 3.4. I used the same parameters with the exception of changing $\varepsilon$ (Eq. 2.73) to match the ULP error ${ }^{25}$ of selected precision as provided in table.

The long double precision in quantum dynamics is about $3.5 \times$ slower and in exchange provides about 2000 times greater precision. This might be useful in some situations for quick verification of results.

For the float128 type I did the benchmark twice, first for the $\varepsilon$ same as for double type, then for the significantly smaller $\varepsilon$ matching the float128 type. We can see that using $\varepsilon=2 \times 10^{-16}$ from double for the float128 makes it about $50 \times$ slower $^{26}$. When using full float128 precision then the decreased error tolerance $\varepsilon$ forces more iterations in Eq. 2.74 consequently making it $170 \times$ slower. If one wished to calculate with larger tolerance, say $\varepsilon=1 \times 10^{-25}$, then still float128 has to be used, and it will have speed somewhere between the two values in Tab. 3.2.

I would like to mention that from my experience, it is better to increase $\Delta t$ and allow more sub-iterations in Equation 2.74 as it speeds up calculation more than changing the $K$ and $M$ parameters. For example this atom in the laser field calculation took 30 seconds with double and $\Delta t=0.1 \mathrm{a} . \mathrm{u}$. and 10 minutes with double and $\Delta t=0.0041(6)$ a.u. both having the same $\varepsilon=2 \times 10^{-16}$ error tolerance.

Moreover, the original code [41], which deals with a single Schrödinger equation, was written in Matlab [112] and the same simulation which took me 30 seconds in $\mathrm{C}++$, took about 5 minutes in Octave ${ }^{27}$. So the $10 \times$ speed gain due to migrating from Octave to $\mathrm{C}++$ can now be wisely spent on higher precision calculations or on simulating larger systems.
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## Chapter 4

## Results

In this chapter I use the numerical methods described in previous chapters to analyze the quantum dynamics of KLi and NaRb dimers and compare them with available experiments. It is divided into two main parts.

In the first part (Section 4.1, published in [29]) I simulate the tunneling dissociation and exponential decay in the KLi dimer using a time-independent Hamiltonian. Hence I use the work presented in Section 2.1 and Section 3.1 which deals with the time-independent Hamiltonian.

In the second part (Section 4.2, presented on a poster in [30] and in preparations to publish) I simulate the power-law decay of the NaRb dimer subject to the influence of a femtosecond impulse using the time-dependent Hamiltonian with three coupled electronic states as described in Sections 2.2 and 3.3.

Since both of those parts deal with a very different molecular system each of them has its own conclusion subsection.

### 4.1 Dissociation in KLi

The very good agreement between the calculated [29] and the experimental [113, 114] curve of the $2^{1} \Pi$ state ${ }^{28}$ allows for a reliable description of the dissociation process through a small $\left(\sim 20 \mathrm{~cm}^{-1}\right.$ for $\left.J=0\right)$ potential energy barrier, which is present in the $2^{1} \Pi$ state. The barrier supports several rovibrational quasi-bound states and explicit time evolution of these states via the time-dependent nuclear Schrödinger equation shows that the state populations decay exponentially in time. I precisely describe the time-dependent dissociation process of several rovibrational levels and show that the calculated spectrum matches very well with the assigned experimental spectrum. Moreover, my approach is able to predict the positions of previously unassigned lines, particularly in the case of their low intensity.

Studies of polar alkali dimers provide valuable insight into several basic phenomena, such as perturbations in excited states, potential curve crossings and avoided crossings, photodissociation, photoassociation, and new quantum matter, namely the Bose-Einstein condensate and ultracold two-fermionic species [115]. The development of spectroscopic methods allows for very accurate measurements, providing valuable data for the ground and excited states of these molecules. From the theoretical point of view heteronuclear alkali metal dimers are very attractive objects due to their simple electronic structure and the possibility

[^17]of treating them as effective two-electron systems with separated atomic cores. Pseudopotential methods with longtail core polarization model potentials are well suited to treat such systems [116, 117].

For years, the KLi dimer was an object of spectroscopic experiments [118, 119, 120, $121,122,123]$ with the notable series of studies by the Warsaw group [114, 124, 125, 126, 127, 128] which provided, using Doppler-free polarization labeling technique, molecular constants and potential energy curves for the ground and several excited singlet states up to $11^{1} \Pi$ lying $33,000 \mathrm{~cm}^{-1}$ above the minimum of the ground state. Some potential energy curves, like in the case of the $1^{3} \Sigma^{+}$state [126], were determined experimentally despite limited data sets of vibrational energies. The KLi dimer was also studied in ultracold atomic and molecular gases with strongly interacting two-fermionic species consisting of ${ }^{40} \mathrm{~K}$ and ${ }^{6} \mathrm{Li}$ atoms [129, 130, 131].

Already in 1984, Müller and Meyer [132] performed extensive all-electron SCF calculations on KLi along with a careful treatment of intershell effects. In 1999, Rousseau et al. [133] performed CI calculations with nonempirical one-electron pseudopotentials and appropriate polarization potentials by means of the CIPSI program package [134] obtaining 58 electronic states of KLi. Recently extensive theoretical ab initio studies were performed, including the electronic structure, transition dipole moments [135], and effect of inner-shell electrons on the molecular properties [136]. Additionally the low-lying potential energy curves, transition dipole moments and Franck-Condon factors were calculated in order to show effective schemes of photoassociation reactions [137]. Also the electronic structure of KLi has been investigated by treating the K and Li atoms with the non-empirical relativistic effective core potentials [138]. Very recently, the multireference coupled cluster method (MRCC) has been used to calculate 10 low-lying states of KLi [139].

In this section, I address the problem of direct bound-to-free simulations, particularly for quasi-bound rovibrational levels lying just below the potential barrier. This is the energy region in which the good agreement between semi-classical and fully quantum results is questionable (the difference between them is discussed below, Fig. 4.2). I study the validity of the quantum bound-to-free approach near the potential barrier where quasi-bound levels are broad and their low intensity makes an additional challenge for experimentalists. Here I present the lines of partial cross section for predissociation along with time-dependent populations. Initial quasi-bound wavepackets with precisely assigned rotational and vibrational quantum numbers allow to calculate the time-dependent population of rovibrational levels. I shall note here that using the eigenfunctions is the only approach to obtain population decay curves specific for a given rovibrational level. In comparison using an initial Gaussian wavepacket would not be effective since it usually covers many interfering vibrational levels, each of them with different population decay constant. To perform any time-dependent (dynamical) calculations it is preferable to have potential energy curves of high accuracy, this is essential in description of the predissociation process. Thus the potential energy curve for the $2^{1} \Pi$ state from [29] is used. This allows to get a new insight into the dynamics of the rovibrational predissociation process. Details of this process showing the role of shapes of initial wavepackets in forming the spectral lines is shown step by step in the molecular movies available in [140]. To that end I show explicitly that the quasi-bound state populations decay exponentially in time. Moreover, I present here a systematic study of energies and widths of quasi-bound levels, which provides a new valuable data for finding effective photoassociation schemes leading to Bose-Einstein condensates. Whenever it is possible I carefully compare the results with the available experimental data to get a better insight into
the nature of the predissociation process.
The application of Section 2.1 to the problem at hand is explained in the next section putting emphasis on the time-dependent method and boundary conditions. In Section 4.1.2, I present the results for the $2^{1} \Pi$ state and compare them with the experimental data together with the spectrum and the population evolution. Conclusions are given in the Section 4.1.3.

### 4.1.1 Computation method

The time-dependent approach (Section 2.1) can be regarded as a complementary tool to the time-independent method and is often used in studying photodissociation processes. Here, it serves as an alternative and quite illustrative method for comparing with the structural calculation results obtained via semi-classical time-independent method in program LEVEL [141].

Let us consider the time-dependent Schrödinger equation in the following form:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Phi(R, t)=H_{J}^{n u c} \Phi(R, t) \tag{4.1}
\end{equation*}
$$

where $\Phi(R, t)$ is the time-dependent wavepacket moving on the effective potential energy curve $U_{J}(R)$ and the nuclear Hamiltonian is taken as $H_{J}^{\text {nuc }}=-\frac{\hbar^{2}}{2 \mu} \frac{\partial^{2}}{\partial R^{2}}+U_{J}(R)$. The adiabatic potential energy curve $U_{J}(R)$ is the $2^{1} \Pi$ electronic state from [29].

The evolving wavepacket $\Phi(R, t)$ is a solution of Eq. 4.1. As the initial wavefunction, $\Phi(R, t=0)=\Psi_{E, J}(R)$, I select a quasi-bound eigenstate which can be calculated very accurately by the methods implemented in the program LEVEL [141]. This approach allows to calculate the population for the particular state labeled by the vibrational and rotational quantum numbers $(v, J)$. The program LEVEL calculates the state only up to the R coordinate equal to the outermost classical turning point. To use it in the quantum dynamic calculations I needed to extrapolate the tail of the provided wavefunction using exponential decay. This extrapolated part of the wavefunction only serves the purpose to ensure that the first and second derivatives of the wavefunction are smooth. Apart from that they bear very small influence on the calculation results, since the wavefunction in this extrapolated region is quickly filled with larger parts of the wavefunction which are tunneling in the predissociation process.

The wavepacket is tunneling away from its starting position with the main amplitude located inside the potential energy barrier. The time-dependent population $P(t)$ is calculated in the range from $R=0$ till $R_{\max }$, where $R_{\max }$ is chosen sufficiently to the right of the outermost classical turning point such that $P(t=0)=1$. The integration of population excludes the ending region in which the absorbing boundary conditions are in effect (see Section 2.1.6) ${ }^{29}$. Hence the population is calculated as

$$
\begin{equation*}
P(t)=\int_{0}^{R_{\max }}|\Phi(R, t)|^{2} d R . \tag{4.2}
\end{equation*}
$$

The process is also described by the time-dependent autocorrelation function

$$
\begin{equation*}
S(t)=\int \Phi^{\star}(R, t=0) \Phi(R, t) d R \tag{4.3}
\end{equation*}
$$

[^18]In this case the autocorrelation function describes the evolution of the initial nuclear eigenfunction in the excited electronic state.

The spectrum is determined by the inverse Fourier transform of $S(t)$ [38] as follows

$$
\begin{equation*}
\sigma(E(v, J))=\int_{-\infty}^{\infty} \mathrm{e}^{i E(v, J) t / \hbar} S(t) d t \tag{4.4}
\end{equation*}
$$

I am estimating the above integral over the time range $\langle 0, T\rangle$ (where $T=1 \mathrm{~ns}$ ) using the fast Fourier transform (FFT) routines [142].

I have implemented the code for calculating the quantum dynamics from Section 3.1 [63, 73, 143] into an unmerged ${ }^{30}$ branch of YADE computational framework which I developed [28, 33, 34, 35]. In this approach the Chebyshev polynomial recurrence relation formula $[63,72]$ is modified by multiplying it by the absorbing boundary conditions term $e^{-\gamma(R)}$ (Section 2.1.6 [74, 75]). The resulting absorbing potential acts as the commonly used imaginary absorbing potential (see Section 2.2.9 for time-dependent Hamiltonian), such that the calculations are numerically stable in the Kosloff calculation method.

In the calculations of the autocorrelation function (Eq. 4.3), the propagation time is 1 ns which is sufficient for estimation of the integral in Eq. 4.4. In Equation 4.2, I use the value of $R_{\text {max }}$ equal to $57 \mathrm{a}_{0}(30 \AA)$. There are 8192 points in the whole grid and 4669 points in the integration grid (since integration excludes the region of the absorbing boundary conditions). In order to avoid the interference between the outgoing and incoming waves on the periodic grid an absorbing potential is placed in the range from 57 to $100 \mathrm{a}_{0}$ ( $30 \AA$ to $53 \AA$ ). This potential smoothly absorbs the wavepacket (Section 2.1.6) [74].

The obtained population curve $P(t)$ is roughly constant in the first 5 ps (see Fig. 4.1A), which is the time for the wavepacket to reach the $R_{\max }$ point. After this the population (Eq. 4.2) starts to decay. It is seen that the population follows an exponential decay $e^{-t / \tau}$, with a decay constant $\tau$. Hence here I demonstrate the exponential decay of population based on explicit time-propagation of a quasi-bound state. Often the exponential decay of such states is described by introducing an imaginary part in the state energies [38, 144]. An exponential decay in population leads by using Eq. 4.4 to Lorentzian line shapes with full width at half maximum (FWHM) equal to $\Gamma=\hbar / \tau[38,144]$.

The time $t_{0}$ for the best determination of the decay constant $\tau$ (and correspondingly $\Gamma$ ) is determined by performing a parametric least squares fitting, where the $t_{0}$ is adjusted in order to maximize the Pearson's correlation coefficient $r_{t_{0}, \Gamma}$ value of the fit (see Fig. 4.1B). The dependence of $\Gamma$ on $t_{0}$ (at which the least squares fitting starts) is shown on Fig. 4.1C. It can be seen that a "perfect" fit of $\Gamma$ is found in a very narrow range (see inset of Fig. 4.1C) in the order of $0.02 \mathrm{~cm}^{-1}$. When scanning the entire time range $t_{0} \in[5 \mathrm{ps}, 1 \mathrm{~ns}]$, the least squares fitting had a tendency to produce "perfect" fits $r_{t_{0}, \Gamma}=1.0$ at very large $t_{0}$ (of the order of 0.1 ns ), hence to force inclusion of the beginning of the population decay (which starts around 5 ps ) the fitting is constrained to start before $t_{0}<15 \mathrm{ps}$.

This method allows to calculate the FWHM spectral peak widths $\Gamma$ values for vibrational and rotational quantum numbers shown in Fig. 4.2. For each of these levels I am fitting the population decay curve $e^{-t / \tau}$ obtained from dynamical evolution of the eigenfunctions, and then convert it with the formula for $\Gamma=\hbar / \tau[38,144]$ to the peak width. The comparison with results from program LEVEL [141] in Fig. 4.2 is discussed in the next section.
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Figure 4.1: The procedure of finding optimal $F W H M \Gamma\left[\mathrm{~cm}^{-1}\right]$ shown for the level $J=37$ and $v=16$ of the $2^{1} \Pi$ state. (Aa) Population of time-evolving wavepacket is calculated up to 1 ns , but only the first 17 ps are shown here for clarity. (Ab) The obtained best fit population decay function $e^{-t / \tau}$, the population values to the left of $t_{0}$ are not used in the fit. (B) The value of Pearson's correlation coefficient $r_{t_{0}, \Gamma}$ (plotted as $1-\left(r_{t_{0}, \Gamma}\right)^{2}$ ) as a function of time $t_{0}$ where the least squares fitting starts. (C) The value of FWHM $\Gamma\left[\mathrm{cm}^{-1}\right]$ obtained from least squares fitting starting at each $t_{0}$.

### 4.1.2 Results and discussion

Using the computer code for solving the time-dependent Schrödinger equation with the timeindependent Hamiltonian (Section 2.1 and Section 3.1, [28, 33, 34, 35, 63, 73, 143]), I present several interesting features of the spectra and where it is possible I compare them with the other theoretical results and experimental data. Figure 4.2 shows comparison of my results of the level widths $\Gamma$ (e.g. the full width at half maximum, FWHM) with those calculated from the program LEVEL [141]. My line widths are calculated directly from the exponential decay of population. The extracted decay constant is used to estimate the width $\Gamma=\hbar / \tau$. The program LEVEL calculates the line width from a uniform semi-classical treatment which assumes that at the outermost classical turning point the wavefunction behaves like the Airy function of the second kind. It can be seen that the semi-classical treatment (crosses in Fig. 4.2) overestimates the line widths for the broadest levels. Thus, the differences between the results become significant when the energy of quasi-bound levels approaches the top of the barrier. It is known that in this energy regime, the semi-classical approach does give less reliable results [141].


Figure 4.2: Comparison of the widths of the bound $(\Gamma=0)$ and quasi-bound levels. The results from bound-continuum time-dependent simulations are given by the open circles, while results obtained from the program LEVEL are given by crosses [141].

The distribution of bound and quasi-bound levels for high vibrational numbers $v$ exhibits several similarities to the experimental data (Fig. 4.3). For $v=13,14$ and 15 the values of $J$ which constitutes a boundary between bound and quasi-bound levels differs only by one. For $v=16$, because of strong perturbation with other states the comparison is impossible, while for $v=17$, there is a perfect agreement. At last for $v=18$, no experimental data is available. The long broken vertical line placed at $J=8$ crosses bound level with $v=16$ and quasi-bound level with $v=17$, and clearly illustrating that the last line with $v=18$ in Fig. 4.4 comes from the virtual state lying above the potential barrier.

The part of the discrete spectrum calculated from Eq. 4.4 for the absorption transitions from the ground state level $v^{\prime \prime}=3, J^{\prime \prime}=8$ to the levels $v^{\prime}=16-18, J^{\prime}=8$ of $2^{1} \Pi$ is compared with the experimental spectrum in Fig. 4.4. The remaining peaks in the spectrum are as yet not assigned by experimentalists. I shall note here that I use the Condon approximation, i.e. a constant transition-dipole moment, as a result the relative intensities of the peaks may change when this approximation is abandoned. The calculated spectrum is shifted by $744.835 \mathrm{~cm}^{-1}$ with respect to the data in Tab. 4.1 (on page 58). This shift is calculated in the following manner: the experimental energy $726.485 \mathrm{~cm}^{-1}[145]$ of the level $v^{\prime \prime}=3, J^{\prime \prime}=0$ in the ground state was incremented by $18.350 \mathrm{~cm}^{-1}$ which is the energy difference between the ground state levels $v^{\prime \prime}=3, J^{\prime \prime}=8$ and $v^{\prime \prime}=3, J^{\prime \prime}=0$. The agreement between obtained spectra and the experimental spectra is very satisfactory showing the usability of those methods in assigning particular transitions to quasi-bound levels. The process of quantum tunneling and forming the spectral lines can be viewed in the molecular movies [140].

An overview of the calculated term energies are shown in Fig. 4.5. The present results of term values from $v=8$ up to $v=18$ show a characteristic pattern. The numerical values of level energies and widths of the $2^{1} \Pi$ state are shown in Tab. 4.1. Here only levels with


Figure 4.3: Distribution of the present theoretical results (diamonds in the upper rows) and experimental data [113] (circles in the lower rows) for the high rovibrational levels in the $2^{1} \Pi$ state of KLi. Solid figures represent bound levels, open figures - quasi-bound levels, crosses - perturbed levels. Short vertical bars denote the last rotational level for each $v$.
The long broken vertical line placed at $J=8$ cuts $v$ levels involved in transitions showed in Fig. 4.4.


Figure 4.4: The black color shows the experimental spectrum of KLi observed with a linearly polarized pump laser beam [114, 146]. The assigned progression corresponds to transitions from the ground state levels $v^{\prime \prime}=3, J^{\prime \prime}=8$ to the levels $v^{\prime}=16,17$, and 18 , for $J^{\prime}=8$ of $2^{1} \Pi$. The red color is the spectrum calculated from Eq. 4.4 using potential curve of $2^{1} \Pi$ from [29]. The green color is the spectrum calculated from the program LEVEL.


Figure 4.5: Energies of term values for $v=8-18$ obtained from time-dependent calculations. Full diamonds indicate bound levels, empty diamonds - quasi-bound levels, short vertical bars - the last rotational level for a chosen $v$.
widths broader then $10^{-3} \mathrm{~cm}^{-1}$ are listed. As expected the biggest differences between theoretical results occur for the quasi-bound states lying just below the barrier's maximum, where the semi-classical approach becomes insufficient. The differences between theoretical results and available experimental data do not exceed the experimental resolution. It means that these set of results may be useful in further assigning of experimental spectrum. The energies, widths and lifetimes of all calculated quasi-bound levels are in [140].

### 4.1.3 Conclusions for KLi

In order to describe the rovibrational predissociation process of the KLi molecule I used the low lying adiabatic potential energy curve of the $2^{1} \Pi$ state from [29]. A small barrier to dissociation $\left(\sim 20 \mathrm{~cm}^{-1}\right.$ for $\left.J=0\right)$ is present in this state. Using the potential curve of $2^{1} \Pi$ state I calculated the rovibrational levels. The differences between the successive levels are compared with those derived from experimental data. The agreement is very good.

Using the complementary time-dependent approach I solved the time-dependent nuclear Schrödinger equation. The solutions show the evolving wavepacket originally placed on the effective potential curve. The spectrum is calculated as a Fourier transform of the autocorrelation function. The differences between successive peaks in the spectrum are compared with the experimental spectrum. In my calculations of the time-dependent population of the rovibrational $(v, J)$ levels, I focus on the initial wavepackets chosen as eigenfunctions of quasi-bound states calculated with classical turning points. This approach allows for the exact description of the rovibrational predissociation mechanism of the KLi molecule. I show
explicitly that the population of a quasi-bound state decays exponentially in time. This approach can be easily used for other diatomic and even polyatomic molecules.

Next, I also describe the detailed procedure of calculating widths of quasi-bound vibrational levels with the high accuracy. The present method for solving TDSE (Section 2.1) is often used as a benchmark for testing other numerical methods [64]. It is especially important in the view of ultracold experiments as quasi-bond could possibly be explored for new ways of cooling molecules. Extensive Table 4.1 (on page 58) with calculated level energies, widths and lifetimes is presented. Those results are of considerable relevance to the design of experiments and the development of approximate computational methods. For available experimental data the comparison with my results gives very good agreement. Certainly, I hope that the results may be helpful in assigning transitions to quasi-bound levels.

Table 4.1: Energies and widths of chosen quasi-bound levels from the $2^{1} \Pi$ state. Present results obtained by time-dependent calculations (Present,TDSE) and by means of the program LEVEL (Present) are compared with those measured in the experiment [113]. Only levels with the $f$ rotational symmetry are listed. The double column $\Delta E$ gives differences between Experiment and respectively Present,TDSE and Present. $\Delta \Gamma$ gives the relative difference between level widths calculated as (Present - Present,TDSE)/Present,TDSE.

| J | v | Energy [ $\mathrm{cm}^{-1}$ ] |  |  |  | Width $\Gamma\left[\mathrm{cm}^{-1}\right]$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Present,TDSE | Present | Experiment [113] | $\Delta E$ | Present,TDSE | Present | $\Delta \Gamma$ |
| 1 | 18 | 21140.338 | 21140.449 |  |  | 1.2580 | 1.3698 | 0.089 |
| 2 | 18 | 21140.605 | 21140.720 |  |  | 1.3096 | 1.4321 | 0.094 |
| 3 | 18 | 21141.006 | 21141.122 |  |  | 1.3787 | 1.5282 | 0.108 |
| 4 | 18 | 21141.507 | 21141.643 |  |  | 1.4948 | 1.6508 | 0.104 |
| 5 | 18 | 21142.175 | 21142.238 |  |  | 1.6331 | 1.7715 | 0.085 |
| 17 | 17 | 21142.408 | 21142.423 | 21142.417 | 0.009, -0.006 | $2.4877 \times 10^{-3}$ | $2.4938 \times 10^{-3}$ | 0.002 |
| 18 | 17 | 21145.514 | 21145.509 | 21145.434 | -0.080, -0.075 | $7.3878 \times 10^{-3}$ | $7.4499 \times 10^{-3}$ | 0.008 |
| 19 | 17 | 21148.720 | 21148.719 | 21148.553 | -0.167, -0.166 | $2.0125 \times 10^{-2}$ | $2.0341 \times 10^{-2}$ | 0.011 |
| 20 | 17 | 21152.026 | 21152.037 | 21151.714 | -0.312, -0.323 | $4.9872 \times 10^{-2}$ | $5.0865 \times 10^{-2}$ | 0.020 |
| 21 | 17 | 21155.433 | 21155.451 | 21155.066 | -0.367, -0.385 | $1.1437 \times 10^{-1}$ | $1.1653 \times 10^{-1}$ | 0.019 |
| 22 | 17 | 21158.939 | 21158.948 | 21158.400 | -0.539, -0.548 | $2.4177 \times 10^{-1}$ | $2.4461 \times 10^{-1}$ | 0.012 |
| 23 | 17 | 21162.513 | 21162.521 | 21161.830 | -0.683, -0.691 | $4.7034 \times 10^{-1}$ | $4.7253 \times 10^{-1}$ | 0.005 |
| 24 | 17 | 21166.153 | 21166.174 |  |  | $8.3086 \times 10^{-1}$ | $8.4896 \times 10^{-1}$ | 0.022 |
| 25 | 17 | 21169.860 | 21169.917 |  |  | 1.3596 | 1.4341 | 0.055 |
| 26 | 17 | 21173.594 | 21173.538 |  |  | 2.0983 | 2.1353 | 0.018 |
| 30 | 16 | 21167.455 | 21167.465 | 21167.380 | -0.075, -0.085 | $1.5023 \times 10^{-3}$ | $1.5443 \times 10^{-3}$ | 0.028 |
| 31 | 16 | 21173.133 | 21173.152 | 21172.888 | -0.245, -0.264 | $6.7315 \times 10^{-3}$ | $6.8733 \times 10^{-3}$ | 0.021 |
| 32 | 16 | 21178.877 | 21178.906 | 21178.406 | -0.471, -0.500 | $2.5554 \times 10^{-2}$ | $2.5844 \times 10^{-2}$ | 0.011 |
| 33 | 16 | 21184.688 | 21184.702 | 21183.965 | -0.723, -0.737 | $8.1813 \times 10^{-2}$ | $8.2820 \times 10^{-2}$ | 0.012 |
| 34 | 16 | 21190.499 | 21190.509 | 21189.630 | -0.869, -0.879 | $2.2249 \times 10^{-1}$ | $2.2701 \times 10^{-1}$ | 0.020 |
| 35 | 16 | 21196.309 | 21196.311 |  |  | $5.2662 \times 10^{-1}$ | $5.3651 \times 10^{-1}$ | 0.019 |
| 36 | 16 | 21202.087 | 21202.120 |  |  | 1.0863 | 1.1147 | 0.026 |
| 37 | 16 | 21207.864 | 21207.938 |  |  | 1.9701 | 2.0734 | 0.052 |
| 40 | 15 | 21199.716 | 21199.713 | 21199.333 | -0.383, -0.380 | $1.7736 \times 10^{-3}$ | $1.7881 \times 10^{-3}$ | 0.008 |
| 41 | 15 | 21207.564 | 21207.593 | 21206.890 | -0.674, -0.703 | $8.7548 \times 10^{-3}$ | $8.9113 \times 10^{-3}$ | 0.018 |
| 42 | 15 | 21215.479 | 21215.488 |  |  | $3.6380 \times 10^{-2}$ | $3.6912 \times 10^{-2}$ | 0.015 |
| 43 | 15 | 21223.327 | 21223.358 |  |  | $1.2539 \times 10^{-1}$ | $1.2745 \times 10^{-1}$ | 0.016 |
| 44 | 15 | 21231.141 | 21231.163 |  |  | $3.6025 \times 10^{-1}$ | $3.6692 \times 10^{-1}$ | 0.019 |
| 45 | 15 | 21238.856 | 21238.891 |  |  | $8.7055 \times 10^{-1}$ | $8.8924 \times 10^{-1}$ | 0.021 |
| 46 | 15 | 21246.504 | 21246.573 |  |  | 1.7858 | 1.8662 | 0.045 |
| 49 | 14 | 21241.327 | 21241.345 |  |  | $4.2147 \times 10^{-3}$ | $4.2525 \times 10^{-3}$ | 0.009 |
| 50 | 14 | 21251.246 | 21251.231 |  |  | $2.0288 \times 10^{-2}$ | $2.0543 \times 10^{-2}$ | 0.013 |
| 51 | 14 | 21261.064 | 21261.066 |  |  | $8.1186 \times 10^{-2}$ | $8.2309 \times 10^{-2}$ | 0.014 |
| 52 | 14 | 21270.782 | 21270.793 |  |  | $2.6828 \times 10^{-1}$ | $2.7182 \times 10^{-1}$ | 0.013 |
| 53 | 14 | 21280.367 | 21280.376 |  |  | $7.3356 \times 10^{-1}$ | $7.4032 \times 10^{-1}$ | 0.009 |
| 54 | 14 | 21289.785 | 21289.840 |  |  | 1.6714 | 1.6977 | 0.016 |
| 56 | 13 | 21275.625 | 21275.668 |  |  | $1.2668 \times 10^{-3}$ | $1.2967 \times 10^{-3}$ | 0.024 |
| 57 | 13 | 21287.447 | 21287.484 |  |  | $7.1898 \times 10^{-3}$ | $7.3604 \times 10^{-3}$ | 0.024 |
| 58 | 13 | 21299.236 | 21299.248 |  |  | $3.3983 \times 10^{-2}$ | $3.4759 \times 10^{-2}$ | 0.023 |
| 59 | 13 | 21310.891 | 21310.900 | 21309.310 | -1.581, -1.590 | $1.3478 \times 10^{-1}$ | $1.3582 \times 10^{-1}$ | 0.008 |
| 60 | 13 | 21322.379 | 21322.373 |  |  | $4.3449 \times 10^{-1}$ | $4.3478 \times 10^{-1}$ | 0.001 |
| 61 | 13 | 21333.634 | 21333.644 |  |  | 1.1463 | 1.1435 | -0.002 |
| 62 | 13 | 21344.721 | 21344.746 |  |  | 2.5271 | 2.5240 | -0.001 |

### 4.2 Power-law decay in the model NaRb dimer

In this section I use the quantum dynamics code from Sections 2.2 and 3.3 that allows to study the dynamics of multiple coupled states under the influence of an arbitrary timedependent external field ${ }^{31}$. The goal of this section is to examine the capabilities of the new software by simulating an excitation in a model NaRb dimer. The model used here is relatively simple: without multiphoton excitations, without ionization channel, with classical electromagnetic field and with rotational quantum number fixed at $J=0$. Three electronic levels are used here: $1^{3} \Sigma^{+}, 2^{1} \Sigma^{+}$and $1^{3} \Pi$ together with the spin-orbit coupling (SOC) between $2^{1} \Sigma^{+}$and $1^{3} \Pi$. In this model a strong femtosecond impulse excitation causes association and the forbidden transition in the ${ }^{23} \mathrm{Na}^{87} \mathrm{Rb}$ dimer. In this numerical study, the dimer is excited from the ground triplet state $1^{3} \Sigma^{+}$to the $1^{3} \Pi$ state using the femtosecond impulse and next, the spin-orbit coupling between the $1^{3} \Pi$ and $2^{1} \Sigma^{+}$states results in the singlet-triplet transition. The impulse parameters are optimised to obtain maximum yield in electronic levels correlating with the first excited atomic asymptote. As a result I obtain the detailed population statistics and power-law decay of these states. Finally, the analysis of the population oscillations allows for the determination of the optimal time delay for dumping the molecule to its absolute ground state.

The aim in this section is to show the time-dependent descriptions of the photoassociation and photodissociation processes in the polar alkali diatomic molecules and the quantum properties of these reactions in their characteristic time regimes. I propose the femtosecond impulse parameters' optimization procedure providing the maximization of the population in the coupled complex of excited electronic states. Dynamics investigations of this system of molecular states allows, in the case of an association, to establish the optimal time delays for the femtosecond train of impulses enabling the formation of molecules in the deeply bound ground state, as well as present the general modified power-law decay allowing for the proper description of the dissociation process of coupled states. The dissociation through the barrier of the potential (tunneling) is well described by the exponential decay (see previous section and $[29,39,147]$ ), while the dissociation of the system of coupled excited electronic states should be rather described by other forms of decays. Several different models for these kinds of decays were investigated, such as product decay [148], dephasing [149], and the powerlaw decay $[150,151,152]$. The fit on the data obtained here will show that it is a power-law decay.

All considerations here are based on an exemplary numerical model of a polar alkaline dimer, which is the NaRb molecule. The sodium rubidium molecular system has been studied both experimentally $[153,154,155,156,157]$ and theoretically $[116,158,159,160]$. It is worth underlining that in a recent experiment $[161,162]$ Guo et al. reported successful production of an ultracold sample of the absolute ground state of ${ }^{23} \mathrm{Na}^{87} \mathrm{Rb}$ molecules.

Here I am simulating the impulse-driven dynamics of photoassociation of the NaRb dimer that takes the spin-orbit coupling into consideration. The dynamics on multiple coupled electronic levels are determined by solutions to the coupled time-dependent Schrödinger equations using the semi-global method [41] (Sections 2.2 and 3.3). The effective Hamiltonian for describing nuclear kinetics in coupled multiple adiabatic or diabatic electronic states plays a key role. The newly-developed quantum dynamics code allows to study the dynamics of multiple coupled states under the influence of an arbitrary time-dependent external field,

[^20]Table 4.2: The schematic view of the Hamiltonian matrix of the system used in the calculations. The transition dipole moment functions (TDMF) between electronic levels $\mu$ multiplied by the impulse electric field $\varepsilon(t)$ are marked with ' + '. The lack of coupling between levels is marked with 'o'. The spin-orbit coupling is marked with SOC. The potential energy curves (PEC) are on the matrix diagonal.

|  | $1^{3} \Sigma^{+}$ | $2^{1} \Sigma^{+}$ | $1^{3} \Pi$ |
| :--- | :---: | :---: | :---: |
| $1^{3} \Sigma^{+}$ | PEC | $\circ$ | + |
| $2^{1} \Sigma^{+}$ | $\circ$ | PEC | SOC |
| $1^{3} \Pi$ | + | SOC | PEC |

to investigate the femtosecond impulse-driven process of association and the forbidden transition in the ${ }^{23} \mathrm{Na}^{87} \mathrm{Rb}$ dimer. The Born-Oppenheimer potential energy curves (PEC) used here are from [160].

In this analysis, I use the lowest electronic states of the NaRb molecule, appropriate transition dipole moment functions (TDMF), and spin-orbit coupling (SOC) matrix elements. Additionally the femtosecond impulse parameters are optimized to obtain maximum yield in electronic levels correlating with the first excited atomic asymptote. I present a map of the optimization space of the pulse parameters and the detailed population statistics. Inspired by [150] I propose a modified power-law to describe the population decay. Additionally, the analysis of the oscillations of population allows to determine the optimal time delay for dumping molecule to its absolute ground state.

### 4.2.1 Computation method

The time propagation of a system of coupled time dependent nuclear Schrödinger equations (TDSE) for multiple electronic levels and time-dependent Hamiltonian follows the semiglobal method [41] (Sections 2.2 and 3.3). The couplings between the electronic levels are time-dependent. The TDSE has the following general form:

$$
i \hbar \frac{\partial}{\partial t}\left(\begin{array}{l}
\psi_{1}  \tag{4.5}\\
\psi_{2} \\
\psi_{3}
\end{array}\right)=\left[\begin{array}{ccc}
\hat{\mathbf{H}}_{1}(t) & \hat{\mathbf{V}}_{1,2}(t) & \hat{\mathbf{V}}_{1,3}(t) \\
\hat{\mathbf{V}}_{2,1}(t) & \hat{\mathbf{H}}_{2}(t) & \hat{\mathbf{V}}_{2,3}(t) \\
\hat{\mathbf{V}}_{3,1}(t) & \hat{\mathbf{V}}_{3,2}(t) & \hat{\mathbf{H}}_{3}(t)
\end{array}\right]\left(\begin{array}{c}
\psi_{1} \\
\psi_{2} \\
\psi_{3}
\end{array}\right),
$$

where the $\hat{\mathbf{H}}_{m}(t)$ corresponds to the Hamiltonian for the respective electronic level in the Born-Oppenheimer approximation and $\hat{\mathbf{V}}_{m, n}(t)$ are either: (1) the respective transition dipole moment functions $\mu$ multiplied ${ }^{32}$ by the impulse electric field $\varepsilon(t)$ or (2) the spin orbit potential $\xi$; depending on the nature of the coupling between the two electronic levels. The Hamiltonian for three electronic levels in this simulation is summarized in Tab. 4.2.

The gist of the semi-global method [41] (Sections 2.2 and 3.3) is that the evolution operator is expanded, using $K$ terms (see Tab. 2.2 on page 26), in the Krylov space into two parts: the time-dependent part of the Hamiltonian and the Hamiltonian in the middle of the timestep $t+\frac{\Delta t}{2}$, for which the time-dependent part serves as a correction calculated in the
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Figure 4.6: (a) the electronic states of the $N a R b$ molecule with the schematic arrow representing transition imposed by the impulse; (b) the transition dipole moment function $\mu$ and (c) the spin-orbit coupling $\xi$. See Tab. 4.2 for the schematic view of the Hamiltonian in which they are used.
$M$ interior sub-timesteps. The calculation of solutions for $M$ interior sub-timesteps is iterated several times (usually two to five) within a single global timestep $\Delta t$ until the solution converges with the requested error tolerance $\varepsilon$. Then the calculation moves on to the next timestep.

The semi-global method is implemented in C++ (Section 3.3), thus allowing calculations $10 \times$ faster than the original Matlab code (see Section 3.5 and [41]) and extended with the ability to handle an arbitrary number of electronic levels (a feature not present in [41], see Section 2.2.7 and Listing 3.4) such as in Eq. 4.5. It is then used with the following parameters (Table 2.2 on page 26): the timestep $\Delta t=1$ a.u., the number of interior Chebyshev time points $M=5$ and the number of expansion terms used for the computation of the function of a matrix $K=7$. The error tolerance is set to $\varepsilon=10^{-10}$. The discretization grid has 6144 points and the absorbing boundary condition (see Section 2.2.9) is placed at the distance $R_{\max }=70 a_{0}$.

### 4.2.2 Results and discussion

The previously calculated PECs from [160], TDMF $\mu_{1^{3} \Sigma^{+}-1^{3} \Pi}$ and SOC $\xi_{2^{1} \Sigma^{+}-1^{3} \Pi}$ along with the schematic photoassociation transitions are shown in Fig. 4.6.

As the initial condition, the $v=20$ eigenfunction is placed on the $1^{3} \Sigma^{+}$state, because it is one of the highest populated levels obtained in the experiment [161, 162]. Then the following impulse is used:

$$
\begin{equation*}
\varepsilon(t)=I \operatorname{sech}^{2}\left(\left(t-t_{p}\right) / \tau_{p}\right) \cos (\omega t) \tag{4.6}
\end{equation*}
$$

where the frequency $\omega$ corresponds to a commercially available laser with the wavelength


Figure 4.7: Sum of the population on $2^{1} \Sigma^{+}$and $1^{3} \Pi$ depending on the full width at half maximum (FWHM) of the impulse and its intensity $I$. The peak population $P_{0}=97.2 \%$ at $F W H M=26.6 \mathrm{fs}$, $I=2.0768 \times 10^{14}\left[\mathrm{~W} / \mathrm{cm}^{2}\right]$ is marked with a cross. The horizontal bands separated by dashed lines are discussed in the text.
$\lambda=1560 \mathrm{~nm}$, the impulse center $t_{p}=111.26 \mathrm{fs}$ ( 4600 a.u., also marked in Fig. 4.8 with an arrow), while the intensity $I$ and the full width at half maximum (FWHM) are optimized to maximize population on the excited state (the FWHM of the impulse equals to $1.76 \tau_{p}$ ). The optimization is performed by scanning a range of these two parameters.

The scan of the sum of the population on two excited states $2^{1} \Sigma^{+}$and $1^{3} \Pi$ is shown in Fig. 4.7. It is interesting to note the existence of three characteristic horizontal bands. The first band occurs for the intensity $I<1.5 \times 10^{14}\left[\mathrm{~W} / \mathrm{cm}^{2}\right]$. Here the horizontal lines of the higher population indicate that the FWHM energy spread of the impulse does not affect the population and it mostly depends on the impulse intensity. The second band is in the middle range of $I$ between $1.5 \times 10^{14}$ and $2.5 \times 10^{14}\left[\mathrm{~W} / \mathrm{cm}^{2}\right]$. Here a semi-diagonal pattern emerges where the FWHM energy spread dependence plays a major role. Finally in the third range for $I>2.5 \times 10^{14}\left[\mathrm{~W} / \mathrm{cm}^{2}\right]$ a nonlinear behavior takes precedence and a chaotic pattern emerges. These findings indicate that there is possible an interplay between the intensity and the impulse duration with the eigenenergies and the vibration frequencies of the NaRb molecule occurring on the target electronic state $1^{3} \Pi$.


Figure 4.8: The evolution of the population on the two excited states $\left(2^{1} \Sigma^{+}, 1^{3} \Pi\right)$. The impulse FWHM is 26.6 fs and the intensity is $2.0768 \times 10^{14}\left[W / \mathrm{cm}^{2}\right]$. The impulse parameters correspond to the peak population found in the scan in Fig. 4.7. The period of oscillations between the two levels is 296.35 fs. The first peak of $2^{1} \Sigma^{+}$is 172.49 fs after $t_{p}$ (see Eq. 4.6). In the figure the first 60 fs , when the impulse is weak and population is near zero, are not shown for brevity.

Next, using the optimal parameters $I$ and $\tau_{p}$ (marked with a cross in Fig. 4.7) corresponding to the maximum population, the time evolution of the population on the excited electronic levels is performed. Fig. 4.8 shows results for obtaining the maximum population found, which is $P_{0}=97.2 \%$.

The effect of the spin-orbit coupling is visible in Fig. 4.8 as the population exchange between levels $2^{1} \Sigma^{+}$and $1^{3} \Pi$. The period of the oscillation between the two levels is 296.35 fs . The first maximum on $2^{1} \Sigma^{+}$occurs 172.49 fs after the center of the impulse $t_{p}$. This is the optimal time delay for the next impulse in this numerical study to dump the molecule to the absolute ground state using a pulse train with a period of 296.35 fs . It means that the peaks of the pulse train should correspond to the peaks in the $2^{1} \Sigma^{+}$state.

The population between the electronic levels is constantly shifted due to the spin-orbit coupling. Figure 4.9 shows that there occurs a population decay. The higher frequencies in the wavepacket which are above the first excited atomic asymptote are undergoing a dissociation. This process is slowed down due to the interaction of the wavepacket with the coupled potential on two electronic levels. This causes a population decay over a larger timescale and only a fraction of the original population remains at the end, as shown in Fig. 4.9. As shown below, this is not an exponential decay as in the predissociation process (Section 4.1 and [29]). It is instead a distribution of the power-law, as it happens by the coincidence of population exchange between two levels [150, 163, 164, 165].

Following the idea in [150] that the population decay in the case of two coupled levels should follow a power-law decay, in this model I analyze the population decay on the two excited levels $2^{1} \Sigma^{+}$and $1^{3} \Pi$. The calculated population from Fig. 4.9 is fitted respectively to the modified power-law decay formula:

$$
\begin{equation*}
P(t)=P_{0}\left(\left(1-P_{f, p o w}\right) \sqrt{\frac{\tau_{\text {pow }}}{t+\tau_{\text {pow }}-t_{0}}}+P_{f, p o w}\right) \tag{4.7}
\end{equation*}
$$



Figure 4.9: Sum of population on $2^{1} \Sigma^{+}$and $1^{3} \Pi$ decaying during the first 2500 ps . The decay starts at $t_{0}=10 \mathrm{ps}$. (a) numerical result; (b) best fit using the power-law in Eq. 4.7; (c) best fit using the exponential decay law in Eq. 4.8; (d) The best fit value for the final population $P_{f, p o w}$ in Eq. 4.7; (e) The best fit value of the final population $P_{f, \text { exp }}$ in Eq. 4.8.
and to the exponential decay formula:

$$
\begin{equation*}
P(t)=P_{0}\left(\left(1-P_{f, \exp }\right) \exp \left(-\frac{t-t_{0}}{\tau_{\text {exp }}}\right)+P_{f, \text { exp }}\right), \tag{4.8}
\end{equation*}
$$

where $P_{0}=97.2 \%$ is the initial population on both levels, $t_{0}=10 \mathrm{ps}$ is the start of the decay, $\tau_{\text {pow }}, \tau_{\text {exp }}$ are the fitting decay parameters, and $P_{f, \text { pow }}$ and $P_{f, \text { exp }}$ are the fitting parameters describing the final non-zero population. I modified the $\sqrt{\bullet}$ part of Eq. 4.7 from [150] with an extra $\tau_{\text {pow }}$ in the denominator in order to shift the function to the left so that the initial population is not infinite when $t=t_{0}$ (as is the case in [150]), but instead equals $P_{0}$. Also in both equations for decay I added a modification of type: $\left(1-P_{f}\right) \bullet+P_{f}$ to allow extra fitting parameters $P_{f, \text { pow }}$ and $P_{f, \text { exp }}$ for the final non-zero population. It shall be noted that compared to [150] the situation here is also different: both potentials $2^{1} \Sigma^{+}$and $1^{3} \Pi$ are bonding potentials and neither of them is dissociative (see Fig. 4.6). Therefore, it is worth seeing how the modified power-law decay fits the obtained numerical results.

The fit results in Fig. 4.9 are as follows: $\tau_{p o w}=196.03 \pm 0.04 \mathrm{ps}, P_{f, p o w}=0.1801 \pm$ 0.0001 and $\tau_{\text {exp }}=459.7 \pm 0.3 \mathrm{ps}, P_{f \text { exp }}=0.4246 \pm 0.0001$. The asymptotic standard error percentage of the fit [166] for the power-law is $0.02 \%$ and for the exponential law is $0.06 \%$. The best fit for exponential law produces a nonphysical result, because the fitted final population $P_{f, \exp }$ (Fig. 4.9e) has value greater than the steadily decreasing population (a) or (c). The fit for the power-law (Fig. 4.9b) is significantly better, since it almost overlaps the numerical result (Fig. 4.9a), with error $0.02 \%$. The final population (Fig. 4.9d) is $P_{f, p o w}=18 \%$. Overall the modified power-law is a better description of the decay occurring in this situation.

### 4.2.3 Conclusions for $\mathbf{N a R b}$

In this section, I show the time evolution of three coupled potential energy curves of an exemplary model diatomic NaRb system. The necessary potential energy curves and dipole transition moments were taken from earlier ab initio calculations [160] and supplemented with a calculated spin-orbit coupling between the upper singlet and triplet states [30]. In this approach, the spin-orbit coupling is a function depending on the distance between the nuclei. The considered system is driven by a femtosecond impulse. The two parameters describing the femtosecond impulse, i.e. intensity and half-width, are independently optimized. The aim of optimization is to obtain the largest possible population of molecular states correlated with the first excited atomic asymptote. I identify the period of population oscillation between the two excited levels $2^{1} \Sigma^{+}$and $1^{3} \Pi$. This allows to design the optimal sequence of impulses to dump the molecule to the ground state. The optimal time delay after a pump pulse to dump the molecule to the ground state is 172.49 fs using a pulse train of 296.35 fs . I am also examining the combined population decay from these two levels and fit this to a modified power law. Then I show that this fit is better than that of an ordinary exponential decay. I would like to emphasize that these numerical results can be important for a thorough insight into quantum processes where time plays a key role. This approach is possible to apply to even more complex systems where only one soft bond (e.g. between two fragments in a molecule as in [7]) is most important to describe a time-dependent process. Also I confirm the finding in [7] that impulse control can be applied to the spin-orbit coupled states.

The next step for the calculations presented in this section is to replace the femtosecond excitation with a femtosecond laser impulse with intensity and FWHM commonly used in experiments as well as taking into account the permanent dipole moment and light polarisation. Furthermore an optimisation of the second femtosecond laser impulse to obtain an ultracold NaRb dimer can be performed.

All dynamic results are obtained from a new computer code which uses a semi-global method [41] (Sections 2.2 and 3.3) to expand the time evolution operator. The method is improved to work with multiple electronic levels and time dependent couplings. It can be a valuable tool for scientists studying quantum dynamics and planning future experiments.

## Chapter 5

## Conclusions and future work

This dissertation is designed to solve the problem of performing high-precision quantum dynamics calculations for a system of coupled Schrödinger equations, for any amount of coupled electronic states. And also to apply it to dissociation in the KLi dimer and powerlaw in the NaRb dimer, as well as compare it with experiments and reference solutions found in literature.

In Chapter 2 I have shown two time integration algorithms designed to propagate in time the Schrödinger equation. First algorithm is suitable for time-independent Hamiltonian and is known for being remarkably precise, as it is used as a reference precision benchmark for other time integration algorithms [64]. The second semi-global algorithm is the best for situations where a time-dependent Hamiltonian is used, such as ultrafast spectroscopy, high harmonic generation, coherent control problems or attosecond laser impulses.

In Chapter 3 I have discussed the details of the numerical implementation of both of these algorithms. Also I have performed a careful validation of these implementations comparing my results with numerous reference results: single avoided crossing, dual avoided crossing, Gaussian packet in a harmonic oscillator and a forced harmonic oscillator with an inhomogeneous source term. Also I have completely reproduced the calculation of a model atom in an intense laser field [41]. This allowed me to confidently progress further knowing that my implementations are correct. Based on my earlier work [28] I have implemented these algorithms in high precision. It is possible to perform calculations using 15,18 or 33 decimal places. And I have plans to expand the precision to arbitrary number of decimal places after the work presented in $[61,62]$ is complete.

Next, in Chapter 4 I have shown that the implemented algorithms, which are the main subject of this thesis, for both time-dependent and time-independent Hamiltonian, work well and agree with the experiment.

In Section 4.1 I have calculated the rovibrational predissociation in the KLi molecule with the time-independent Hamiltonian algorithm from Section 2.1. Using the potential curve of $2^{1} \Pi$ state, which has a small barier to dissociation $\left(\sim 20 \mathrm{~cm}^{-1}\right.$ for $\left.J=0\right)$, I calculated the rovibrational levels and obtained a very good agreement with experimental results. Also I have shown that the quasi-bound state decays exponentially in time and I have described a robust method to calculating the widths of quasi-bound vibrational levels with high accuracy. I hope that those results are of considerable relevance to the design of experiments.

In Section 4.2 I have calculated the power-law decay in the model NaRb dimer. I used the time-dependent Hamiltonian semi-global algorithm from Section 2.2. I performed the calculations with three coupled electronic states $\left(1^{3} \Sigma^{+}, 2^{1} \Sigma^{+}, 1^{3} \Pi\right)$ and solved the corresponding
three coupled Schrödinger equations. Upon excitation with an optimised femtosecond impulse the wavepacket started to move between two upper electronic levels ( $2^{1} \Sigma^{+}, 1^{3} \Pi$ ). This caused the combined population to decay from these two levels in the presented model. I have performed a fit of this decay to a modified power-law and I have shown that this fit is better than a fit to the exponential decay. Also I have provided the impulse parameters which in this model may be used to perform photoassociation to obtain an ultracold NaRb model molecule in the ground state. I would like to emphasize that these numerical results can be important for a thorough insight into quantum processes where time plays a key role.

Results from Section 4.1 are already published in [29], results from Section 4.2 are in preparations to publish and were presented on a poster in [30].

In the future I plan to perform more calculations of the NaRb dimer to use the proposed second laser impulse to bring it down to the ground level electronic state. Moreover I plan to do similar calculations in the Hund-C case, which takes into account the strong spin-orbit coupling, because in Section 4.2 I have been dealing with Hund-A case only. The Hund-C case calculations will involve seven electronic states. Next, I plan to perform similar Hund-A vs. Hund-C case comparison in the KRb dimer and find out what femtosecond laser impulses are necessary to obtain an ultracold KRb molecule in the electronic ground state level.

All this work, however, is a stage in my scientific program. I already have a fairly good knowledge of classical dynamics (c.f. publications from my earlier career on page 88). And in this dissertation I have obtained knowledge of quantum dynamics [29, 30, 31, 32]. Next I plan to better understand the quantum field theory, how the Feynman diagrams are calculated with the electroweak force and quantum chromodynamics, as well as the lattice approaches. Following this I plan to improve my understanding of the general relativity, how the curvature of spacetime is calculated from the stress energy tensor and how to solve the Einstein's field equations. Finally I am planning to understand and implement a code for the loop quantum gravity, as I currently believe it is the best shot at the unification theory.

## Appendix A

## Chebyshev polynomials

In the Kosloff approach [63] the Chebyshev polynomials are used. The Chebyshev polynomials $T_{k}$ of the first kind [72] (page 776, Eq.22.3.15) are defined as:

$$
\begin{equation*}
T_{k}(x)=\cos (k \arccos (x)), \text { for } x \in[-1,1], k \in \mathbb{N}_{0} . \tag{A.1}
\end{equation*}
$$

And they can be also constructed using following recurrence relation:

$$
\left\{\begin{array}{l}
T_{0}(x)=1  \tag{A.2}\\
T_{1}(x)=x \\
T_{k}(x)=2 x T_{k-1}(x)-T_{k-2}(x)
\end{array}\right.
$$

The Chebyshev polynomials form an orthogonal basis in the range $x \in[-1,1]$ with the weight $\frac{1}{\sqrt{1-x^{2}}}$ :

$$
\int_{-1}^{1} \frac{T_{m}(x) T_{k}(x)}{\sqrt{1-x^{2}}} d x=\left\{\begin{array}{lll}
\pi \delta_{m, k} & \text { for } \quad m=k=0  \tag{A.3}\\
\frac{\pi}{2} \delta_{m, k} & \text { for } \quad m \neq 0, k \neq 0
\end{array}\right.
$$

The above relation can also be written using Kronecker's deltas, after dividing both sides by $\pi$ and multiplying both sides by $\left(2-\delta_{m, 0} \delta_{k, 0}\right)$ :

$$
\begin{equation*}
\frac{2-\delta_{m, 0} \delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{m}(x) T_{k}(x)}{\sqrt{1-x^{2}}} d x=\delta_{m, k} \tag{A.4}
\end{equation*}
$$

please note however that the $\delta_{m, 0}$ is redundant with the integral $\int_{-1}^{1} \frac{T_{m}(x) T_{k}(x)}{\sqrt{1-x^{2}}} d x$ because this integral is equal to zero if $m \neq k$, hence $\delta_{m, 0}$ will be omitted when this relation will be used.

Also the following identity $[63,72]$ between Chebyshev polynomials and Bessel functions of the first kind will be useful for some $R \in \mathbb{R}$ :

$$
\begin{equation*}
\frac{2-\delta_{k, 0}}{\pi} \int_{-1}^{1} \frac{T_{k}(x) e^{i x R}}{\sqrt{1-x^{2}}} d x=\left(2-\delta_{k, 0}\right) i^{k} J_{k}(R) \tag{A.5}
\end{equation*}
$$

Figure A.1, on the next page, shows the first seven Chebyshev polynomials.


Figure A.1: Chebyshev polynomials from $T_{0}(x)$ to $T_{6}(x), x \in[-1,1]$.

## Appendix B

## Numerical approximation of $\nabla^{2}$

The fact that the second derivative $\frac{\partial^{2} \psi(\vec{r}, t)}{\partial x^{2}}$ satisfies following relation to Fourier transform $\mathcal{F}$ :

$$
\begin{align*}
& \frac{\partial^{2} \psi(\vec{r}, t)}{\partial x^{2}}=\frac{\partial^{2}}{\partial x^{2}} \underbrace{(\mathcal{F}(\psi(\vec{r}, t)))}_{=\psi(\vec{r}, t)=\mathcal{F}-1}  \tag{B.1}\\
& =\int_{-\infty}^{\infty}-k_{x}^{2} \frac{1}{2 \pi} \int_{-\infty}^{\infty} \psi(\vec{x}, t) e^{-i \vec{k} \cdot \vec{r}} d \vec{r} e^{i \vec{k} \cdot \vec{r}} d \vec{k}=\mathcal{F}^{-1}\left(-k_{x}^{2} \mathcal{F}(\psi(\vec{r}, t))\right)
\end{align*}
$$

can be used to approximate $\nabla^{2}$ numerically as $\widetilde{\nabla}^{2}$ by using the Discrete Fourier Transform $\widetilde{\mathcal{F}}$. The derivatives in more spatial dimensions are independent hence:

$$
\begin{equation*}
\widetilde{\nabla}^{2} \widetilde{\psi}(\vec{r}, t)=\widetilde{\mathcal{F}}^{-1}\left(-\vec{k}^{2} \widetilde{\mathcal{F}}(\widetilde{\psi}(\vec{r}, t))\right) \tag{B.2}
\end{equation*}
$$

where in one dimensional case:

$$
\begin{array}{rlrl}
\mathcal{F} — \text { Fourier transform: } & \mathcal{F}(\boldsymbol{\psi}(x, t)) & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \psi(x, t) e^{-i k x} d x=\psi(k, t) \\
\mathcal{F}^{-1} — \text { inverse Fourier transform: } & \mathcal{F}^{-1}(\psi(k, t)) & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \psi(k, t) e^{i k x} d k & =\psi(x, t) \\
\widetilde{\mathcal{F}} — \text { discrete Fourier transform: } & \widetilde{\mathcal{F}}\left(\widetilde{\boldsymbol{\psi}}\left(x_{n}, t\right)\right) & =\frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} \widetilde{\boldsymbol{\psi}}\left(x_{m}, t\right) e^{\frac{-i 2 \pi n m}{N}}=\widetilde{\boldsymbol{\psi}}\left(k_{n}, t\right) \\
\widetilde{\mathcal{F}}^{-1} — \text { inverse discrete Fourier transform: } \widetilde{\mathcal{F}}^{-1}\left(\widetilde{\boldsymbol{\psi}}\left(k_{n}, t\right)\right) & =\frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} \widetilde{\boldsymbol{\psi}}\left(k_{m}, t\right) e^{\frac{i 2 \pi n m}{N}}=\widetilde{\boldsymbol{\psi}}\left(x_{n}, t\right) .
\end{array}
$$

Discretized position is $x_{n}=x_{\min }+n \Delta x$; discretized wavenumber is $k_{n}=-k_{\max }+\frac{n}{N} 2 k_{\max }$. Any derivative can be obtained via Eq. B. 1 by putting the desired derivative order as $\xi^{33}$ :

$$
\begin{equation*}
\widetilde{\nabla}^{\xi} \widetilde{\psi}(\vec{r}, t)=\widetilde{\mathcal{F}}^{-1}\left((i \vec{k})^{\xi} \widetilde{\mathcal{F}}(\widetilde{\psi}(\vec{r}, t))\right), \tag{B.3}
\end{equation*}
$$
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[^1]:    ${ }^{1}$ https://gitlab.com/cosurgi/trunk/-/merge_requests/46
    ${ }^{2}$ https://gitlab.com/cosurgi/trunk/-/tree/addNRQM/examples/qm
    ${ }^{3}$ Both particles can move in two dimensions, which amounts to four dimensions total.

[^2]:    ${ }^{4}$ The rule of thumb being that languages without static polymorphism are either fast or generic, but they cannot be both.

[^3]:    ${ }^{5}$ The limit is the computer's memory.
    ${ }^{6}$ Only FFT for arbitrary precision is missing and is currently under development in the Google Summer of Code programme (GSoC), with me as a mentor: https://github.com/BoostGSoC21/math/issues, see also the Boost GSoC report [61, 62] and Section 3.5.

[^4]:    ${ }^{7}$ ULP error for a given number $x$ is the smallest distance $\varepsilon$ towards the next, larger, number: $x+\varepsilon$.
    ${ }^{8}$ note that number of significant bits in the Table 2.1 lists also the 1 first implicit bit (always equal to 1 which is present before the $\sum$ sign in Eq. 2.5), hence for example double uses 53 significant bits, but the formula Eq. 2.5 performs summation on only 52 bits.

[^5]:    ${ }^{9}$ One has to use the literal suffix Q in $\mathrm{C}++$ to denote quad-precision numbers and should write 0.1 Q instead.

[^6]:    ${ }^{10}$ The $\widetilde{E}_{\text {max }}$ and $\widetilde{E}_{\text {min }}$ are the energy range of the Hamiltonian. In Section 2.2.6 I will describe the Arnoldi approach in which knowledge of the energy spectrum range is not necessary (see appendix B. 2 in [41])

[^7]:    ${ }^{11}$,,global" refers to the algorithm being independent to the size of the timestep, contrary to typical Taylor based methods where the power $n$ in $\Delta t^{n}$ refers to the order of the method. It treats ,globally" the entire time span of the calculation.
    ${ }^{12}$ in the notation of $\overrightarrow{\widetilde{\psi}}$ the tilde $\widetilde{\bullet}$ indicates that it is discretized, while vector $\vec{\bullet}$ indicates that it is a state vector.

[^8]:    ${ }^{13}$ for $n$ summands and $\varepsilon$ Unit in Last Place (ULP) error, the error in regular summation is $n \varepsilon$, error in Kahan summation [85] is $2 \varepsilon$, while error with regular summation in twice higher precision is $n \varepsilon^{2}$. See proof of Theorem 8 in [85].

[^9]:    ${ }^{14}$ Using plural wavefunctions might be confusing, so here's a clarification: on each coupled electronic state there is a wavefunction evolving on the electronic potential assigned to it. All of them together sit inside a $\mathrm{C}++$ std: : vector container. When there is no confusion in the context I am using wavefunction to refer to all coupled wavefunctions, otherwise I emphisize in text whether I mean a single coupled wavefunction or all wavefunctions.
    ${ }^{15}$ To be precise in $\mathrm{C}++$ the following types are defined:
    using VectorXcr = Eigen::Matrix<Complex, Eigen::Dynamic, 1>;
    using MultiVectorXcr = std::vector<VectorXcr>;

[^10]:    ${ }^{16}$ In fact this constant factor could be moved outside the loop (outside the $\Sigma$ in Eq. 2.43), however at present I consider correctness to be more important than optimisation and leave this step for the later stage when the YADE unit tests for quantum dynamics will have a full coverage of present code.

[^11]:    ${ }^{17}$ Also in such case the type using VectorXcr = Eigen::Matrix<Complex, Eigen: :Dynamic, 1>; from footnote 15 , which is used to hold the data for a single coupled wavefunction, will have to be changed into a type which can hold a higher dimensional data. The boost : : ublas : : tensor from the Boost library [60] is a likely candidate.
    ${ }^{18}$ See Eqs. 2.12 and 2.100 in [40] for adiabatic TDSE: $i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m}(\nabla+\tau)^{2} \psi$ (where $\tau$ is the nonadiabatic coupling matrix) and Eqs. 2.22 and 2.115 for diabatic TDSE: $i \hbar \frac{\partial \chi}{\partial t}=\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V\right) \chi$; it can be seen that the position of $\tau$ is rather unfortunate in the adiabatic representation.

[^12]:    ${ }^{19}$ Alternative method of obtaining the transformation matrix $P(R)$ is to use the Eq. 3.45 from [40]: $\beta(R)=-\frac{1}{2} \tan ^{-1}\left(\frac{V_{12}(R)}{V_{11}(R)}\right)$ and then use the rotation matrix from in Eq. 3.44 [40].
     as it is the solution of a free propagating Gaussian wave packet, in Eq. 3.5 it was assumed that $t_{0}=0$.

[^13]:    ${ }^{21}$ When jump starting the calculations Uguess equals the initial wavefunction (see Eq. 2.64). The assignment to Uguess is performed in the class constructor, hence it is not shown in the Listing 3.4

[^14]:    ${ }^{22}$ See footnote ${ }^{15}$ on page 29 for details.
    ${ }^{23}$ In Listing 3.6 the variable $/ * u * /$ is commented out because in this chapter I am not dealing with the Bose-Einstein condensate. It is confirmed to work by comparing with examples provided in [41].

[^15]:    ${ }^{24}$ used in Listing 3.3 on page 31.

[^16]:    ${ }^{25}$ see footnote ${ }^{7}$ on page 6 for details.
    ${ }^{26}$ Not $4.7 \times$ slower like in classical dynamics, because the semi-global algorithm is more matrix oriented than classical dynamics calculations and uses FFT. It is however performing the same amount of mathematical operations as the double type.
    ${ }^{27}$ Octave is an open-source version of Matlab [112]. I have no access to commercial Matlab software. Single core was used in both cases, C++ and Octave.

[^17]:    ${ }^{28}$ The atomic asymptote of $2^{1} \Pi$ correlates for the large internuclear distance with the $\mathrm{K}(4 \mathrm{~s})+\mathrm{Li}(2 \mathrm{p})$ state.

[^18]:    ${ }^{29}$ As mentioned earlier, the calculations in this section are done with a time-independent Hamiltonian, a method from Section 2.1

[^19]:    ${ }^{30}$ See also the footnotes on page 1.

[^20]:    ${ }^{31}$ This section is in preparations to publish and was presented on a poster in [30].

[^21]:    ${ }^{32}$ Following Tannor [39] (page 396) I neglect the vector character of $\mu$.

[^22]:    ${ }^{33}$ This should work even for fractional derivatives, an interesting avenue. But it is different than the Fractional Fourier Transform (FRFT) which operates in any intermediately rotated domain between time and frequency or position and momentum.

