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Personal bankruptcy prediction using 
machine learning techniques

 Magdalena Brygała1  Tomasz Korol2

Abstract

It has become crucial to have an early prediction model that 
provides accurate assurance for users about the financial 
situation of consumers. Recent studies have focused on 
predicting corporate bankruptcies and credit defaults, not 
personal bankruptcies. Due to this situation, the present 
study fills the literature gap by comparing different ma-
chine learning algorithms to predict personal bankruptcy. 
The main objective of the study is to examine the useful-
ness of machine learning models such as SVM, random for-
est, AdaBoost, XGBoost, LightGBM, and CatBoost in fore-
casting personal bankruptcy. The study relies on two sam-
ples of households (learning and testing) from the Survey 
of Consumer Finances, which was conducted in the United 
States. Among the models estimated, LightGBM, CatBoost, 
and XGBoost showed the highest effectiveness. The most 
important variables used in the models are income, refusal 
to grant credit, delays in the repayment of liabilities, the re-
volving debt ratio, and the housing debt ratio.
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Introduction

The economies of countries that have not managed to recover from the 
COVID19 pandemic have to face another challenge for countries around 
the world, which is the war in Ukraine. Consequently, the risk of consumer 
bankruptcy has increased dramatically. Therefore, searching for more pre-
cise methods and testing modern solutions for consumer bankruptcy predic-
tion is essential. Before the COVID19 pandemic, it was hard to imagine the 
impact it could have on economies worldwide. Some countries very quickly 
implemented support for companies to minimise the effects of the finan-
cial crisis. However, soon, before the COVID19 pandemic was forgotten, the 
war in Ukraine began, which also affected countries on different continents. 
Additionally, forecasting the timing of economic recessions is very difficult 
(Altman & Kuehne, 2016). It is important to anticipate bankruptcy as soon 
as possible in order to avoid it. In addition to declaring bankruptcy, consum-
ers have various options to deal with problems associated with paying off li-
abilities. The later these problems are noticed, the more difficult it is to avoid 
bankruptcy. This study aims to create a good classification model for predict-
ing bankruptcy. However, developing such models to predict bankruptcy risk 
with high accuracy is challenging because bankruptcy rates are low, and there 
are few datapoints on which to base predictions (Garcia, 2022).

Many empirical studies have been developed on predicting the risk of cor-
porate bankruptcy and nonperforming loans (Barboza, Basso et al., 2021; 
Barboza, Kimura et al., 2017; Garcia, 2022; Kovacova et al., 2019; Kovacova & 
Kliestikova, 2017; Letza et al., 2003; Wang et al., 2022), and few studies con-
cern personal bankruptcy (Brygała, 2022; Korol, 2021; Korol & Fotiadis, 2022; 
Sahiq et al., 2022; Syed Nor et al., 2019). The small body of empirical research 
on consumer bankruptcy stems from such factors as limited access to data 
related to consumer bankruptcy. Due to the fact that very few publications 
focus on forecasting consumer bankruptcy and that there is a research gap in 
this area, the main goal of this study is to develop predictive machine learn-
ing models of consumer bankruptcy based on data from the United States 
(Survey of Consumer Finances). To fill this gap in the literature, this study is 
one of the first literary attempts to develop machine learning models in per-
sonal bankruptcy prediction.

The contribution of this study to the literature on forecasting the risk of 
personal bankruptcies is fourfold. First, our research analysed the perfor-
mance of six machine learning methods: support vector machine (SVM), 
random forest (RF), adaptive boosting (AdaBoost), extreme gradient boost-
ing (XGBoost), light gradient boosting machine (LightGBM), and categorical 
boosting (CatBoost), which were applied to the problem of personal bank-
ruptcy prediction. Second, it identifies the most important predictors of filing 
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120 Economics and Business Review, Vol. 10 (2), 2024

for personal bankruptcy. Third, it compares the machine learning models to the 
results obtained by other methods in the literature of corporate bankruptcy and 
default prediction. Fourth, it examines SHapley Additive exPlanations (SHAP) to 
help interpret machine learning model predictions and explore the importance 
of various features that affect bankruptcy. Moreover, the authors of this re-
search formulated the following research questions:

1. Which model can obtain the highest total effectiveness and the lowest 
type I and II errors?

2. What are the main microeconomic predictors of filing for personal bank-
ruptcy?

The paper is organised into five sections. In the introduction, the authors 
justify the topic, the research objectives, and the study’s contribution to the 
literature. Section 1 provides a review of bankruptcy and default predictive 
models. Section 2 describes the data used in the analysis and the forecasting 
methods implemented. Section 3 presents six machine learning models. 
Section 4 discusses the results obtained from the testing sample. Finally, the 
conclusion section summarises the research.

1. Literature review

Researchers and practitioners have conducted intensive research on mod-
els for predicting company bankruptcy and default on loans, both among en-
terprises and consumers. Among the algorithms used for prediction purposes 
are traditional statistical techniques (e.g., discriminant analysis and logistic re-
gression), deep learning (e.g., artificial neural networks), and machine learning 
models (e.g., support vector machine, bagging, boosting, and random forest) 
(Shi et al., 2022). Machine learning techniques identify characteristics that dif-
ferentiate the observations of different groups (Barboza, Kimura et al., 2017). 
They are used in many fields, such as economics, medicine and engineering.

Machine learning and deep learning models have been very successful 
in financial applications, with many studies looking at their use in predicting 
bankruptcy. Both models have advantages over traditional statistical meth-
ods when there are a large number of variables, the relationships between 
the variables are complex, the values of each variable change over time, and 
when it is more important to understand the correlations between variables 
than to look for causality (Shi et al., 2022; Syam & Sharma, 2018). The advan-
tages of using machine learning and artificial intelligence include their dyna-
mism, which allows for running background processes and making decisions 
in real time (Syam & Sharma, 2018). To overcome the limitations of statisti-
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121M. Brygała, T. Korol, Personal bankruptcy prediction using machine learning techniques

cal models, research has been developed that actively uses pattern recogni-
tion methods in machine learning (Son et al., 2019). In the latest research, 
the most commonly used algorithms are neural networks, boosting and bag-
ging methods, and logistic regression (Al Daoud, 2019). Al Daoud (2019) not-
ed how research has shown that gradientboosting algorithms are used suc-
cessfully and represent a very important strategy. Prior research showed that 
machine learning models are more suitable for predicting the risk of bank-
ruptcy than statistical models (Garcia, 2022; Machado & Karray, 2022; Son 
et al., 2019). Carmona et al. (2022) also pointed out how recent research 
shows that gradient boosting can reduce the weaknesses of traditional mod-
els and provide an effective model for predicting business failures. The term 
“black box” is applied to models where we know the inputs and outputs, but 
we can say little about what is going on inside (Gramegna & Giudici, 2021). 
However, machine learning models are often considered a black box due to 
their complexity and hidden internals (Carmona et al., 2022). Brotcke (2022) 
stated that the less transparency and explainability of machine learning mod-
els compared to traditional regression models may lead to discussions about 
the compliance of models with fair lending regulations. Black boxes that are 
more complex are more accurate for the highest predictive performance but 
are often more challenging to interpret. However, in recent years, research-
ers have proposed improvements to increase the interpretability of machine 
learning models. One common approach to explaining machine learning mod-
els is the SHAP method (Bussmann et al., 2020), which is often performed 
to interpret complex models (Bussmann et al., 2020; Jabeur, MeftehWali et 
al., 2021). Brotcke (2022) also pointed out that machine learning can reduce 
potential discrimination by limiting discretionary and judgmental decisions. 
This can be crucial, for example, in the case of using indicators or variables 
containing discriminatory factors such as age, marital status and gender. Due 
to the importance of the topic of discrimination, in the United States it is il-
legal for lenders to discriminate against consumers on the basis of: race, col-
our, religion, national origin, sex, marital status, age, attendance in a public 
assistance programme (CFPB, 2022).

In the latest research, Papík and Papíková (2023) analysed studies focus-
ing on gradientboosting algorithms. They noticed that most studies achieved 
higher performance with gradient boosting, especially XGBoost. In the research 
analysed, only one study applied Catboost, which proved to be the most ef-
fective algorithm. In two cases, the application of a neural network outper-
formed gradient boosting. Jabeur, Gharib et al. (2021) developed neural net-
work and machine learning models to overcome the limitations of such initial 
models like discriminant analysis and logistic regression. Sahiq et al. (2022) 
examined the usefulness of logistic regression in forecasting consumer bank-
ruptcy. They showed that the key determinants of personal bankruptcy include 
race, education, employment sector, personal loan, study loan, microfinance, 
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and total outstanding balance. Korol and Fotiadis (2022) proposed artificial 
intelligence techniques: fuzzy sets, artificial neural networks, and genetic al-
gorithms in forecasting the risk of personal bankruptcy. The fuzzy sets out-
performed the other techniques in total effectiveness and with the lowest 
type I and II errors both for Taiwanese and Polish households. The research 
also proved that artificial intelligence models outperformed the statistical 
models estimated in previous research (Korol, 2021) based on the same sam-
ples. Research conducted by Shi et al. (2022) showed that most deep learn-
ing models outperform classical machine learning and statistical algorithms 
in estimating credit risk. Moreover, team methods provide greater accuracy 
compared to single models. Alam et al. (2021) compared deep learning with 
discrete hazard models. Deep learning performed better than discrete hazard 
models in predicting corporate failure. Halim et al. (2021) developed deep 
learning models such as: recurrent neural network, long shortterm memory, 
gated recurrent unit, as well as logistic regression, support vector machine, 
neural network and decision tree. Their research showed that all deep learn-
ing models outperform other widely used methods. Bragoli et al. (2022) found 
that XGBoost performed better in correctly classifying bankrupt firms. Other 
methods, such as random forest and neural network, were better at classify-
ing nonbankrupt firms. Machado and Karray (2022) proposed hybrid machine 
learning algorithms for predicting commercial customer credit scores. They 
compared the effectiveness of hybrid and individual algorithms (AdaBoost, 
decision tree, random forest, support vector machine, artificial neural net-
work, and gradient boosting). For hybrid models, data is first grouped using 
a classifier method (kMeans and DBSCAN), then different machine learning 
models are applied to each of the obtained clusters to predict a given event. 
Hybrid models outperformed individual ones.

2. Data and methodology

2.1. Data

The study used microdata from 37,900 surveys conducted between 2001 
and 2019 in the Survey of Consumer Finances (SCF). SCF is a survey in the 
United States, which includes household characteristics such as: demographic, 
behavioural and financial. Unanswered questions in the survey were covered 
by the multiple imputation technique. The data include a dependent varia-
ble of 1 for households that have filed for bankruptcy in the last five years, 
and 0 otherwise. The independent variables selected during model prepara-
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tion include demographic and financial characteristics (Table 1). The data in-
clude only consumers who have debt. In the models, the inverse hyperbolic 
sine transformation (IHS) of income is used, which allows the use of samples 
with zero and negative values (Berlemann & Salland, 2016; Georgarakos et 
al., 2014). The formula of IHS applied to income is:

1
2 2log ( 1)x x

 
+ +  

 

Independent variables such as sex, age, marital status and race were not 
used. The application of these variables may be discriminatory to the con-
sumer due to the Equal Credit Opportunity Act in the United States (Brotcke, 
2022). The abovementioned federal civil rights apply to credit cards, car loans, 
home loans, student loans and business loans (CFPB, 2022). The regulations 
are designed to protect consumers by prohibiting unfair and discriminatory 
approaches (Brotcke, 2022).

Table 1. The list of variables used in evaluating models

Variable Description

children The number of children.

saving_account The dummy variable is 1 if the respondent has a saving account.

turndown The dummy variable is 1 if the respondent applied for a loan and was 
turned down.

late The dummy variable is 1 if the household had any past payments due in 
the last year.

income The inverse hyperbolic sine transformation of income.

homeownership The dummy variable is 1 if the respondent owns, e.g., ranch/farm/mo-
bile home/house/condo, 0: otherwise.

education The variable education is described by four values: no high school, high 
school, college associate degree, bachelor’s degree or higher.

mortgage_asset It represents the proportion of housing debt to the value of total assets.

consumer_debt It represents the total nonmortgage and nonrevolving consumer debt 
proportion to the total monthly payments.

revolving_debt It represents the proportion of revolving debt to the total monthly pay-
ments.

house_debt It represents the proportion of housing debt to the total monthly pay-
ments.

income_debt It represents the proportion of income to the total monthly payments.

Source: own research.
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Data were divided to train and test samples to avoid overfitting and bias. 
Models were assessed for different proportions between the training sam-
ple and the testing sample to maximise the training sample. To evaluate the 
models, 80% of the dataset is used for the learning sample (1531 consumers), 
while 20% is set aside for the testing sample (383 consumers). The dataset is 
highly unbalanced and skewed towards consumers who did not decide to go 
bankrupt (negative class). The proportion of bankruptcies to nonbankrupt-
cies stands at the level of 4.38%. Predicting rare events like bankruptcies is 
often challenging in view of possible bias in estimating probabilities. Without 
using methods dealing with an unbalanced dataset, the minority class may 
be ignored in the prediction. The researchers proposed several methods to 
deal with this challenge, both at the algorithm level and data level (Yen & Lee, 
2009). Among the methods used for such a challenge are: undersampling, 
oversampling, a combination of undersampling and oversampling methods, 
choosing a cutoff point, and using class weight. Therefore, in the research, 
the undersampling method was used to balance consumers who decided to 
file for bankruptcy and those who did not file for bankruptcy. Moreover, the 
data were preprocessed using StandardScaler. This is a normalisation tech-
nique which normalises the features to create standardised features by remov-
ing the mean and scaling to unit variance (Le et al., 2018). Stata and Python 
software was used in the preprocessing step. Next, the models were imple-
mented using Python software packages. The authors used six methods to 
forecast personal bankruptcy: SVM, RF, AdaBoost, XGBoost, LightGBM, and 
CatBoost. Such models were calculated for 1914 consumers: 957 bankrupts 
and 957 nonbankrupts.

2.2. Machine learning models

2.2.1. Support Vector Machine

SVM (Support Vector Machine) is a machine learning algorithm used both 
for regression and classification problems. The objective of SVM is to find 
a hyperplane which can segregate the ndimensional space into classes. The 
hyperplane is the boundary of classification between two classes with the 
highest margin. Support vectors are the datapoints which are closest to the 
hyperplane and create the hyperplane. The strength of SVM is that despite 
the significant overlap between different data classes, it finds the decision 
boundary. The SVM model is then ready to classify the new datapoints on 
the side of the hyperplane to which they should be mapped. However, SVM 
is more timeconsuming, has high algorithm complexity, and requires large 
memory capacity (Jabeur, Gharib et al., 2021).
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2.2.2. Random Forest

The RF (Random Forest) method was proposed by Breiman (2001). The for-
est consists of several subsets that generate the same number of classification 
trees, and responses are combined (Barboza, Kimura et al., 2017; Schonlau 
& Zou, 2020 ; Wu et al., 2016). In RF, the sample features and the number of 
samples are selected randomly (Wang et al., 2022). Creating multiple trees 
instead of one and combining the results gives a more stable prediction than 
a single tree. Each tree is built on a different bootstrap sample that was cre-
ated by randomising and returning N objects from all N training samples. The 
prediction result of RF in classification problems is the largest class among all 
the prediction results of decision trees (Wang et al., 2022).

2.2.3. Adaptive Boosting

AdaBoost (Adaptive Boosting) is one of the machine learning algorithms pro-
posed by Freund and Schapire (1997). The method involves fitting a sequence 
of weak classifiers, which are models that are only slightly better than random 
guessing, to multiple modified versions of the data (Barboza, Basso et al., 2021). 
By incorporating weak classifiers, AdaBoost constructs a more powerful learn-
ing algorithm, enhancing the strength of the classifiers (Heo & Yang, 2014). In 
AdaBoost, the approach is sequential, and the successive classifiers are closely 
related. If the resulting classifier achieves higher accuracy compared to the de-
fault rule, it means that the classification method has identified certain patterns 
or structures in the data that allow it to perform better (Alfaro et al., 2008).

2.2.4. Extreme Gradient Boosting

XGBoost (Extreme Gradient Boosting) is a methodology for regression as 
well as classification. It constitutes the implementation of a gradient boosting 
framework developed by Chen and Guestrin (2016). XGBoost is an ensem-
ble model based on gradient boosted trees (Mo et al., 2019). XGBoost starts 
with creating a first weak tree with poor performance, then it builds another 
tree based on the previous tree in the next stage, trying to predict what the 
first tree could not have predicted. The algorithm continues to build trees, 
each of which corrects the previous one, until a stop condition is reached, 
such as the number of trees to be built. In the objective function, normalisa-
tion is used to prevent overfitting, estimate the model more efficiently and 
minimalise the complexity of the model (Jabeur, MeftehWali et al., 2021). 
Al Daoud (2019) pointed out that the technique used in XGBoost makes the 
model faster and more stable during model fitting. In addition, there are sev-
eral hyperparameters, which can be modified to maximise the power of the 
model and to prevent the overfitting of the model.
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2.2.5. Light Gradient Boosting Machine

LightGBM (Light Gradient Boosting Machine) is the implementation of a gra-
dientboosted framework proposed by Ke et al. (2017). Research has shown 
that in the case of the used dataset, LightGBM is faster and more accurate 
than CatBoost and XGBoost (Al Daoud, 2019). Decision trees in the LightGBM 
algorithm are grown leafwise instead of checking all previous leaves for each 
new leaf, as with XGBoost (Al Daoud, 2019). LightGBM uses a histogram al-
gorithm to combine exclusive features (Wang et al., 2022). The advantage of 
the LightGBM algorithm is its high accuracy and model training speed, low 
memory consumption, and that it is adapted to the use of large datasets (Al 
Daoud, 2019; Ke et al., 2017). Ke et al. (2017) pointed out that LightGBM, 
in addition to reducing the training time by more than 20 times compared 
to the gradientboosting decision tree, achieved almost the same accuracy. 
However, having a large dataset affects the model training time. Therefore, 
the choice between a shorter training time and the model’s accuracy is not 
so obvious, especially when the accuracy is not much higher with a shorter 
model training time.

2.2.6. Categorical Boosting

CatBoost (Categorical Boosting) also belongs to the gradientboosted bi-
nary trees. This is a new gradient algorithm proposed by Prokhorenkova et al. 
(2018). CatBoost, like other gradientboosting implementations, constructs 
each new tree to approximate the gradients of the current model (Dorogush 
et al., 2018). The objective of CatBoost is to minimise the loss function of the 
model by adding weak learners with a gradientdescentlike procedure (Papík 
et al., 2023). One of the advantages of CatBoost is that this algorithm has the 
ability to work with categorical variables. Dorogush et al. (2018) noted that 
CatBoost followed by LightGBM are rivals for the fastest method, while XGBoost 
is much slower than both methods. This is important for large datasets. Hancock 
and Khoshgoftaar (2020) pointed out that CatBoost exhibits sensitivity to hy-
perparameters and emphasized the significance of hyperparameter tuning.

2.3. Evaluation metrics

Some of our models, such as RF, AdaBoost, XGBoost, LightGBM, and 
CatBoost provide a measurement of the importance of features. Feature im-
portance was also used in selecting variables. The importance is the average 
for each single decision tree in the model, and it is computed as the amount 
by which the feature split point improves accuracy, weighted by the number 
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of samples on each node (Son et al., 2019). A higher score for feature impor-
tance means that the specific feature will have a greater effect on that model. 
It determines which features contribute most to the predictive power of the 
model. The same technique can be used for both feature selection and fea-
ture importance. However, feature selection is most commonly used before 
or during model training to select features, while feature importance meas-
ures are used during or after training to explain the trained model (Saarela 
& Jauhiainen, 2021).

This study will use total effectiveness (S), type I error (E1), type II error (E2), 
and AUC as measurements of performance. A type I error shows false pre-
diction of bankrupts (D1) among all bankruptcies (BR), while a type II error 
indicates false prediction of nonbankrupts (D2) among all nonbankruptcies 
(NBR). The measurement was calculated using a confusion matrix, which is 
intended to compare the actual classification with the predicted classification. 
Total effectiveness shows the probability of an accurate prediction of bank-
rupts and nonbankrupts. The total effectiveness is calculated as (Korol, 2021):

 1 21   100%
D D

S
BR NBR

 +
= − ⋅ + 

 (1)

a type I error is computed as:

 1
1 100%

D
E

BR
= ⋅  (2)

and a type II error is calculated as:

 2
2 100%

D
E

NBR
= ⋅  (3)

The area under the ROC curve (AUC) is suitable for evaluating a method’s 
performance in imbalanced datasets, as it is insensitive to misclassification costs 
and imbalanced distributions, with a higher AUC value indicating better classi-
fier performance (Zelenkov & Volodarskiy, 2021). AUC measures the probability 
that a model will rank a randomly chosen positive instance higher than a ran-
domly chosen negative one (Liang et al., 2016). The combination of these four 
indicators allows for a thorough analysis of the predictive results, taking into 
account effectiveness among both bankrupts and nonbankrupts.

2.4. Shapley additive explanation

The SHAP method is an approach based on game theory to explain the output 
of any machine learning model. It was proposed by Lundberg and Lee (2017). 
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The SHAP value is calculated to provide interpretable prediction results. It 
also shows the key factors influencing the predictive results, providing more 
valuable information to identify potential bankruptcies. To make the model 
interpretable, SHAP uses an additive feature attribution method, and the out-
put model is defined as a linear addition of the input variables (Mangalathu 
et al., 2020). In view of the fact that machine learning models are considered 
black boxes, the SHAP summary plot helps to explain the predictions. SHAP is 
used to interpret each parameter on a global and individual scale (see Section 
3). Each point on the graph represents a person, and the set of points con-
structs the SHAP value of the attribute. The horizontal axis shows the positive 
and negative correlation between the characteristic variables and the output 
scores, while the vertical axis is the absolute value ranking of the attribute 
values (Zhang et al., 2023). Another important aspect is the colour of a given 
observation. Blue represents a lower value and red represents a higher value. 
A higher SHAP value means a higher probability of bankruptcy.

3. Results

Among the five most important variables in the prepared models, where 
feature importance is possible, the most common features were: income, 
refusal to grant a loan (turndown), having any past payments due (late), the 
proportion of housing debt to the total monthly payments (house_debt), and 
the proportion of revolving debt to the total monthly payments (revolving_
debt). Figure 1 shows the ranking of the features using RF, AdaBoost, XGBoost, 
LightGBM, and CatBoost. The most significant variable for RF, XGBoost and 
CatBoost was the prior refusal of credit. Income was the most significant vari-
able for LightGBM and AdaBoost and the second most significant variable for 
CatBoost and RF. In the case of selected variables, having a savings account 
(saving_account) and owning a house (homeownership) turned out to be the 
least significant in most of the proposed models.

After developing six prediction models using the learning sample, we per-
formed effectiveness analyses of these models on the testing sample. The 
classification results are provided in Table 2. From the results obtained, out 
of the six models, LightGBM, CatBoost, XGBoost, and RF perform significantly 
better than AdaBoost and SVM. LightGBM achieved a higher total accuracy 
of 0.78 percentage points, a lower type I error of 1.06 percentage points, and 
a lower type II error of 0.51 percentage points than Catboost. A type I error 
is considered more costly than a type II error because it can lead to granting 
a loan to a person who will encounter problems with repayment. The costs 
of misclassification should minimise the risk of insolvency but also focus on 
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maximising the number of loans granted, depending on the strategy adopt-
ed in this area, because it is profit for banks and financial institutions. The 
lowest type I error among the proposed models was achieved by LightGBM 
(21.93%), followed by RF, with a result of 22.46%, and CatBoost (22.99%). The 
lowest type II error was achieved by XGBoost (27.04%), followed by LightGBM 
with 28.06%, and then CatBoost (28.57%). The lowest total effectiveness was 
achieved by AdaBoost (70.76%) and SVM (70.76%). RF is an important alterna-
tive to boosting methods, worth verifying in the case of consumer bankruptcy 
prediction. In terms of AUC, RF and LightGBM showed the best performance, 
followed by CatBoost and XGBoost.

The study used a small dataset, thus the learning time of the models was 
not too long. Therefore, it is not required to use this criterion when choos-

Figure 1. Feature importance

Source: own research.
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ing an effective model. However, if the dataset was larger, both the indicators 
showing the effectiveness of the models and the time needed in the model 
learning process should be considered.

The SHAP summary plots for LightGBM, Catboost, and XGBoost are illus-
trated in Figures 2, 3, and 4. For the LightGBM model, the income feature pro-
vides the highest contribution to prediction, as shown in Figure 2. Consumers 
who have been turned down in the past (turndown) are more likely to file for 
bankruptcy. Moreover, a lower proportion of housing debt to total monthly 
payments (house_debt) leads to a lower risk of bankruptcy.

In Figure 3, for the Catboost model, variables that contribute most to bank-
ruptcy prediction are the refusal to grant a loan (turndown) and the proportion 
of housing debt to the total monthly payments (house_debt). Additionally, 
having any past payments due (late) is also one of the most significant fac-
tors for the prediction results.

In Figure 4, for the XGBoost model, income, the proportion of housing debt 
to the total monthly payments (house_debt), and the proportion of housing 
debt to the value of total assets (mortgage_asset) provide the highest con-
tribution to prediction.

SHAP values can also be used to create an explanation for every observa-
tion in the dataset, not only for the global effect presented in the SHAP sum-
mary plot. Figures 5, 6, and 7 present explanations of individual predictions 

Table 2. The results of the effectiveness of models (training and testing sample)

Sample Model Type I error 
(%)

Type II error 
(%)

Total 
effectiveness 

(%)
AUC (%)

Training

SVM 24.55 29.57 72.96 81.73

Random Forest 23.51 29.30 73.61 81.62

AdaBoost 27.14 31.14 70.87 78.22

XGBoost 22.73 28.78 74.27 82.69

LightGBM 21.30 29.30 74.72 82.61

CatBoost 24.42 27.22 74.13 82.40

Testing

SVM 25.67 32.65 70.76 77.68

Random Forest 22.46 31.12 73.11 79.77

AdaBoost 27.81 30.61 70.76 78.02

XGBoost 24.60 27.04 73.63 78.63

LightGBM 21.93 28.06 74.93 79.62

CatBoost 22.99 28.57 74.15 79.42

Source: own research.
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Figure 2. The SHAP summary plot for the LightGBM model illustrates 
the range and distribution of the impacts of input features

Source: own research.

Figure 3. The SHAP summary plot for the Catboost model illustrates 
the range and distribution of the impacts of input features

Source: own research.
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Figure 4. The SHAP summary plot for the XGBoost model illustrates 
the range and distribution of the impacts of input features

Source: own research.

Figure 5. Explanation of individual prediction for the LightGBM model

Source: own research.
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Figure 6. Explanation of individual prediction for the Catboost model

Source: own research.

Figure 7. Explanation of individual prediction for the XGBoost model

Source: own research.
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for LightGBM, Catboost, and XGBoost for four predictions. The grey values in 
front of the variables are the values of particular features. The baseline value 
(E[f(X)]) is displayed below the xaxis and shows the expected value of the 
model. The value (f(x)) is the model output for each individual, calculated as 
a sum of the SHAP values for all variables.

4. Discussion

The application of machine learning to financial forecasting is still a rela-
tively new area, but is one worth exploring. The advantage of the effective-
ness of machine learning over statistical methods has been confirmed in many 
studies on both the bankruptcy of enterprises and loan defaults (Garcia, 2022; 
Machado & Karray, 2022; Son et al., 2019). In comparison to corporate bank-
ruptcy prediction models, it is difficult to compare the effectiveness of con-
sumer bankruptcy prediction models because the literature on this subject 
contains little research. Existing research mainly focuses on factors affecting 
consumer bankruptcy rather than predictive models.

Syed Nor et al. (2019) analysed the effectiveness of a decision tree in pre-
dicting personal bankruptcy in Malaysia for consumers with terminated or 
defaulted loans on both an unbalanced and a balanced dataset. The data-
set was balanced by the undersampling method. In the case of unbalanced 
data, despite the higher accuracy (83.29%), by balancing the dataset, accu-
racy decreased to 70,90%, but specificity (for the minority class) increased 
from 6.62% to 81.23%, and sensitivity (for the majority class) decreased from 
99% to 60.57%. Sensitivity is the probability of the model properly predict-
ing bankrupts (Syed Nor et al., 2019). Despite the higher accuracy, the model 
for unbalanced data is not effective, due to the large prediction error of the 
minority class. A more efficient model was presented for a balanced sample. 
The dataset was obtained from an authorised debt management agency in 
Malaysia. In the study by Brygała (2022), the results also show that the pre-
dictive performance of the logistic regression model based on a balanced 
dataset is more effective compared to one based on an imbalanced dataset. 
Two methods of dealing with unbalanced data were used: the undersampling 
method and the optimal threshold. The research relies on a dataset from the 
Survey of Consumer Finances from the United States. The total effectiveness 
of the prediction model on an imbalanced dataset was 95.98%, with a type I 
error of 99.71% and a type II error of 0%. The total effectiveness of the pre-
diction model on a balanced dataset (undersampling technique) was 69.85%, 
with a type I error of 29.41% and a type II error of 30.88%. After adjusting the 
cutoff point to an imbalanced dataset, as one method of dealing with unbal-
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anced data (Mihalovič, 2016), the total effectiveness of the model reached 
68.99%, with a type I error of 31.18% and a type II error of 31%. Korol (2021) 
deployed a decision tree, logistic regression, and discriminant analysis to pre-
dict personal bankruptcy on a balanced dataset. 

The results show that the highest total effectiveness for European house-
holds was achieved by logistic regression (92.70%), followed by discriminant 
analysis (89.60%) and the decision tree (85.60%). For FarEast Asian house-
holds, the highest total effectiveness was also achieved by logistic regression 
(90.10%), followed by discriminant analysis (87.70%) and the decision tree 
(83.70%). For the same sample, Korol and Fotiadis (2022) compared fuzzy 
sets, artificial neural networks, and genetic algorithms in forecasting the risk 
of personal bankruptcy on a balanced dataset. The dataset was also balanced 
by the undersampling method. The fuzzy sets outperformed artificial neural 
networks and genetic algorithms. For Taiwanese households, the fuzzy sets 
are characterised by 90.60% correct classifications, while for European con-
sumers, it amounts to 93.90%. Artificial neural networks and genetic algo-
rithms obtained a total effectiveness of 89.30% for Taiwanese households and 
92.90% for Polish households. The research is based on datasets from Poland 
and Taiwan. Sahiq et al. (2022) also examined the usefulness of logistic regres-
sion in forecasting consumer bankruptcy and compared balanced and imbal-
anced datasets. The dataset was balanced by the SMOTE technique. The total 
effectiveness of the prediction model on the imbalanced dataset was 84.82%, 
with sensitivity (for the majority class) of 100%, and specificity (for the minor-
ity class) of 0%. The total effectiveness of the prediction model on a balanced 
dataset was 73.43%, with sensitivity (for the majority class) of 69.50%, and 
specificity (for the minority class) of 77.35%. The research relies on a dataset 
from the Debt Management Programme conducted in Malaysia. The compar-
ison of the personal bankruptcy forecasting models is presented in Table 3.

Comparing the effectiveness of the developed models to the effectiveness 
of models from the literature related to company bankruptcy and defaults, 
Bragoli et al. (2022) noted that XGBoost performed better in correctly clas-
sifying bankrupt firms, but RF and neural networks were better in classify-
ing nonbankrupt firms. In our study, the lowest type I error was achieved by 
LightGBM and RF, but the lowest type II error by XGBoost and LightGBM. Al 
Daoud (2019) compared three algorithms: XGBoost, CatBoost, and LightGBM, 
in two areas: accuracy and CPU runtime. LightGBM proved to be both fast-
er than other methods used and more accurate. Due to the small dataset in 
our research, time was not a determinant when choosing a model. However, 
LightGBM proved to be highly effective in our research, demonstrating higher 
total effectiveness than other models tested. De Castro, Vieira et al. (2019) 
compared SVM, bagging, AdaBoost, decision trees, logistic regression, and 
discriminant analysis in predicting default in a residential mortgage pro-
gramme. The boosting, bagging, and RF algorithms outperformed other meth-
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ods. Support vector machines were one of the weaker methods compared 
to RF, bagging, AdaBoost, and decision trees. In our research, SVM achieved 
the lowest efficiency with AdaBoost among the methods used, also achiev-
ing some of the highest type I and II errors. Furthermore, Coşer et al. (2019) 
compared RF, logistic regression, LightGBM, and XGBoost to predict loan de-
fault. The highest results were obtained for random forest. In the case of our 

Table 3. The comparison of the personal bankruptcy forecasting models

Authors Dataset Method

Total 
effec-
tive-
ness 
(%)

Type I 
error 
(%)

Type II 
error 
(%)

Syed Nor et 
al. (2019)

Imbalanced dataset Logistic regression 83.29 – –

Balanced dataset: 
undersampling

70.90 – –

Korol 
(2021)

Balanced dataset: un-
dersampling (Poland)

Logistic regression 92.70 6.20 8.40

Discriminant analysis 89.60 8.20 12.60

Decision tree 85.60 15.80 13

Balanced dataset: un-
dersampling (Taiwan)

Logistic regression 90.10 10.60 9.20

Discriminant analysis 87.70 13.80 10.80

Decision tree 83.70 17.40 15.20

Korol and 
Fotiadis 
(2022)

Balanced dataset: un-
dersampling (Poland)

Fuzzy logic 93.90 4.80 7.40

Artificial neural networks 92.90 5.80 8.40

Genetic algorithms 92.30 5.80 9.60

Balanced dataset: un-
dersampling (Taiwan)

Fuzzy logic 90.60 7.80 11

Artificial neural networks 89.30 8.80 12.60

Genetic algorithms 89.30 8.80 12.60

Brygała 
(2022)

Imbalanced dataset Logistic regression 95.98 99.71 0

Imbalanced dataset: 
adjusting cutoff point

68.99 31.18 31.00

Balanced dataset: 
undersampling

69.85 29.41 30.88

Sahiq et al. 
(2022)

Imbalanced dataset Logistic regression 84.82 – –

Balanced dataset: 
SMOTE

73.43 – –

Source: own research.D
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study, RF registered the second lowest type I error but also one of the high-
est type II errors, which meant that the total effectiveness was not the high-
est among the models tested.

The dataset was finally divided into 80% of the training sample and 20% 
of the testing sample, due to the highest efficiency of this division. Previous 
research (Khare & Sait, 2018; Schonlau & Zou, 2020) has shown that through 
using a larger training sample, it is possible to obtain higher model efficiency 
and optimise the size of the training sample. This is especially important for 
small datasets, a point which was confirmed in our research. It is important 
to adjust the division of the sample, taking into account the research prob-
lem, the proportions between the minority and the majority class, and the 
size of the dataset.

Conclusions

The application of machine learning models to financial forecasting is still 
a relatively new area. Moreover, there is a research gap in predicting con-
sumer bankruptcy due to insufficient research in this field. This study is one 
of the first literary attempts to develop machine learning models in person-
al bankruptcy prediction. Because machine learning models are considered 
a black box, the research used SHAP to help interpret and explain model pre-
dictions. The use of SHAP offers a meaningful and insightful measure of the 
importance of each variable in predicting bankruptcy. Increasing the interpret-
ability of models gives the opportunity to use more complex models that may 
show higher efficiency, but so far, due to less transparency and explainability, 
they could not be used.

The main objective of this study was to predict personal bankruptcy through 
machine learning classification algorithms. Six machine learning models (SVM, 
RF, AdaBoost, XGBoost, LightGBM, and CatBoost) were utilised to predict per-
sonal bankruptcy. In summary, the highest total effectiveness was obtained by 
LightGBM (74.93%), CatBoost (74.15%), followed by XGBoost (73.63%), and 
RF (73.11%). The lowest type I error was achieved by LightGBM (21.93%), fol-
lowed by RF, with a result of 22.46%, and CatBoost (22.99%). The lowest type II 
error was achieved by XGBoost (27.04%), followed by LightGBM, with 28.06%, 
and then CatBoost (28.57%). The lowest total effectiveness was achieved by 
AdaBoost (70.76%) and SVM (70.76%). Due to the small dataset in our re-
search, time was not a determinant when choosing a model. However, it is 
worth noting that CatBoost, followed by LightGBM, are rivals for the fastest 
method, and XGBoost is slower than these two methods (Dorogush et al., 
2018). In the case of financial institutions and banks, where the dataset is 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


138 Economics and Business Review, Vol. 10 (2), 2024

large, this can be one of the more important factors when choosing a meth-
od. The models were evaluated for varying ratios between the training and 
testing samples, but an 80% to 20% split was more effective for this dataset. 
This is in agreement with Schonlau and Zou (2020), who noted that in a small 
dataset, a 50% to 50% split might reduce the size of the training sample, while 
a large dataset will not be affected by such a split. Therefore, it is possible to 
optimise effectiveness on the same dataset by increasing the training sample.

The authors are aware of the limitations of their research. First of all, only 
data from the United States were taken into account. Having more bank-
rupts would also make it possible to predict bankruptcy based on data from 
a shorter period of time.

In the future, the authors will continue to explore the use of other meth-
ods, such as deep learning, to predict personal bankruptcy. Moreover, future 
studies should also explore different feature selection methods, which can be 
compared with traditional techniques, various common techniques for un-
balanced data, such as undersampling, oversampling, a combination of un-
dersampling and oversampling, class weight, threshold tuning, and different 
techniques increasing the interpretability of machine learning models.

References

Al Daoud, E. (2019). Comparison between XGBoost, LightGBM and CatBoost using 
a home credit dataset. International Journal of Computer and Information 
Engineering, 13(1), 6–10.

Alam, N., Gao, J., & Jones, S. (2021). Corporate failure prediction: An evaluation of 
deep learning vs discrete hazard models. Journal of International Financial Markets, 
Institutions and Money, 75, 101455. https://doi.org/10.1016/j.intfin.2021.101455

Alfaro, E., García, N., Gámez, M., & Elizondo, D. (2008). Bankruptcy forecasting: An 
empirical comparison of AdaBoost and neural networks. Decision Support Systems, 
45(1), 110–122. https://doi.org/10.1016/j.dss.2007.12.002

Altman, E. I., & Kuehne, B. J. (2016). Credit markets and bubbles: Is the benign credit 
cycle over? Economics and Business Review, 2(3), 20–31. https://doi.org/10.18559/
ebr.2016.3.3

Barboza, F., Basso, L. F. C., & Kimura, H. (2021). New metrics and approaches for pre-
dicting bankruptcy. Communications in Statistics-Simulation and Computation, 
52(6), 2615–2632. https://doi.org/10.1080/03610918.2021.1910837

Barboza, F., Kimura, H., & Altman, E. (2017). Machine learning models and ban-
kruptcy prediction. Expert Systems with Applications, 83, 405–417. https://doi.
org/10.1016/j.eswa.2017.04.006

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://doi.org/10.1016/j.intfin.2021.101455
https://doi.org/10.1016/j.dss.2007.12.002
https://doi.org/10.18559/ebr.2016.3.3
https://doi.org/10.18559/ebr.2016.3.3
https://doi.org/10.1080/03610918.2021.1910837
https://doi.org/10.1016/j.eswa.2017.04.006
https://doi.org/10.1016/j.eswa.2017.04.006
http://mostwiedzy.pl


139M. Brygała, T. Korol, Personal bankruptcy prediction using machine learning techniques

Berlemann, M., & Salland, J. (2016). The Joneses’ income and debt market partici-
pation: Empirical evidence from bank account data. Economics Letters, 142, 6–9. 
https://doi.org/10.1016/j.econlet.2016.02.030

Bragoli, D., Ferretti, C., Ganugi, P., Marseguerra, G., Mezzogori, D., & Zammori, F. 
(2022). Machinelearning models for bankruptcy prediction: do industrial varia-
bles matter? Spatial Economic Analysis, 17(2), 156–177. https://doi.org/10.1080/ 
17421772.2021.1977377

Breiman, L. (2001). Random forests. Machine Learning, 45(1), 5–32.
Brotcke, L. (2022). Time to assess bias in machine learning models for credit decisions. 

Journal of Risk and Financial Management, 15(4), 165. https://doi.org/10.3390/
jrfm15040165

Brygała, M. (2022). Consumer bankruptcy prediction using balanced and imbalanced 
data. Risks, 10(2), 24. https://doi.org/10.3390/risks10020024

Bussmann, N., Giudici, P., Marinelli, D., & Papenbrock, J. (2020). Explainable AI in 
fintech risk management. Frontiers in Artificial Intelligence, 3, 26. https://doi.
org/10.3389/frai.2020.00026

Carmona, P., Dwekat, A., & Mardawi, Z. (2022). No more black boxes! Explaining the 
predictions of a machine learning XGBoost classifier algorithm in business failu-
re. Research in International Business and Finance, 61, 101649. https://doi.org/ 
10.1016/j.ribaf.2022.101649

Chen, T., & Guestrin, C. (2016, August). Xgboost: A scalable tree boosting system. 
Proceedings of the 22nd ACM SIGKDD international conference on knowledge di-
scovery and data mining, pp. 785–794. https://doi.org/10.1145/2939672.2939785

CFPB (Consumer Financial Protection Bureau). (2022). Is a lender allowed to con-
sider my age or where my income comes from when deciding whether to give 
me a loan? https://www.consumerfinance.gov/askcfpb/isalenderallowedto
considermyageorwheremyincomecomesfromwhendecidingwhetherto
givemealoanen1181/

Coşer, A., Maermatei, M. M., & Albu, C. (2019). Predictive models for loan default risk 
assessment. Economic Computation & Economic Cybernetics Studies & Research, 
53(2). https://doi.org/10.24818/18423264/53.2.19.09

de Castro Vieira, J. R., Barboza, F., Sobreiro, V. A., & Kimura, H. (2019). Machine learning 
models for credit analysis improvements: Predicting lowincome families’ default. 
Applied Soft Computing, 83, 105640. https://doi.org/10.1016/j.asoc.2019.105640

Dorogush, A. V., Ershov, V., & Gulin, A. (2018). CatBoost: Gradient boosting with ca-
tegorical features support. https://doi.org/10.48550/arXiv.1810.11363

Freund, Y., & Schapire, R. E. (1997). A decisiontheoretic generalization of online le-
arning and an application to boosting. Journal of Computer and System Sciences, 
55(1), 119–139. https://doi.org/10.1006/jcss.1997.1504

Garcia, J. (2022). Bankruptcy prediction using synthetic sampling. Machine Learning 
with Applications, 9, 100343. https://doi.org/10.1016/j.mlwa.2022.100343

Georgarakos, D., Haliassos, M., & Pasini, G. (2014). Household debt and social interac-
tions. The Review of Financial Studies, 27(5), 1404–1433. https://doi.org/10.1093/
rfs/hhu014

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://doi.org/10.1016/j.econlet.2016.02.030
https://doi.org/10.1080/17421772.2021.1977377
https://doi.org/10.1080/17421772.2021.1977377
https://doi.org/10.3390/jrfm15040165
https://doi.org/10.3390/jrfm15040165
https://doi.org/10.3390/risks10020024
https://doi.org/10.3389/frai.2020.00026
https://doi.org/10.3389/frai.2020.00026
https://doi.org/10.1016/j.ribaf.2022.101649
https://doi.org/10.1016/j.ribaf.2022.101649
https://doi.org/10.1145/2939672.2939785
https://www.consumerfinance.gov/ask-cfpb/is-a-lender-allowed-to-consider-my-age-or-where-my-income-comes-from-when-deciding-whether-to-give-me-a-loan-en-1181/
https://www.consumerfinance.gov/ask-cfpb/is-a-lender-allowed-to-consider-my-age-or-where-my-income-comes-from-when-deciding-whether-to-give-me-a-loan-en-1181/
https://www.consumerfinance.gov/ask-cfpb/is-a-lender-allowed-to-consider-my-age-or-where-my-income-comes-from-when-deciding-whether-to-give-me-a-loan-en-1181/
https://doi.org/10.24818/18423264/53.2.19.09
https://doi.org/10.1016/j.asoc.2019.105640
https://doi.org/10.48550/arXiv.1810.11363
https://doi.org/10.1006/jcss.1997.1504
https://doi.org/10.1016/j.mlwa.2022.100343
https://doi.org/10.1093/rfs/hhu014
https://doi.org/10.1093/rfs/hhu014
http://mostwiedzy.pl


140 Economics and Business Review, Vol. 10 (2), 2024

Gramegna, A., & Giudici, P. (2021). SHAP and LIME: An evaluation of discriminative 
power in credit risk. Frontiers in Artificial Intelligence, 4, 752558. https://doi.
org/10.3389/frai.2021.752558

Halim, Z., Shuhidan, S. M., & Sanusi, Z. M. (2021). Corporation financial distress predic-
tion with deep learning: Analysis of public listed companies in Malaysia. Business 
Process Management Journal, 274), 1163–1178. https://doi.org/10.1108/bpmj
0620200273

Hancock, J. T., & Khoshgoftaar, T. M. (2020). CatBoost for big data: An interdisciplinary 
review. Journal of Big Data, 7(1), 94. https://doi.org/10.1186/s40537020003698

Heo, J., & Yang, J. Y. (2014). AdaBoost based bankruptcy forecasting of Korean construc-
tion companies. Applied Soft Computing, 24, 494–499. https://doi.org/10.1016/ 
j.asoc.2014.08.009

Jabeur, S. B., Gharib, C., MeftehWali, S., & Arfi, W. B. (2021). CatBoost model and 
artificial intelligence techniques for corporate failure prediction. Technological 
Forecasting and Social Change, 166, 120658. https://doi.org/10.1016/j.techfore. 
2021.120658

Jabeur, S. B., MeftehWali, S., & Viviani, J. L. (2021). Forecasting gold price with the 
XGBoost algorithm and SHAP interaction values. Annals of Operations Research, 
334, 679–699. https://doi.org/10.1007/s1047902104187w

Ke, G., Meng, Q., Finley, T., Wang, T., Chen, W., Ma, W., Ye, Q., & Liu, T. Y. (2017). 
LightGBM: A highly efficient gradient boosting decision tree. Advances in Neural 
Information Processing Systems, 30.

Khare, N., & Sait, S. Y. (2018). Credit card fraud detection using machine learning 
models and collating machine learning models. International Journal of Pure and 
Applied Mathematics, 118(20), 825–838.

Korol, T. (2021). Examining statistical methods in forecasting financial energy of 
households in Poland and Taiwan. Energies, 14(7), 1821. https://doi.org/10.3390/
en14071821

Korol, T., & Fotiadis, A. K. (2022). Implementing artificial intelligence in forecasting 
the risk of personal bankruptcies in Poland and Taiwan. Oeconomia Copernicana, 
13(2), 407. https://doi.org/10.24136/oc.2022.013

Kovacova, M., Kliestik, T., Valaskova, K., Durana, P., & Juhaszova, Z. (2019). Systematic 
review of variables applied in bankruptcy prediction models of Visegrad group 
countries. Oeconomia Copernicana, 10(4), 743–772. https://doi.org/10.24136/
oc.2019.034

Kovacova, M., & Kliestikova, J. (2017). Modelling bankruptcy prediction models in 
Slovak companies. SHS Web of Conferences, vol. 39, p. 01013. EDP Sciences. 
https://doi.org/10.1051/shsconf/20173901013

Le, T., Lee, M. Y., Park, J. R., & Baik, S. W. (2018). Oversampling techniques for bank-
ruptcy prediction: Novel features from a transaction dataset. Symmetry, 10(4), 79. 
https://doi.org/10.3390/sym10040079

Letza, S. R., Kalupa, Ł., & Kowalski, T. (2003). Predicting corporate failure: How use-
ful are multidiscriminant analysis models? Economics and Business Review, 3(2), 
5–11. https://doi.org/10.18559/ebr.2003.2.494

Liang, D., Lu, C. C., Tsai, C. F., & Shih, G. A. (2016). Financial ratios and corporate gov-
ernance indicators in bankruptcy prediction: A comprehensive study. European 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://doi.org/10.3389/frai.2021.752558
https://doi.org/10.3389/frai.2021.752558
https://doi.org/10.1108/bpmj-06-2020-0273
https://doi.org/10.1108/bpmj-06-2020-0273
https://doi.org/10.1186/s40537-020-00369-8
https://doi.org/10.1016/j.asoc.2014.08.009
https://doi.org/10.1016/j.asoc.2014.08.009
https://doi.org/10.1016/j.techfore.2021.120658
https://doi.org/10.1016/j.techfore.2021.120658
https://doi.org/10.1007/s10479-021-04187-w
https://doi.org/10.3390/en14071821
https://doi.org/10.3390/en14071821
https://doi.org/10.24136/oc.2022.013
https://doi.org/10.24136/oc.2019.034
https://doi.org/10.24136/oc.2019.034
https://doi.org/10.1051/shsconf/20173901013
https://doi.org/10.3390/sym10040079
https://doi.org/10.18559/ebr.2003.2.494
http://mostwiedzy.pl


141M. Brygała, T. Korol, Personal bankruptcy prediction using machine learning techniques

Journal of Operational Research, 252(2), 561–572. https://doi.org/10.1016/ 
j.ejor.2016.01.012

Lundberg, S. M., & Lee, S. I. (2017). A unified approach to interpreting model predic-
tions. Advances in Neural Information Processing Systems, 30.

Machado, M. R., & Karray, S. (2022). Assessing credit risk of commercial customers 
using hybrid machine learning algorithms. Expert Systems with Applications, 200, 
116889. https://doi.org/10.1016/j.eswa.2022.116889

Mangalathu, S., Hwang, S. H., & Jeon, J. S. (2020). Failure mode and effects analysis 
of RC members based on machinelearningbased SHapley Additive exPlanations 
(SHAP) approach. Engineering Structures, 219, 110927. https://doi.org/10.1016/ 
j.engstruct.2020.110927

Mihalovič, M. (2016). Performance comparison of multiple discriminant analysis and 
logit models in bankruptcy prediction. Economics & Sociology, 9(4). https://doi.
org/10.14254/2071789x.2016/94/6

Mo, H., Sun, H., Liu, J., & Wei, S. (2019). Developing window behavior models for res-
idential buildings using XGBoost algorithm. Energy and Buildings, 205, 109564. 
https://doi.org/10.1016/j.enbuild.2019.109564

Papík, M., & Papíková, L. (2023). Impacts of crisis on SME bankruptcy prediction 
models’ performance. Expert Systems with Applications, 214, 119072. https://
doi.org/10.1016/j.eswa.2022.119072

Papík, M., Papíková, L., Kajanová, J., & Bečka, M. (2023). CatBoost: The case of bank-
ruptcy prediction. International Conference on Business and Technology, pp. 3–17. 
Springer.

Prokhorenkova, L., Gusev, G., Vorobev, A., Dorogush, A. V., & Gulin, A. (2018). CatBoost: 
Unbiased boosting with categorical features. Advances in Neural Information 
Processing Systems, 31.

Saarela, M., & Jauhiainen, S. (2021). Comparison of feature importance measures 
as explanations for classification models. SN Applied Sciences, 3, 272. https://doi.
org/10.1007/s42452021041489

Sahiq, A. N. M., Ismail, S., Nor, S. H. S., UlSaufie, A. Z., & Yaacob, W. F. W. (2022, 
September). Application of logistic regression model on imbalanced data in per-
sonal bankruptcy prediction. 2022 3rd International Conference on Artificial 
Intelligence and Data Sciences (AiDAS) (pp. 120–125). IEEE. https://doi.org/10.1109/
aidas56890.2022.9918779

Schonlau, M., & Zou, R. Y. (2020). The random forest algorithm for statistical learn-
ing. The Stata Journal, 20(1), 3–29. https://doi.org/10.1177/1536867x20909688

Shi, S., Tse, R., Luo, W., D’Addona, S., & Pau, G. (2022). Machine learningdriven credit 
risk: A systemic review. Neural Computing and Applications, 34(17), 14327–14339. 
https://doi.org/10.1007/s00521022074722

Son, H., Hyun, C., Phan, D., & Hwang, H. J. (2019). Data analytic approach for bank-
ruptcy prediction. Expert Systems with Applications, 138, 112816. https://doi.
org/10.1016/j.eswa.2019.07.033

Syam, N., & Sharma, A. (2018). Waiting for a sales renaissance in the fourth industrial 
revolution: Machine learning and artificial intelligence in sales research and prac-
tice. Industrial Marketing Management, 69, 135–146. https://doi.org/10.1016/ 
j.indmarman.2017.12.019

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://doi.org/10.1016/j.ejor.2016.01.012
https://doi.org/10.1016/j.ejor.2016.01.012
https://doi.org/10.1016/j.eswa.2022.116889
https://doi.org/10.1016/j.engstruct.2020.110927
https://doi.org/10.1016/j.engstruct.2020.110927
https://doi.org/10.14254/2071-789x.2016/9-4/6
https://doi.org/10.14254/2071-789x.2016/9-4/6
https://doi.org/10.1016/j.enbuild.2019.109564
https://doi.org/10.1016/j.eswa.2022.119072
https://doi.org/10.1016/j.eswa.2022.119072
https://doi.org/10.1007/s42452-021-04148-9
https://doi.org/10.1007/s42452-021-04148-9
https://doi.org/10.1109/aidas56890.2022.9918779
https://doi.org/10.1109/aidas56890.2022.9918779
https://doi.org/10.1177/1536867x20909688
https://doi.org/10.1007/s00521-022-07472-2
https://doi.org/10.1016/j.eswa.2019.07.033
https://doi.org/10.1016/j.eswa.2019.07.033
https://doi.org/10.1016/j.indmarman.2017.12.019
https://doi.org/10.1016/j.indmarman.2017.12.019
http://mostwiedzy.pl


142 Economics and Business Review, Vol. 10 (2), 2024

Syed Nor, S. H., Ismail, S., & Yap, B. W. (2019). Personal bankruptcy prediction using 
decision tree model. Journal of Economics, Finance and Administrative Science, 
24(47), 157–170. https://doi.org/10.1108/jefas0820180076

Wang, D. N., Li, L., & Zhao, D. (2022). Corporate finance risk prediction based 
on LightGBM. Information Sciences, 602, 259–268. https://doi.org/10.1016/ 
j.ins.2022.04.058

Wu, D. J., Feng, T., Naehrig, M., & Lauter, K. E. (2016). Privately evaluating decision 
trees and random forests. Proceedings on Privacy Enhancing Technologies, (4), 
335–355. https://doi.org/10.1515/popets20160043

Yen, S. J., & Lee, Y. S. (2009). Clusterbased undersampling approaches for imbalanced 
data distributions. Expert Systems with Applications, 36(3), 5718–5727. https://
doi.org/10.1016/j.eswa.2008.06.108

Zelenkov, Y., & Volodarskiy, N. (2021). Bankruptcy prediction on the base of the unba-
lanced data using multiobjective selection of classifiers. Expert Systems with 
Applications, 185, 115559. https://doi.org/10.1016/j.eswa.2021.115559

Zhang, L., Wang, J., & Liu, Z. (2023). What should lenders be more concerned abo-
ut? Developing a profitdriven loan default prediction model. Expert Systems with 
Applications, 213, 118938. https://doi.org/10.1016/j.eswa.2022.118938

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

https://doi.org/10.1108/jefas-08-2018-0076
https://doi.org/10.1016/j.ins.2022.04.058
https://doi.org/10.1016/j.ins.2022.04.058
https://doi.org/10.1515/popets-2016-0043
https://doi.org/10.1016/j.eswa.2008.06.108
https://doi.org/10.1016/j.eswa.2008.06.108
https://doi.org/10.1016/j.eswa.2021.115559
https://doi.org/10.1016/j.eswa.2022.118938
http://mostwiedzy.pl


Editorial Board
Monika Banaszewska (Editor-in-Chief), Ivo Bischoff , Horst Brezinski, 
Gary L. Evans, Niels Hermes, Witold Jurek, Tadeusz Kowalski, Joanna Lizińska, 
Ida Musiałkowska, Paweł Niszczota, Michał Pilc (Deputy Editor-in-Chief), Konrad Sobański

Paper based publicati on

POZNAŃ UNIVERSITY OF ECONOMICS AND BUSINESS PRESS
ul. Powstańców Wielkopolskich 16, 61-895 Poznań, Poland
phone +48 61 854 31 54, +48 61 854 31 55
htt ps://wydawnictwo.ue.poznan.pl, e-mail: wydawnictwo@ue.poznan.pl
postal address: al. Niepodległości 10, 61-875 Poznań, Poland

Printed and bound in Poland by:
Poznań University of Economics and Business Print Shop

Circulati on: 80 copies

Aims and Scope

The Economics and Business Review is a quarterly journal focusing on theoretical, empirical and applied 
research in the fields of Economics and Corporate and Public Finance. The Journal welcomes the submis-
sion of high quality articles dealing with micro, mezzo and macro issues well founded in modern theories 
and relevant to an international audience. The EBR’s goal is to provide a platform for academicians all 
over the world to share, discuss and integrate state-of-the-art Economics and Finance thinking with spe-
cial focus on new market economies. 

The manuscript

1. Articles submitted for publication in the Economics and Business Review should contain original, 
unpublished work not submitted for publication elsewhere.

2. Manuscripts intended for publication should be written in English, edited in Word in accordance with 
the APA editorial guidelines and sent to: secretary@ebr.edu.pl. Authors should upload two versions of 
their manuscript. One should be a complete text, while in the second all document information iden-
tifying the author(s) should be removed from papers to allow them to be sent to anonymous referees.

3. Manuscripts are to be typewritten in 12’ font in A4 paper format, one and half spaced and be aligned. 
Pages should be numbered. Maximum size of the paper should be up to 20 pages.

4. Papers should have an abstract of about 100-150 words, keywords and the Journal of Economic 
Literature classification code (JEL Codes).

5. Authors should clearly declare the aim(s) of the paper. Papers should be divided into numbered (in 
Arabic numerals) sections.

6. Acknowledgements and references to grants, affiliations, postal and e-mail addresses, etc. should 
appear as a separate footnote to the author’s name a, b, etc and should not be included in the main 
list of footnotes.

7. Footnotes should be listed consecutively throughout the text in Arabic numerals. Cross-references 
should refer to particular section numbers: e.g.: See Section 1.4.

8. Quoted texts of more than 40 words should be separated from the main body by a four-spaced in-
dentation of the margin as a block.

9. References The EBR 2022 editorial style is based on the 7th edition of the Publication Manual of the 
American Psychological Association (APA). For more information see APA Style used in EBR guidelines.

10. Copyrights will be established in the name of the EBR publisher, namely the Poznań University of 
Economics and Business Press.

More information and advice on the suitability and formats of manuscripts can be obtained from:
Economics and Business Review
al. Niepodległości 10
61-875 Poznań
Poland
e-mail: secretary@ebr.edu.pl 
www.ebr.edu.pl

Internati onal Editorial Advisory Board
Edward I. Altman – NYU Stern School of Business
Udo Broll – School of Internati onal Studies (ZIS), Technische Universität, Dresden
Conrad Ciccotello – University of Denver, Denver 
Wojciech Florkowski – University of Georgia, Griffi  n
Oded Galor – Brown University, Providence
Binam Ghimire – Northumbria University, Newcastle upon Tyne
Christopher J. Green – Loughborough University
Eduard Hochreiter – The Vienna Insti tute for Internati onal Economic Studies
Mark J. Holmes – University of Waikato, Hamilton
Andreas Irmen – University of Luxembourg
Bruce E. Kaufman – Georgia State University, Atlanta
Robert Lensink – University of Groningen
Steve Letza – The European Centre for Corporate Governance
Robert McMaster – University of Glasgow
Victor Murinde – SOAS University of London
Hugh Scullion – Nati onal University of Ireland, Galway
Yochanan Shachmurove – The City College, City University of New York
Thomas Taylor – School of Business and Accountancy, Wake Forest University, Winston-Salem
Linda Gonçalves Veiga – University of Minho, Braga
Thomas D. Willett  – Claremont Graduate University and Claremont McKenna College
Habte G. Woldu – School of Management, The University of Texas at Dallas

Themati c Editors
Economics: Monika Banaszewska, Ivo Bischoff , Horst Brezinski, Niels Hermes, Witold Jurek, 
Tadeusz Kowalski, Ida Musiałkowska, Michał Pilc, Konrad Sobański • Finance: Monika Banaszewska, 
Gary Evans, Witold Jurek, Joanna Lizińska, Paweł Niszczota, Konrad Sobański • Stati sti cs: Marcin 
Anholcer, Maciej Beręsewicz, Elżbieta Gołata
Language Editor: Owen Easteal, Robert Pagget

This work is licensed under a Creati ve Commons Att ributi on 4.0 Internati onal License
htt ps://creati vecommons.org/licenses/by/4.0

htt ps://doi.org/10.18559/ebr.2024.2

e-ISSN 2392-1641
e-ISSN 2450-0097

© Copyright by Authors, Poznań 2024
© Copyright for this editi on by Poznań University of Economics and Business, Poznań 2024

Editorial Board
Monika Banaszewska (Editor-in-Chief), Ivo Bischoff , Horst Brezinski, 
Gary L. Evans, Niels Hermes, Witold Jurek, Tadeusz Kowalski, Joanna Lizińska, 
Ida Musiałkowska, Paweł Niszczota, Michał Pilc (Deputy Editor-in-Chief), Konrad Sobański

Paper based publicati on

POZNAŃ UNIVERSITY OF ECONOMICS AND BUSINESS PRESS
ul. Powstańców Wielkopolskich 16, 61-895 Poznań, Poland
phone +48 61 854 31 54, +48 61 854 31 55
htt ps://wydawnictwo.ue.poznan.pl, e-mail: wydawnictwo@ue.poznan.pl
postal address: al. Niepodległości 10, 61-875 Poznań, Poland

Printed and bound in Poland by:
Poznań University of Economics and Business Print Shop

Circulati on: 80 copies

Aims and Scope

The Economics and Business Review is a quarterly journal focusing on theoretical, empirical and applied 
research in the fields of Economics and Corporate and Public Finance. The Journal welcomes the submis-
sion of high quality articles dealing with micro, mezzo and macro issues well founded in modern theories 
and relevant to an international audience. The EBR’s goal is to provide a platform for academicians all 
over the world to share, discuss and integrate state-of-the-art Economics and Finance thinking with spe-
cial focus on new market economies. 

The manuscript

1. Articles submitted for publication in the Economics and Business Review should contain original, 
unpublished work not submitted for publication elsewhere.

2. Manuscripts intended for publication should be written in English, edited in Word in accordance with 
the APA editorial guidelines and sent to: secretary@ebr.edu.pl. Authors should upload two versions of 
their manuscript. One should be a complete text, while in the second all document information iden-
tifying the author(s) should be removed from papers to allow them to be sent to anonymous referees.

3. Manuscripts are to be typewritten in 12’ font in A4 paper format, one and half spaced and be aligned. 
Pages should be numbered. Maximum size of the paper should be up to 20 pages.

4. Papers should have an abstract of about 100-150 words, keywords and the Journal of Economic 
Literature classification code (JEL Codes).

5. Authors should clearly declare the aim(s) of the paper. Papers should be divided into numbered (in 
Arabic numerals) sections.

6. Acknowledgements and references to grants, affiliations, postal and e-mail addresses, etc. should 
appear as a separate footnote to the author’s name a, b, etc and should not be included in the main 
list of footnotes.

7. Footnotes should be listed consecutively throughout the text in Arabic numerals. Cross-references 
should refer to particular section numbers: e.g.: See Section 1.4.

8. Quoted texts of more than 40 words should be separated from the main body by a four-spaced in-
dentation of the margin as a block.

9. References The EBR 2022 editorial style is based on the 7th edition of the Publication Manual of the 
American Psychological Association (APA). For more information see APA Style used in EBR guidelines.

10. Copyrights will be established in the name of the EBR publisher, namely the Poznań University of 
Economics and Business Press.

More information and advice on the suitability and formats of manuscripts can be obtained from:
Economics and Business Review
al. Niepodległości 10
61-875 Poznań
Poland
e-mail: secretary@ebr.edu.pl 
www.ebr.edu.pl

Internati onal Editorial Advisory Board
Edward I. Altman – NYU Stern School of Business
Udo Broll – School of Internati onal Studies (ZIS), Technische Universität, Dresden
Conrad Ciccotello – University of Denver, Denver 
Wojciech Florkowski – University of Georgia, Griffi  n
Oded Galor – Brown University, Providence
Binam Ghimire – Northumbria University, Newcastle upon Tyne
Christopher J. Green – Loughborough University
Eduard Hochreiter – The Vienna Insti tute for Internati onal Economic Studies
Mark J. Holmes – University of Waikato, Hamilton
Andreas Irmen – University of Luxembourg
Bruce E. Kaufman – Georgia State University, Atlanta
Robert Lensink – University of Groningen
Steve Letza – The European Centre for Corporate Governance
Robert McMaster – University of Glasgow
Victor Murinde – SOAS University of London
Hugh Scullion – Nati onal University of Ireland, Galway
Yochanan Shachmurove – The City College, City University of New York
Thomas Taylor – School of Business and Accountancy, Wake Forest University, Winston-Salem
Linda Gonçalves Veiga – University of Minho, Braga
Thomas D. Willett  – Claremont Graduate University and Claremont McKenna College
Habte G. Woldu – School of Management, The University of Texas at Dallas

Themati c Editors
Economics: Monika Banaszewska, Ivo Bischoff , Horst Brezinski, Niels Hermes, Witold Jurek, 
Tadeusz Kowalski, Ida Musiałkowska, Michał Pilc, Konrad Sobański • Finance: Monika Banaszewska, 
Gary Evans, Witold Jurek, Joanna Lizińska, Paweł Niszczota, Konrad Sobański • Stati sti cs: Marcin 
Anholcer, Maciej Beręsewicz, Elżbieta Gołata
Language Editor: Owen Easteal, Robert Pagget

This work is licensed under a Creati ve Commons Att ributi on 4.0 Internati onal License
htt ps://creati vecommons.org/licenses/by/4.0

htt ps://doi.org/10.18559/ebr.2024.2

e-ISSN 2392-1641
e-ISSN 2450-0097

© Copyright by Authors, Poznań 2024
© Copyright for this editi on by Poznań University of Economics and Business, Poznań 2024



Volume 10 (2) 2024

Volum
e 10 (2) 

2024

Poznań University of Economics and Business Press

e-ISSN 2392-1641
e-ISSN 2450-0097Economics

and Business

Econom
ics and B

usiness R
eview

Review

Subscripti on

Economics and Business Review (EBR) is published quarterly and is the successor to the Poznań University of Economics 
Review. The EBR is published by the Poznań University of Economics and Business Press.

Economics and Business Review is indexed and distributed in Scopus, Claritave Analyti cs, DOAJ, ERIH plus, ProQuest, EBSCO, 
CEJSH, BazEcon, Index Copernicus and De Gruyter Open (Sciendo).

Subscripti on rates for the print version of the EBR: insti tuti ons: 1 year – €50.00; individuals: 1 year – €25.00. Single copies: 
insti tuti ons – €15.00; individuals – €10.00. The EBR on-line editi on is free of charge.

CONTENTS
Editorial introducti on
Monika Banaszewska, Joanna Lizińska, Konrad Sobański

ARTICLES

Proposal for a comprehensive reti rement insurance soluti on (CRIS) to miti gate reti rement 
risk based on theory of change
Krzysztof Łyskawa, Kamila Bielawska

Examining the performance of Shari’ah -compliant versus conventi onal stock indexes: 
A comparati ve analysis pre-, during, and post-COVID-19
Ahmad M. Abu-Alkheil, Nizar M. Alsharari, Walayet A. Khan, Sara R. Ramzani, Phungmayo Horam

Taxati on of public pensions in European Union countries
Maciej Cieślukowski

Labour producti vity in Italian regions: A gravitati onal model approach
Katarzyna Filipowicz, Oleksij Kelebaj, Tomasz Tokarski

Personal bankruptcy predicti on using machine learning techniques
Magdalena Brygała, Tomasz Korol

Enhancing garbage fee compliance: Insights from a Slovak municipality
Anett a Caplanova, Eva Sirakovova, Estera Szakadatova

Growth prospects for the silver economy in the market segment of residenti al care services 
provided to dependent elderly people
Rafał IwańskiD

o
w

nl
o

ad
ed

 f
ro

m
 m

o
st

w
ie

d
zy

.p
l

http://mostwiedzy.pl

